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ABSTRACT—Passive Optical Networks (PON) technologyfor betterment of humanity [1], [4]-[5], [6]-[9]-Bradband is

brings an evolution in the industry of Telecommurition for the

provisioning of High Speed Internet (HSI) and Tripl Play
bundled Services that includes Voice, Data, and \tid&treaming
throughout the world. In Pakistan most of the sereiproviders
are offering broadband services on traditional cagp OSP
(Outside Plant) network since 2000. Demand for thiglh speed
internet and broadband is increasing rapidly, it @esired with
great need to migrate from traditional copper bas®@&P network
to PON — FTTx (Fiber To The x) infrastructure. Considieg the

geographical requirements in Pakistan a scalablbdi network is
required which can be optimized as per the user'suiements
and demands with high speed bandwidth efficiency,diving the

minimum losses and with ideal capital expenditure (CRR). In

this work a platform for migration from copper to lier access

now regarded as essential to a country’s infrasirac to
business and overall competitiveness and is grhdual
moving closer to being widely recognized as a humgimt
[10].

Key focus of the new era content providers is witidie
the services and to create the rich online expegieihere
are numerous technologies available in the worldh wi
service providers who are competing fast rigorousdy
provide high speed internet and multimedia broadban
services with quality installations.

The evolved technologies for the provisioning of
multimedia broadband (MM&BB) services have bounds

network with a scalable and optimized PON - FTTX considering bandwidth, reliability, coverage, armbstc[1],

infrastructure in green field and dry field areasfdakistan have
been proposed using Geographic Information syste@IS). In
any developing country like Pakistan having the sansultural
and geographical topology, this platform can be ds® migrate
from copper to fiber access network to provide th©NP based
telecom services. The developed platform for migmat from
copper to PON based fiber has been studied, planreati then
simulated on a selected geographical area of Paddistwith
physical execution that showed better and efficigesults with
reduction in capital and operational expenditureA. factual plan
without ambiguities assists the operators of Pakistato
analyzef/forecast bandwidth requirements of an aremtimized
network planning along with the in time and efficient
deployment.
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I. INTRODUCTION

In the modern era; demand of the high speed internet

(HSI) in the form of Multimedia Broadband (MM&BB)
services are growing rapidly in the world [1] thist
changing the human lifestyles [2] and the envirohsheir

[4]-[5], [9],[11]. Therefore, the major issue to bate the
range of cost, coverage and quality [12] should be
formulated for the rapid growth and service pravigng of
multimedia broadband technologies epically for sarage
citizen in developing country like Pakistan as p&iccultural
and topographic variations. To stay competitive dod
satisfy bandwidth demand, telecom operators
permanently improving their network infrastructuvath
new technologies [6].

The trends of broadband technology in Pakistanimre
stark contrast compared to worldwide trends where-line
leads the broadband market. The pace of broadbavahy
in wireline is very slow in Pakistan that is veryuch
obvious. The slow growth is due to some factors tesed
improvement; these factors include [13]:
1)Low (level of) consumer awareness,

2) No coverage of Broadband services,

3) Traffic reduction in broadband services,
4)Low literacy rate,

5)Low local content development,

are

surroundings due to the smooth and in time servicesg)|ow computer penetration,

enabling. These rapid technical developments ira&band
services connecting entities, societies, buildimgraness,
generating capital [3], supporting social media arghting
opportunities to bring change
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7) Cost of service (Tariff),

Out of the mentioned factors the most importanthis
coverage area and wire line infrastructure deployme
especially for Passive Optical Networks (PON). Fibatic
(FO) is the latest and the most advanced mode @& da
transmission having the huge bandwidth, interfezefiee,
best signal security, fast upgradability, low cashall size
and less weight etc. But at present the PON haslmee of
only 0.4% in broadband services [9].

Passive Optical Network (PON) technology can be
exploited by planning and deployment in a varietfy o
topographic infrastructures which are mainly catemal as
FTTx (Fiber to the x) [6]-[7], [12],[14]-[15].

The service providers are facing problems for the
maintenance and monitoring of their wire-line netioi.e.
copper network, which needs the uplifting, continsio
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maintenance and rehabilitation to improve customer
satisfaction index [9].

The penetration of the Passive Optical Network (@
Access is very slow as compared to the irsed bandwidth
demandlIn Pakistan no any integrated platform is avail
that can be deployed as per topographic variationd
cultural diversity. This platform will offe

Ease and time saving iRlanning, Optimization an
Monitoring of PON

1) Low Capitallnvestment involveme

2) Futuristic

There is a big research work in the network migra
from copper to the fiber that has bgamlished [], [4]-[8],
[11]-17], [26-43]. The already researched work needs ¢
of tunings and modifications before deploynt the same in
Pakistan as stated in the problem statement e

It is suggested to build a platform to Migrate fr@uappet
to Fiber Access Network using Passive Optical Networ
Green and Dry Field Areas of Pakistan. The platfast
proposed becausenore bandwidth requirement of t
subscribers and new customers due to bandwidth ria
application like HDTV, Online gaming, video confaoing
etc. also most of the existing copper access né&tim
Pakistan is out aged especially bandwidth demaed: i.e.
urban and sub urban areas and bandwidth demandtdae
fulfilled without deployment of PON FTTx access wetk
infrastructure. Major hurdle in copper access neows
distance limitation; the signal declines severeljew it
reaches that limit fogpecific bit rate that results in increa:
customer fault ratio [1], [4]-[5], [9], [1J6 PON technology i
selected being futuristic technology as the aceesgwork
will be passive and no external power required ty
passive component, thus savingoaknergy resources],
[16]-[17].

On selected geographic location ArcGIS is useddnd
base digitization, using the same digitized base riiee
physical survey will be carried out. Opti-Distribution
Network will be planned and designed using Arc upon
the validation of data collected during the fieldneys.
Calculations for power budget and different analygill be
done for OpticaBistribution Network (ODN) optimizatio
aided with simulations. Final optimized Opti-Distribution
Network degjn will be deployed and the results taken
simulated network will be compared with the finakults
for further improvements if required. Upon the ssxful
execution and deployment the as built diagram Wil
updated on GIS data for the future usd atso for real timi
monitoring upon integration of GIS system with GO
network elements.

Il.  FIBER BASED ACCESSNETWORK

Total transformation from copper to fiber is noagible
in one go especially in Pakistan. The main reasothé
capital investmentequired for this purpose is very higf],
[4]-[5], [8]. The Fiber-Optic (FO) OSinhclude: two types of
network: 1) Active©Optical Network (AON); 2) Paive-
Optical Networks (PON). Fig.presents the both PON a
AON access networks.

The Active-Optical Mtworks, the primary copper cab
are replaced in steps by introducing active elemanfield
[1], [4]-[5], [8]- The distribution cabinet in the access Ic
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cable network of legacy copper based OSP is regladth
the OpticalNetwork Units (ONUs). Tkse ONUs are used
as intermediate nodes because both -Optic (FO) cables
and copper access network (secondary cables)
terminated on it. These nodes convert the elettsicgals
in to optical signals and transmit the subscribaffit to the
respetive switching Inside Plant (ISP) node using
transmission node. This transmission node is SDskdb.
ONUs are available in different sizes and comedadth
indoor and outdoor configurati(1], [4]-[5], [8].

arn Y (
1 Distribution i |
{ node H 1

P2P Ethernet

Fig.1 Active and Passive Optical Network [1]

The other one is passivioptical network (PON)
uses point-to-multipoirfiber to the premis¢in which
unpowered optical splitteewe use [18]and are widely
deploying worldwide. The name passive depicts tharte is
no available electrical source in OSP or no anjyaatiode
is required in the fiber access network for ser
provisioning to the subscribers
Currently, the majoraccess network in Patan is based
upon copper whiclis required to be transformed into Fi
Optic (FO) access network. F2 showing a typical optic
fiber based OSP in which different category custanti&e
corporate, residential, enterprise and building. edte
connected witlaccess network using Fiber Optic (FC

Aenal Dhstribution

Cable N Drop Acrial OBNT —
W Closure Dwog K
\Central Officd bt
)
Drop Closure
Padasztal \
= Buried
e~ Drop
i Access'Branch Buried or Undersround
Tranaiton. Clozure Dhistribation Cable

Closure _

Fig.2 Fiber based Outside Plant (OSF

Ill.  GIS FOR TELECOMMUNICATION

GIS is an information system that is used to ingtdre,
manipulate, retrieve, analyze and generate geomall-
referenced data or geospatial data, take in decisiaking
for planning and management of telecommunicatiatiinal
resources, land wuseurban services and facilitie
transportation, environment and other related ahtnative
records.
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A. GIS Structure collect or assign coordinates for the selected mptazontrol

GIS structure is based on layer type, which isgrated Points. _ _
all together to get the desired data. Out of thagers Base ) Geo-referencing a Map or Imagery, using the same
Map is most critical and the important requiremehthe technique as of .CAD drawing; map should be irf dif
GIS. Jpeg format.

Input Data

Network Lifecycle
CMS/CRM Data
Staff Related
E:able Diagrams

Billing & Customer Care Data

byvidd

Base Map

Fig.4 Taking (X, y) coordinates from Google Earth
6)Open Arc GIS application, from menu bar click

<4 Integrated Layers

Fig.3 GIS Structure customi;ed tab and_ sellect tool bar then select Geo-
referencing as shown in Fig.5
B. Base Map Preparation D s st | —

In GIS the creation of base map is the basic requént wes &

to overlay any other data on it. This means befda@ning "'t @

and design Fiber Out-side plant using GIS we have t - e

prepare the base map of that specific area. Afeecteation

of base maps all of the fiber related layers wél dreated

and used for access network planning and desigwitly

reference to that base map.
ArcGIS is the well-known GIS application used teate,

manipulates, analysis and output creation of datd a

information. ArcGIS latest version 10.2 is releaszod

available in the market. [
C. Geo Referencing
Before going to start the digitization of Base Mapme Fig.5 Geo-referencing in Arc Map, Step (1)

basic inputs are mandatory that includes: 7)Add the JPEG image or satellite imagery in Arc Ntap,
* An image of the site map as .tif, or .png or .jfiksy the beginning assign that image proper coordingstes
= Or arich satellite image that will be available to all data sets of allieeldcom layers
* Map or image is Georeferenced at first step and Land base feature class. It is recommendedgiori the
= Google Earth current geographic coordinate system or get thgegtion
= Arc Map 10.0 or latest from Arc catalog, WGS 1984 43N is used for Pakistan

8) After this assign each point that is already sekbats
ground control point to its individual geographmocdinates
Saken from the Google Earth, for the this purpdsst feft
click on the corner or edge on the image and thg click
and click input x and y coordinate value as shomwirig.6.
At minimum four points are needed for effective geo
referencing.

9) After assigning coordinates to all of four poinigk
update geo referencing, by doing so image will be
automatically rotated and moved to its original rchaated
location and is ready to be digitized.

10) Separate layers for the base map are created for
separate data set along with allied attribute imfbich
includes layers of zone or sub zone, water bodiesad,
parcel (polygon) shown in Fig.7.

Geo-Referencing is the Pre digitization step, iantethat
we need to make our data (shape file, imagery op)m
understand its geographic reference on earthjjuss like
playing with puzzles. The steps are:

1)First to collect ground control points or (X, y)-co
ordinates and then assign these coordinates tathamage
or map that is being georeferenced.

2)GPS can be used to collect the coordinates by gdiysi
survey of the site, or can be picked up by usingdb®
Earth.

3)Picking the coordinates by using Google Earth is/ve
easy, just need to place mark for the corner oldimg of
the area for which you want to collect coordinaieshown
in Fig.4.

4)Geo-referencing .CAD (AutoCAD drawing), export the
CAD drawing to jpeg format by opening it in AutoCA®
Arc GIS. After this the same process as above &l ue
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Fi6 Gorfrencing in r Map, tep (2
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Fig.8 Base Map

11) Fig.8is final and ready product for survey, planni
designing and optimizing, analyzing along with beit
calculation for GPON infrastructure. In a similgpaoach
layers for GPON infrastructure will also be creatibat
includes PVC duct routes for FibeDptic (FO) OSP
Structure (for hand holes, manholes and JBS),
equipment (for FDH, FAT and OLT etc.), Feeder calalad
Distribution cables or any other if require

IV. PONACCESSNETWORK DESIGNING

Fiber to the Home (FTTH) is network having end tal
fiber in access network that has become ultir
requirement for any service provider in wire linesimess
FTTH could be designed and deployed in two topas

= Point-To Point (PTP) Network,
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= Point-To Multi Point (PTMP) Network

In PTP a dedicated filbdor each tenant whereas PTI
used the fiber sharing among a tenant group, tlly 32
subscribers shown in Fig(8) and (b’

i _.=:”_’—_— :“““ .
g- — M. o
Central Offce (OLT] \ -

(2| PointTo-Point *TP) - - %
Netwerk

B

Certral Office (OLT)

(b Point-To-Multi-Foint
(FTMP] Newark

T >

Fs Passive Spiitter

Fig.9 PTP and PTMP Networks

In PTP network, there is an individual dedicateldef
with a dedicated port of OLT for a singuser. Only one
ONT is directly connected to the OLT PON port, riegsl a
huge investment and not a good approach. It isestgd tc
keep spare capacity in feeder and distributionesaty fulfil
such minute demands. However, in PTMP PON netwoe|
optical reach is less than that of PTP PON structuretths
no splitters installed in it. A PON port could cowedistance
of 20 Km from the OLT to cover most of the areaPFHON
networks should be deployed in the remote areasres
OLT placement is not ecomical but demand exis

In PTMP PON access networks, PON port is sh
among the subscribers using the splitters. A sin@ler
PON port could be shared between 2 to 128 useesndéamm
upon the bandwidth requirement and splitters aldiitp.
The GPONaccess network that we are developing
Pakistan will promise asymmetrical communicatiothvid.5
Gb/s downstream and 1.25 Gb/s upstream. G
technology supports Ethernet, ATM and WDM by us
superset multi-protocol layeGPON Encapsulation Method
(GEM) a transport protocol layer is used to support |
Ethernet as well as ATM protocc

A. Optical Distribution Network (ODN) Plannin

The GPON ODN designed is based upon four k
sections of PON networks that inclu

OLT/CO Planning

Splitter Planning

Route Protection/Diversity Planni

FTTx planning

B. OLT/CO Planning

Location finalization forOptical Line Terminal (OLT)
has great importance, Big impact of OLT location
increase or decrease in investment. In telecom ar&tihe
central office (CO) is Inside Part that houses @iel' and
Optical Distribution Frame (ODF). The ODF is ingtdl
such that thelbfeeder cable could be terminated on it.
ODF should not be expanded or any expansion in @D§t
be done in same room. An Optical Distribution Netw
(ODN) is planned for serving multi services. The PmDust
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provide flexible arrangement to manageers (jumper,
pigtails, and feeder) with protection for bendinadius.
Legacy copper cables Main Distribution Frames (ML
and copper cable chambers are not required for@ilte
(FO) cables, since existing standard cable traglscaannel:
can be usedo route fiber cables to ODF. OLT should
installed in central office (CO) in standard rackthv
termination at front side. The OLT rack comprise2ato 3
sub racks, each with 16 GPON cards, 4 or 8 PONs a1
GPON card.

Physical reach is defined as thmaximum plysical
distance between th©NT and the OLT. In GPON,tw
options are defined for the physical reach: 10 kith 20 km.
It is assumed that 10 km is themaximum distancer
which FPLD can be used in the ONU for high bit rates s
as 1.25 Gbit/sor above [19put it may reduc with the
available components. The reach range of GPON cobe
increased or decreased by changing the locatiducheg or
adding the splitter levels. Fig.ldefines the Central Offic
(CO) / OLT placement. OLTs are normally installed
existing exchanges for smooth transformation opeopthis
will reduce the cost by ratilizing the existing resource
Existing cable routes of access and junction iriag
existing civil structures e.g. Manholes and hané$ishoulc
be used to extend feeder fiber cables to propoded
locations.

OLT should be proposed at place with the concefead
the locality within its physicaleach. Green Field or remc
far ar@as should be feed directly by extended PON |
Boundaries of two OLTs should not be overlappedt s
the capital wastage. The customers within 500 raetieoulc
be feed directly from OLT without any FDH or F/
placement. The OLT capacity planning dnds upon the
potential business demand and expected demandafts

S
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Fig.10 OLT Planning

C. Splitter Planning

Splitter planning depends on the 1) Splitt-level setting
2) centralized settig 3) Dispersed setting. |-11 showing
the said three setting, splitter could be usedlev@ls that is
1st splitter of size 1:2 or 2:2 could be instaliedcentral
office and the 2nd splitter of size 1:32 or 2:32,6lor 2:16
1:8 or 2:8, 1:4 Or 2:4 etc. could be installed DH-or in
FAT. Increasing the splitter size will result retan the
limit of bandwidth with increased number of tenarés
PON port supports a maximum of 64 customers détige
the average bandwidth of approx. 38 Mbps per |
However, in case of deploymiesingle level splitting havin
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1:64 or 2:64 splitters, PON port reach is increc
considerably but number of users and bandwidthusers
remains same.

Centralized setting of splitters is useful for sihealverage
area and few splitters are required with minimunsiftter
cabinets wheread decentralize setting, the splitters are
installed suing the mounted micro ODFs near tocagrol
customers, resting in increased number of splitter cabin
also PON port usage is poor.

1-level » 2-level 1@ ¥
Setting  pistribution m:::::} Setting I—p
] » - L ¢
4 e | U
Feeder
@--::-.p
Distribution @--ﬂ'--t
e
Centrelized Dispersed rolter_y
Setting @:: Setting il
Nislitter y I 4
@:‘::--; T
Feaq -
Feeder @"__,.: B - @.-:::-:
DistiGution @"“"t Distia.tion @"““:z

bP bP

Fig.11 Splitter Planning

D. Telecom Resilience

Network diversity ensures the customer protection
uninterrupted services. In diversity, there is anpoomise
betweencost and uninterrupted service availability. Tt
are three ways to achieve link protect

e Type A Protection: There is no automatic protec
available in both distribution and feec

« Type B Protection: Routing protection is providec
Type B, only Eeder cables are protected by using of :
splitter like 2:2, 2:16, and 2:32 etc., two sepafaeder fibe
cables either from same OLT card or from differ@iT
card to tle Fiber Distribution Hub (FDH

e Type C Protection: Maximum protection by draw
both feeder as well as distribution cable in miedhrit is not
an economical solution.

E.Fiber Flooding-FTTx

Fiber To Thex is actually the fiber flooding from OLT |t
ONT. Migration from copper access network to fibeces:
network is a step by step tfarmation. It is based on tl
concept of fiber in copper out (FICO) with FTTH ftise
ultimate requirement. FTTx in different flavors beg
deployed in the world wide, depeng upon the site
situation. Fig.1Zhowing the different variants of FTTx tt
includes:

* FTTB —Fiber to the Buildin

e FTTC — Fiber to the Curb

* FTTH —Fiber to the Homr

« FTTM - Fiber to the Mobile (fiber backbone to mok
BTS towers)
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Fig.12 FTTX Planning —Fiber Flooding

V. GREEN FIELD AND DRY FIELD AREAS PLANNING

The fiber count from the central office OLT shadl tith
spare capacity and of suitable size that ensurerd
requirements of fiber capacity. In planning or fasting
25% morefibers rounded to the nearest next cable si:
selected e.g. for demand count of 20 fibers, atl24 fiber
cable is planned. While in fiber cable planning qass
section lengths of Manhole, Hand holes should
considered keeping in mind the cableid length to avoir
the unwanted joints or splices that can increasddbs ant
results in poor grade of service. To increase cnstadbast
and for business development, the OSP design shme
capable enough to meet with the hidden demandeftve,
number of direct fibers should be accompanied w
planning for main fiber cables to retain room fdre
provision of PTP services or dedicated fiber priovigng.
The spare capacity that is available in junctioneristing
PVC cable routes should be i#éd to access a remote gre
field area to connect a FDH or FAT with the O

Requirements of duct routes and related civil $tmas
(hand holes, manholes, joint chambers or boxes)
significantly reduced in the PON OSP network dudhie
fiber charateristic like high bandwidth carrying capac
and small in size and most importantly due to fig@itting.
It should be ensured that the main feeder fibelesaghoulc
not be accessed frequently to divert or put throfigérs.
The drop fiber closureand splicing trays should be plac
inside joint boxes located near to group of villasas pe
the field requirement, again cable drum lengths tnhe
considered while planning for distribution cabl

The OSP deployment in the dry field area is nsimple
process; it is difficult as compared with developtnia the
green field areas. Therefore migration from cogpdfTTH
in the dry field areas should be done in phasesosndase
to case basis in accordance to resource availal
Deployment of FTH in the urban areas should be m
preferred over the remote areas. Existing laidrfiteles
cabinets and the different telecom civil structuddsthe
network must be considered during the planning
deployment process of GPON network to redue cost.

A. Splitter Calculation and Cable Sizin

In PON access networks a dedicated fiber is reduine
every splitter and a dedicated cable from splittelONT.
Fiber network have a typical life of 20 years, #fere
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planning is done to provide a netw which could support
the potential services and future dema The split ratio and
localization of splitters depend ¢he engineering plan and
the mapping distribution of the premi [20]. Further, fiber
cost is less than the cost of PVC duct spacerefore it is
suggested that to provide the number of fibersatercfor 2C
years tenants requirements. Splitters per cabinet
calculated by total number of tenants dividing hg split
ratio.

Total number of Splitter = No. of Tenants / spditio

The calculated number of splitters can be used tidd:
the size of optical fiber cable, maximum possibtpansion
and outstanding fiber.

B. Distribution and Drop Fiber Cable

The distribution cables with loose tube having efiint
sizes 96F, 48F, 24F, 166r 8F should be used or a
combination of different sizes depending on thelas
locations, numbers and groupi

The drop fibers mostly used in the size of 2F ¢
Enclosures should be capable to accommodate 8 trdd»
cables. In the small buildingreas or villas the FDH is
located as outdoor and distribution cables shouk
considered as the outgoing cables. It is recomnukerd
splice one fiber of drop cable with the distributioable tc
extend the services to the ONT while keeping thepise
fiber spare (stumped). The stumped fiber could be fme
the maintenance purpose or fin additional connection to a
portion of same villas or buildin

The scenario of overhead or aerial distributionles|
fiber cables are erected in similar fashionth distribution
fiber cables from FDH and the drop fibers from
enclosures. The fiber cables in access network rbe:
properly labeled and arranged. The extended drbpr
cables in micro ODF installed for single villas diny and
green fields. All tle apartments and flats must be pre ca
up to the installed micro ODF ensuring that theié bve no
splice in betweenthe tenants and micro ODF. F13
showing the fiber cable distribution from FDH tachaisel

s’.é';\ dé';\a é;_\é

FDH

=] outdoor FoH Cabinet T L bropCable 16F Cable=
24F Cable =

[N i
m} Customer Premises 24F Cable =

Fig-13 Cable Distributing from Cabinet

Ol I:I}Jrop Closures

o0 o} Lead/in Joint

C. Developed PON Infrastructut

Fig.14 (a) to (d) describes the ODN designing -
different scenarios extend PON based services ffereint
category of users in both green and dry field s#esting
from the OLT in centrabffice till customer’s premises. Tt
ODN design is finalized by considering all the plamy
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requirements including central office, splitter, u® along with their service area must be defined lygdasting
protection/diversity and FTTx — fiber flooding plang. the ultimate users shown in Fig-16.

Scenarios — I: ODN Design for Villas with Outdoor BH

i

Central Office Outside Plan I Inside Villa
i
|

N (1:32) Splter JBWITHDROP CASSETTE/ NxRIZS
JOINTBOX(18) CLOSURE !M\(RODDF onr Sodets

P Ei—n <] el 7
U % wjor SE/16/24F 2¥0rep | QATO6 (30 m)
R\h!mn
|

|
i
| Outdoor FDH
|
}

w sl e
Loose Tube i

(@)
Scenarios — |l (a): ODN Design for High Rise Buildig
with Indoor FDH

|
Central Office Outside Plan I Telecom Room Inside Flat ﬁ
o spurreR  ODF . I:‘leolgzr):gniv mﬂ/‘ o s =
@ i @ i e @\—4 - * Duct planning for feeder cables connectivity from
sl e iy - B central office OLT to FDH is done according to the
FDH boundaries by considering the cost impact. The
(b) placement of allied civil structures Manholes, Hand
Scenarios — Il (b): ODN Design for Small Building ¢p to hole and Joint Boxes for PVC duct should also be
5 Floors) with less than 32 subscribers with Indoowall planned along, shown in Fig.16.
mounted FDH e Once PVC duct planning for feeder cables is
| Qutside Plan | Telecom Room completed, the feeder fiber cables are calculated a
Central Office ! : Inside Flat

per the splitter requirements.
Indoor FDH - s Nk e
Wall Mounted

our o 5 e
— SPLITTER JOINTBOX(1E) H Py ;ﬁgﬂ ONT Nsmﬁ
/ f0 ) E oM : @\7 0 u D.
E

[ T
asfflooor §Fecdert ey
Ribpon Loose Tuba Cable
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(©)
Scenarios — Il (c): ODN Design for Small Building @p to
5 Floors) with less than 32 subscribers with Outdao
FDH

Central Office i Outside Plan i Inside Flat

Outdoor FDH
Nx(1:32)Spitter

M| o e

D = ) — . BHWES DLTEEH Meters
pt Fig.16 Duct and civil structure planning

|
JBWITHDROP! CASSETTE/ NxRIdS
CLOSURE | MICRO ODF S0
{1

« Further identify the locations for joint box to cutt
each user with distribution cable via drop fiber

(d) L . " .
Fig.14 (a) — (d) Optical Distribution Network — (ODN) cables,_ it is time taking and most critical actvit
Desi shown in Fig.17.
esign e
D. Digitization of ODN Using GIS S 821 RO B 0\ B2t s ARRREAS AN AN AN iR 0D

The ODN access network planning and designing using
the GIS is the utmost requirement. Since, GIS ghalp to
analyze the area, to calculate the existing pakdgémand
as well as the forecasted and anticipated demal®lh&ps
to speed up the designing and planning processbgting
the survey activities. Separate layer for each @&fvork
component should be prepared and are integratezthimg
with base map to get the final product. Fig.15 t1© 1
explaining the digitization of ODN access netwotarming
using GIS. : ;
» First step to have digitized the base map and awdhe i = A8 WARN i
sector boundaries. The exact location for OLT amHF —

U0 T Meen

Fig-17 Proposed location of joint boxes and encloss
(small dots are joint boxes)
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« When the joint box locations have been finalized, The power budget calculations must be done at the
distribution PVC ducts and fiber cables could be&lesigning stage that gives the analysis of maxineath

planned as shown in the Fig.18.

4106 LML 6 ke

Fig.18 Distribution network planning
« At final, all the layers (FDH/FAT locations, its

feeding areas, Feeder PVC ducts and fiber cables,

distribution ducts (if required) with distributidiber
cables and joint boxes location) are once planakd,
the layers could be integrated to get the finabpo.
All the network deployment with development

should be done using this planned GIS based ODN

design as shown in Fig.19.

21 T T Ve

Fig.19 Integrated GIS layers (ODN Design)

E. Power-Budget Calculations of ODN
The ODN design is incomplete and not ready foplatform in selected area of Pakistan.

deployment until and unless end to end loss caioulds
done and provided with the ODN design. ODN plannin
with GIS helps us to complete an optimized desighsiill
required power budget analysis. Power budgetingdsend
to end calculation of total maximum loss that an NOD
design can offers to each user. In PON system plieab
signals are transmitted by the transceiver withiaimum
and a maximum possible loss threshold, servicedcoot be
provisioned if the single loss level will remain retween
the defined threshold values.

GPON optical transmission is based on class B+dstakh
according to ITU-T G.984. The optical threshold ftve
total loss should remain between 13dB and 28dB. [@NT
will not receive the service if the received sigatkength is
not lie in between the specified range. Attenuatdl be
used if the received loss is less the 13db (<13db).
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ability of an OLT PON port. On the later stage, pow
budget is calculated at the time of service provisig to
ensure standard grade of service for each userekkrywat
planning stage, it is not possible to calculate @obudget
for each and every possible user, with experieitég Jearnt
that the power budget loss calculations must be donthe
farthest tenant, as if the service is perfectlyerstible to a
distant user then then obviously it could be madklable
to rest of the users.

The calculations for power budget are done by surgmi
the all losses offered by each and every networkpament.
Following formula has been derived for power budgsst
calculation upon the finalization of ODN:

Total Loss of
ODN

Sum of all component loss (L)

Addition of Summation of all losses
offered by fiber cable (transmission
Loss), offered by physical connectors
(connection), offered by splatters
(splitting loss), offered by splices
(splicing loss),and Engineering margin
STL+YCL+YS +YSPL+EM (1)
Transmission Loss cables is offered by
the optical fiber cables and measured as
per kilometer (km), generally calculated
for the smallest wavelength as it gives
the maximum loss.

Loss offered by each connector is
calculated.

Loss offered by the splitters, different
splitters have different insertion loss,
larger the spit ratio bigger the loss.
Loss of each splice (fusion
mechanical)

3 dB engineering margin is kept for and
for operation and maintenance (O& M)
and future expansion purposes.

XL

XL

> TL (per
km)

> CL (each)

> S (each)

" SPL (each) or

EM (each)

VI. SIMULATIONS AND RESULTS

The Bill of Material (BOM) is required for the
calculations of power budget, so that comparisoncche
carried out between the theoretical and practicles
acquired upon physical network deployment of plahne

The theoretical insertion losses for different ODN
gomponents are commonly known and shown in Table- |

Table- |
Descriotion Theoretical Practical
P Values (dB) Values (dB)

Transmission 0.35 0.36
Loss

Splicing Loss 0.1 0.05
Connector

Loss 0.2 0.21
1:64 splitter 19.7 19.8
loss

1:32 splitter 17 17.13
loss
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1:16 splitter
loss

1:8 splitter loss

13.5

Engineering
Margin

Table. | Comparison of Theoretical and Practical Los:
values

Practicalscenarios are devised to simulate the devel
platform by using theoretical and practical valud&he
practical scenarios are devised with of modeleuctures
mentioned in section 5-6f this document

The simulation is translated in to simple mathtical
model and calculations are done using total equation
derived in section V-Eall the mathematical calculations
done using Microsoft Excel.

Assumptions (All Scenariosapacity of each PON pc
is to serve maximum of 64 users, as the Cmodel with
maximum split ratio of 64. A 3dB loss as engineg!
margin is included for O&M purpose.

Scenarios -l secure average bandwidth of 37.5 Mb/
per Tenant using 1-level of splitting.

Scenarios—I|

i Loss Cakulation as per the Optimized Design (dB)

Loss Calculation as per the Therotical Values (dB)

. = 25 276
{25 23%

OverdlLossat ONT

Engineering M argin

(]

= 19.8

Spiiter Los 162
197

Spiicing Loss

o0
N R
N

Connector Loss

Transmisson Loss

[=]=]

S TR

10 i5 20 25 30
Optical Power Loss (dB)

Fig.20 Results related to scenario— |

Result: The proposed platform with this scena
showing reduction in total loss by 0.036%. 37.5 B
maximum bandwidth coulde easily made available ai
distance of 9.8 kmUsing single level or -level splitting,
there is increase in the reach abilityt it is only effective
for multi-story or high rise buildings.

Scenarios -1l securing average bandwidth of 37.t
Mb/s per Tenant with 2devel of splitting

wn

Scenarios— 11

Ol Loss Calkulstion as per the Optimized Design (dB)

Loss Cakukltion as per the Therotical Values {dB)

[ I : 2F-2E88
Overal Loss at ONT T T T " 3F.3E

i B .
=13 | |

Erginecring M argin
Splicter Loss 1:32 : T
Splitter Loss 1:2 == E--‘«E'B
Spicing Loss B %57
Connector Lass !:' 5 L
Transmission Loss !:' 1-528
L0

5 10 15 20 25 30
Optical Signal Loss (dB)

Fig.21 Results related to scenario— Il
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Result: The proposed platform using tlevels splitting
shown reduction in overall loss by 1.033%. The mmaxn
bandwidth of 37.5 Mbps could be easily made avédlab a
distance of 4.8 km.

Scenarios —IIl securing average bandwidth of 37.t
Mb/s per Tenant with 3devel of splitting

Scenarios— Il

@1 Loss Calkculation as per the Optimized Design{dB)

1 Loss Cakulstion as per the Therotical Values {dB)

Overall Lossat ONT = 5 %. 322
Engineering Margin E
Spiitter loss1:8 : 19.6%
Spiiter loss1:4 ],‘r 1]
Splitter loss 1:2 F
Splicing Loss 0.85
Connector loss —

._uu'

Transmisson Loss

1] 10 20 30
Optical Signal Loss (dB)

Fig.22 Results related to scenario— Ill

Result: The proposed platform of three levels spttthe
reduction in overall loss by 1.36 %. The maxim
bandwidth of 37.5 Mbps could be ea made available at a
distance of only 0.8 km. The loss is imprd, but due to
less reach ability, 8vel of splitting is not recommend:

Scenarios —IV Securing average bandwidth of 7&

Mb/s per Tenant with 2devel of splitting
Scenarios—I1V

| Loss Cakuletion as per the Optimized Design {dB)
Loss Calkculation as per the Therotical Values dB)

OverdliLoss st ONT i i D
Engineering Margin ; g
Spliter Los 1:16
Splitter Los 1:2 3-28

e
slrl
L

Spicing Loss 7
Connecter Los = 51
7
7

Transmisson Loss

e

0 10 20 30
Optical Power Loss (dB)

Fig.23 Results related to scenario— IV

Result: The proposed platform this scenarios shown
reduction in overall loss by 0.961%. The averaggimam
bandwidth of 75 Mbps could be easily made availala
distance of 14 km, however half of the PON portazity is
compromised.

VII.  CONCLUSIONS

1)Section V-D (Fig-16to 20) shows how the Geo
Graphical Information (GIS) could be used to desigtical
fiber based Outside Plant. The optical distributi@twork
designed on GIS will be an efficient and optimizedwork
required by a service provider to fulfil custon
expectations.

2)The proposed planning guidelines together with
equation of total loss:

> (L) >TL+YCL+YSL+YSPL+EN

Will help the operator to develop desired platform Her
OSP using PON infrastructure for green and dryfesleas
of Pakistan.
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3)Section VI (Fig-21 to 24) shows that developedustomers, Billing and Customer Care (Bn CC) cagstur
platform will not only equipped the service provisleof customer demands and divert it to concerned depatim
Pakistan with an optimized way of planning but il @lso  for service provisioning, Customer Resource Managem
help them to perform: (CRM) register customer complaint and refers it to
i. Bandwidth analysis and its forecasting, the actualoncerned team for rectification, Enterprise Reseur
requirement of the customers can be easily idedtifor Planning (ERP) an inventory management system Gewl
futuristic  planning by effective assortment andgraphic Information System (GIS).
anticipation of forecasted tenancy. Further, it wilpport In the coming future, it will be a requirement tlelt of
the planner’'s tocalculate the bandwidth requiremaint such platforms could be integrated altogether whth help
each and every user along with the bandwidthf GIS system. The integration will results in tteal time
requirement of the system. monitoring of customer complaints, new customeuests,
ii. Scalable optimized network designing, the opticahnd NOC alarms with geo-graphical information.
distribution network based on developed platform be
easily expanded if additional demand is raisedhéndame REFERENCES
area. Also, PON based services could be easilynd&te 1. cale, 1., Salihovic, A., Ivekovic, “Gigabit Passi@ptical Network —
by increasing the reachability of the PON ports. GPON."in  proc.29th  Int. Conf. M. Information Tewology
i DepI_oyed of O.SP Wi.th. minimum CAPE.X by maXimiZingz :[I]'tjrf?rgzzgt rgll" Sgggg;?bﬁotohg economy” ReseawtDate and
quality along with efficient and time saving devahoent. Policy Issues April 2012
4) The developed platform could extend additiona8. Rob Frieden “Lessons from broadband developmentCémada,
support in: Japan,Korea and the United States” Telecommunitati®olicy,vol.
: . . . . 29 pp 595-613, 2005
i.  Network re-engineering, the infrastructure basedhis» ,
platform is future proof and can incorporated any

Bourne, J. “Fiber to the Home: Practically a Regalit
Communications, 1988. In IEEE int. conf.Digital Teology -

technological advancements that is same opticadsacc

network will be wused with new

Spanning the Universe. pp 890-892, 1988.
Selmanovic, F., Skaljo, E.; “GPON in TelecommurimatNetwork”,

equipment’s.

Fault localization and management, as the netwsrk §-

available in digitized form and if physical changesd

Inside plant™

in int. cong. Ultra-Modern Telecommunications anth€ol Systems
and Workshops — ICUMT, pp 1012-1016, 2010.

Ouali, A., Kin Fai Poon, Chu, A. “FTTH network dgsiunder power
budget constraints”,), 2013 in Proc. IEEE Int. Syimegrated
Network Management (IM 2013), pp 748 — 751, 2013.

amendments are updated in the already digitized silveirinhaFélix, H., de Oliveira Duarte, A.M. “FFT- GPON access

network then fault tracing and its rectification is  networks:  Dimensioning —and  optimization in21th
ossible Telecommunications Forum -TELFOR, pp 164-167, 2013.
P : T Gilfedder, “Deploying GPON technology for backhau

iii. Marketing of new services, order booking for nevf'
customers is possible by confirming resourcé.
availability with the help of updated digitized wetrk
footprint.

applications”, BT Technology Journal, Vol 24 Nqop, 20-25, 2006.
PTA, Annual Report 2014. Availablettp://urdu.pta.gov.pk/annual-
reports/ptaannrep2013-14.pdf
10. Oliver Johnson, “Mapping broadband worldwide: ex&mp
challenges and results.”In ITU Tech. Symp. Telecérld -ITU
WT, pp 35-38, 2011.
11. S.P. van Loggerenbergy, M.J. Groblery, S.E. Teudilan,
Vil FUTURE WORK “Optimization of PON Planning for FTTH Deploymentaged on
Coverage”, unpublished
12. Segarra, J., Sales, V., Prat, J., “Planning andgdieg FTTH
networks: Elements, tools and practical issues”pioc.14th Int.
Conf. Transparent Optical Networks - ICTON, pp 6,-2012.
Wi-Tribe, “Broadband Market in Pakistan”2008
Availablehttp://www.wi-tribe.pk/media-center/news/broadband-
market-in-pakistan-an-insight-2/
Taylor, T.M., Willis, H.L., Engel, M.V. “New consgtfations for
distribution network planning and design”, in 14tht. Conf.
Electricity Distribution. Part 1: Contributions -IRED. pp 6.1.1 —
6.1.5, 1997.

Having seen the results given above, it is evideat the
world is going towards digitization. However, theie a
need to break the silos so that information shapraress
could be speed up. Therefore, integration of différ 13.
platforms is required, it is not necessary that thkse
discrete platforms are directly linked to each otimstead 14
they are inter depend to achieve the same cause.

nnnnnn

ERP Inventory Module

( GustormerResoares) Ta .--m\;,&& 15. Roxana-Mariana BEIU, Constantin D. STANESCU, “Oali®ower
| Mansgement-CRM| T X Budgets for Fiber-Optic (FO)s”,Fascicle of Managameand
« 7777777777777 <=+ Fauttinventory | Technological Engineering,pp — 723-728.
:_PairMapping |- N - ! 16. P. Kourtessis (chapter editor), C. Aimeida, C.-Hia@g, J. Chen, S.
|
|
|
|

|
3 }»_*R;;rem —] Di Bartolo, P. Fasser, M. Gagnaire, E. Leitgeb, Mma, M.
‘F,J. mentory’ ! e Léschnigg, M. Marciniak, N. Pavlovic, Y. Shachasgstant editor),
Y ! R A Tt ‘Qoi;qo“ A.LJ. Teixeira, G.M. TosiBeleffi, and L. Wosinsk&volution of
— | lopeoo e Optical Access Networks”, I. Tomkos et al. (EdCOST 291 —
I+ Alarminventory ! t=e Faultinventory | Towards Digital Optical Networks, 2009.
e J Commmm o : 17. Senior, John M. Optical fiber communications: pihes and
¥ . O'\ . practice.Vol. 2. UK: Prentice Hall, 1992.
ot Tt 18. Wikipedia, Passice Optical Networks, Available
. . http://en.wikipedia.org/wiki/Passive_optical_networ
Fig.24 GIS Integration 19. ITU-T Recommendation G.984.1 (2003).

ITU-T L.86 (07/2010)

ITU-T G.984.2 Amendment 1 (02/2006)

M. Sawada, Daniel Cossette, Barry Wellar, TolgatKtAnalysis of
the urban/rural broadband divide in Canada: Usitg i@ planning
terrestrial wireless deployment”, Science Direct,ov&nment
Information Quarterly 23, pp 454-479, 2006.

Fig.24 shows an example of indirectly inter depehdeg(l)'
platforms that are working for single purpose thgtto 55
achieve business excellence. The platforms shown ar
National Operation Center (NOC) which monitorsaditive
network elements to ensure normally service defivier

Published By:
127 Blue Eyes Intelligence Engineering
& Sciences Publication Pvt. Ltd.




23.

24.

25.

26.

27.

28.

20.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

International Journal of Soft Computing and Engineging (IJSCE)

Tony H. Grubesic, Alan T. Murray, “Geographics ofgerfection in
telecommunication analysis” Science Direct,Telecumications
Policy 29, pp 69 — 94, 2005.

Saifullah Khan, Syed Asif Kamal, “GIS as a Planniogl for the
Rural Telecom, E-Services and Broadband projectBakistan”, in
13th Int. Conf. Computational Science and Its Aggtions, pp 182 —
188, 2013.

Rong-Show Kuo, Pei-Chun Chen, I-Ling Huang, Chamg<€hen,
Shih-Wei Lai, Y.-c. Lin, Kuan-Hsiung Liang, “Implentation of the
Management of an Optical Distribution Network inGeographic
Information System”, Network Operations Laboratory.

Mathieu Tahon, Jan Van Ooteghem, Koen Casier, Sefi@\gge,
Didier Colle, Mario Pickavet, Piet Demeester, “lping the FTTH
business case—A joint telco-utility network rolloutodel”,
Telecommunications Policy, pp 1 — 12, 2013.

Bruno Van Den Bossche, RafMeersman, JeroenVanhekerbnd
Abram Schoutteet, “Maximizing the Return on Invesiinfor FTTx-
rollout through the use of GIS Street Maps and Ge&eting data”,
in 9th conf. Telecommunications Internet and Mediachno
Economics — CTTE, 2010

Gerson Mizuta Weiss and ElianeZambonVictorelli Diésloving
Telecom Outside Plant Systems towards a Standasgoperable
Environment”, J.N. de Souza et al. (Eds.): ICT 20Q04CS 3124, pp.
1246-1251, 2004.

ManisaPipattanasomporn, Saifur Rahman, “The telewonication
infrastructure: A model for optimum voice-data cage”, Utilities
Policy Vol.14, Issue 4, pp 278 — 287, 2006.

Garfias, P.; Univ. Politec. deCatalunya, Barceld®aain ; Gutierrez,
L. ; Sallent, S. “Enhanced DBA to provide QoS t@xistent EPON
and 10G-EPON networks”.Journal of Optical Commutidces and
Networking Vol. 4, Issue 12, pp. 978-988 , 2012

Duo Peng ;Comput. &Commun. Coll., Lanzhou Univ. Tafchnol.,
Lanzhou, China ; Peng Zhang “Design of optical gre¢ed access
network based on EPON” Unpublished.

Salleh, M.S. ; TMR&D SdnBhd, TM Innovation Cent€&yberjaya,
Malaysia ; Manaf, Z.A. ; Khairi, K. ; Mohamad, Rone authors “The
challenge for active and passive components desi@\WDM PON
system co-exist in GEPON and 10 GEPON architectumdEEE 2nd
Int. conf. Photonics -ICP, pp 1 -5, 2011.

Penze, R.S. ; Convergence Network Dept., CPgD - Radnter in
Telecommun., Campinas, Brazil ; Rosolem, J.B. ; rByaUu.R. ;
Filho, R.B. “Passive optical network upgrading bging In-band
WDM overlay”.In Proc. Int. Conf. Microwave & Opta=dtronics
Conference - IMOC, pp 40 — 43, 2011.

Wei Ji ; Sch. of Inf. Sci. & Eng., Shandong Unidipan, China ;
Yonghui Liu ; Wei Cui “The design of Home Gatewaltish used in
FTTH".In Proc. Int Conf. Networking and Digital Sety — ICNDS,
Vol - 2, pp 157 — 160, 2010.

Nikitin, A. ;Pyattaev, V. ; Kim, B.W. “Technologitaspects of the
triple play service on fixed access networks” I 1dt. Conf. Proc.
Advanced Communication Technology - ICACT , pp 981983,
2009.

Kostadinova, S. ;Dimova, R. ; Stoyanov, G. “Perfanoe parameters
evaluation in broadband access network”.In Int. fC@ptimization
of Electrical and Electronic Equipment - OPTIM, 1@0 — 795, 2014.
Catalba, C. ;Elektron.  veHaberlesmeMuhendisligiBolumu,
YildizTeknik Univ., Istanbul, Turkey Unverdi, N.O. “Performances
of some applications in passive optical networks22nd Int. Conf.
Signal Processing and Communications Applicatiomsf€@ence -
SIU, pp 2261 — 2264, 2014.

Medgyes, B. ; Dept. of Electron. Technol., Budapéstiv. of
Technol. & Econ., Budapest, Hungary ;llles, B. “@adictory
electrochemical migration behavior of copper arabldn 34th Int.
Spring Seminar, Electronics Technology - ISSE 206 — 211, 2011.
Timmers, M. ;Guenach, M. ; Nuzman, C. ; Maes, Jfd§: evolving

the copper access network”.Communications Magazine,
IEEE Vol.51, Issue.8, pp 74 — 79, 2013.
Svedek, V.; HAKOM, Zagreb, Croatia ;Jurin, G. ; \¥eb M.

“Increasing availability of broadband access ovepper network
infrastructure”.In 34th proc. Int. Conv. MIPRO, #p7 — 412, 2011
Jensen, M.; Center for Network Planning, AalborgwJn Nielsen,
R.H. ; Madsen, O.B. “Comparison of Cost for DiffereCoverage
Scenarios between Copper and Fiber Access Netwbrk8th Int.
Conf. Advanced Communication Technology — ICACT, 2q15 —
2018, 2006.

Alshaer, H., Alyafei, M. “An end-to-end QoS scherfte GPON
access networks”,In  GCC Conference and Exhibitio®CC, pp —
513 — 516, 2011.

128

ISSN: 2231-2307, Volume-5 Issue-4, September 2015

43. Yinghui Qiu, “Availability Estimation of FTTH Archectures Based
on GPON?”, In7th Int. Conf. Wireless Communicatiohgtworking
and Mobile Computing — WiCOM. pp 1 — 4, 2011.

Published By:
Blue Eyes Intelligence Engineering
& Sciences Publication Pvt. Ltd.




