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1. 

Authors: Priyanka R. K. Shrivastava, Shraddha Panbude, Geeta Narayanan 

Paper Title: Digitization of ECG Paper Records using MATLAB 

Abstract:  Electrocardiogram (ECG) is the most important and widely used method to study the heart related 

diseases. The detailed study of ECG graph by the medical practitioner helps him to  understand and identify the 

condition of the heart. Based on the information retrieved from the ECG graph the patient can be given proper 

treatment. The person having a medical history of heart ailments will have to maintain a record of all the ECG papers 

for timely analysis and diagnosis of the diseases. This process requires large storage space and extensive manual 

effort. The conventional technique of visual analysis to inspect the ECG signals by doctors or physicians are not 

effective and time consuming. Therefore, an automatic system which involves digital signal integration and analysis 

is required.  In this study a MATLAB-based tool is being designed to convert electrocardiography (ECG) 

information from paper charts into digital ECG signals. Here we develop a method that involves processing of ECG 

paper records by an efficient and iterative set of digital image processing techniques for the conversion of ECG paper 

image data to time series digitized signal form, resulting in convenient storage and retrieval of ECG information. In 

addition, this tool can be used to potentially integrate digitized ECG information with digital ECG analysis programs 

and with the patient's electronic medical record.  

 

Keywords:  ECG, Compression, Segmentation, image retrieval, Digitization. Laplacian filtering. 
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2. 

Authors: Hossien Hossieni, Kani M. Rauf, Gulstan S. Ezat, Nzar R. Abdullah 

Paper Title: Estimation of Walk-Run Transition Speed and Oxygen Consumption on Planets of Solar System 

Abstract:   The present work has analyzed and discussed the effect of gravitational force on the walk-run transition 

speed on the planets of the solar system. A walk-run transition speed at different gravity level has been calculated. 

Our results suggested that by increasing gravity level, the walk-run transition speed occurred at faster speed whereas 

the corresponding Froude numbers remain constant in normal and high gravities. The most significant effect of 

gravity on the Froude number was observed for the planets with gravity lower than the earth.  In addition, the rates of 

oxygen consumption at the walk-run transition speed for these celestial objects have been predicted. The results 

showed that the rate of oxygen consumption for the planets are at the highest for those which have a gait transition at 

Froude number of greater than 0.5. 

 

Keywords:   Froude numbers, solar system, walk-run transition, oxygen consumption. 
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Paper Title: Design of an Error Detection and Correction Architecture for Video Coding Testing Applications 

Abstract:    Motion estimation plays a vital role in today‟s media applications. Hence testing of such a module is a 

significant concern. Even though several algorithms have been proposed in the past testing of motion estimators are 

seldom addressed. The proposed system describes an Error Detection and Correction (EDCA) design that detects and 

recovers data in the motion estimator. The system uses the Sum of the Absolute Difference (SAD) method to 

compute the difference in the current and reference frames. The architecture comprises of an Error Detection Circuit 

(EDC) and a Data Recovery Circuit (DRC) to recover the original data. A Residue-Quotient code is used to compute 

the change in value between the error and expected values. Built-in Self test Technique (BIST) is included in the 

MECA and in each of Processing Element in MECA. Thus by introducing the BIST Concept the testing can be done 

internally without connecting outside testing requirements. So the area (number of gates) required and time is also 

reduces. 
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Paper Title: Local and Global Measure of Dissimilarity between Two Segmentations 

Abstract: the implementation of a segmentation method in a system requires knowledge of the performance of the 

method in a given situation. Hence, it is highly desirable to have a criterion for measuring the quality of the result 

obtained by a segmentation algorithm. This study focuses on two measures of dissimilarity between two 

segmentations, by means of a mapping. The local measure proposed is based on the map of local dissimilarities that 

capture the differences between two images. This allows a simple way to quantify the local dissimilarities and to 

determine their spatial distribution. Thus, we are building a global measure based on local measurements. Both 

measures local and global are successfully tested on synthetic and medical images. 
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dissimilarity. 

 

References: 
1. E. Baudrier, F. Nicolier, G. Million and S. Ruan, " Binary image comparison with local-dissimilarity quantification", Pattern Recognition, 

vol. 41, n. 5, pp. 1461–1478, jan. 2008. 

2. D.P. Huttenlocher and  W.J. Rucklidge, "Comparing images using the hausdorff distance", IEEE Transactions on Pattern Analysis and 

Machine Intelligence, vol. 15, n. 9, pp. 850–863, 1993. 
3. Takacs, “Comparing faces using the modified Hausdorff distance”, Pattern Recognition, vol. 31, no 12, 1998, pp. 1873-1881. 

4. J.Paumard, “Robust comparison of binary images”, Pattern Recognition Letters, vol. 18, no 10, 1997,pp. 1057-1063. 

5. M. Dubuisson and A. Jain, “A modified Hausdorff distance for object matching,” Proc. 12th IAPR International Conference on Pattern 
Recognition, Oct 1994, pp. 566-568. 

6. F. MORAIN-NICOLIER, J. LANDRE and S. Ruan, " Détection d'objet par mesure de dissimilarités locales ", XXIIe Colloque GRETSI, 

Dijon, september 2009. 
7. G. Borgefors, "Distance transformations in digital images", Computer Vision graphics and Image processing, vol. 34 n. 3, pp. 344-371, 1986. 

8. Rosenfeld and J. Pfaltz,”Distance functions in digital pictures”, pattern Recognition, vol. 1, pp 33-61, 1968. 
9. J. Muerle and D. Allen, “Experimental evaluation of techniques for automatic segmentation of objects in a complex scene”, Pictorial Pattern 

Recognition, Thompson, Washingthon DC, pp. 3-13, 1968. 

10. S.W. Zucker, “Regiong growing: childhood and adolescence”, Computer Graphics and Image Processing, Vol. 5, pp. 382-399, 1976. 
11. J.Fan, D.K.Y. Yau, Elmagarmid and W.G. Aref, “Automatic image segmentation by integrating color-based and seeded region growing”, 

IEEE  Transaction on Image processing, Vol. 26, n 10, pp. 1454-1466, 2001. 

12. Elallaoui and all, “Threshold optimization by genetic algorithm for segmentation of medical images by region growing”, International journal 
of emerging trends an technology in computer science, Vol. 1, n. 2 pp. 161-166, 2012. 

13. D.E. Goldberg, K. Deb and J.H. Clark, “Genetic algorithms noise, and the sizing of populations”, Complex Systems, Vol. 6, pp.  333-362, 

1992 
14. J.C. Bezdek and R.J. Hathaway, “Optimization of fuzzy clustrtring criteria using genetic algorithms”, Proceedings, First IEEE Conference on 

Evolutionnary Computation, Piscataway, NJ: IEEE Press, Vol. 2, pp. 3-52, 1994. 

11-14 



15. G. Borgefors, "Hierarchical chamfer matching : a parametric edge matching Algorithm", IEEE Transactions on Pattern Analysis and 

Machine Intelligence, vol. 10, n. 6, pp. 849–865, 1988.G. O. Young, “Synthetic structure of industrial plastics (Book style with paper title 
and editor),” in Plastics, 2nd ed. vol. 3, J. Peters, Ed.  New York: McGraw-Hill, 1964, pp. 15–64. 

5. 

Authors: Jagadesh T, Nanammal V 

Paper Title: Design and Implementation of a Novel Combined CFAR/SLB System 

Abstract:  In this paper, a novel approach of combined Cell Averaging-Constant False Alarm Rate (CA-CFAR) 

detector and Sidelobe Blanking (SLB) system is proposed. CFAR based threshold estimation using a Generalized 

Automatic Sliding Window technique (GASW) is proposed to reduce the memory access and exploits pre-computed 

values for setting the new threshold for adjacent cell. The designed architecture is fully reconfigurable in terms of the 

number of reference and guard cells as well as the sampling frequency and the coherent processing interval (number 

of integrated pulses). 
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Authors: Dipali Salunkhe, Devendra Bahirat, Neha V. Koushik, Deepali Javale 

Paper Title: Study of Hadoop Features for Large Scale Data 

Abstract:   The data from hospitals around the area (city, state or country) is huge. Handling it through traditional 

RDBMS will be inefficient and cumbersome because the data from various hospitals won‟t be in the same format. 

Another reason is RDBMS doesn‟t offer an efficient way to handle unstructured data (i.e. Media files).Thirdly, as the 

data becomes voluminous the time for retrieval increases exponentially. Hadoop has many advantages if used to store 

all the medical data of the patient and also media files related to it (i.e. X-Ray reports, sonography reports and videos 

of operation). This paper gives overview of Hadoop and its components and also comparison between Hadoop and 

RDBMS. 
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Paper Title: A Blind Digital Image Watermarking using Joint DCT-DWT and Twin Encoding Methodology 

Abstract:    Digital Image Watermarking is that the method that embeds knowledge known as a watermark or digital 

signature or tag or label into a transmission object such watermark may be detected or extracted later to form 

associate assertion regarding the ob-ject. There square measure varied techniques with that the method of 

watermarking may be performed. we've summarized these techniques in brief. In this work, we tend to square 

measure presenting few recent watermarking algorithms. One ofthem may be a sturdy digital image watermarking 

algorithmic program supported Joint DWT-DCT Transformation.This methodology exploits strength of 2 common 

frequency domains method; DCT and DWT, to get more physical property and hardiness. the thought of inserting 

watermark within the combined rework is predicated on the very fact that joint rework may eliminate the downside 

of every alternative. then, associate elective watermarking methodology may be obtained. the opposite is powerful 

Blind Digital Image Watermarking mistreatment DWT and twin coding Technique. This algorithmic program 

exploits the random sequence generated by Arnold and Chaos transformations. separate ripple transformation of third 

level decomposition is employed to convert the image into its frequency domain. 
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Paper Title: 
Enhanced Room Temperature Ferromagnetism in Polyethylene Glycol Capped Sn0.99-xCuxCr0.01O2 

Nanoparticles 

Abstract: Sn0.99-xCuxCr0.01O2 (x=0.00, 0.01, 0.03, 0.05 and 0.07) nanoparticles were synthesized by simple chemical 

co-precipitation method using polyethylene glycol (PEG) as a surfactant for the first time. EDAX spectra confirmed 

the presence of Cr and Cu in the host material with near stoichiometric ratio. The results from XRD studies indicated 

that the synthesized samples had a single phase rutile type tetragonal crystal structure as that of (P42/mnm) SnO2. 

TEM analysis revealed that the average particle size lies in the range of 8-10 nm. Optical absorption spectra and 

corresponding Tauc‟s plots showed a blueshift in optical absorption band edge, the bandgap widening with 

increasing Cu concentration in Sn0.99-xCuxCr0.01O2 nanoparticles can be well explained in terms Burstein–Moss effect. 

From magnetization measurements it is noticed that the saturation magnetization increases for 1% of Cu doping, then 

decreased with increasing the Cu concentration. The observed magnetic behavior is well supported with the bound 

magnetic polarons (BMPs) model. 
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Paper Title: Fuzzy Logic Control for Maximum Power Point Tracking of a Photovoltaic Field 

Abstract: Maximizing the power point tracking of photovoltaic systems is currently the purpose of several 

researches in the context of renewable energies improvement. In this work we optimize and enhance the maximum 

power point tracking algorithm based on fuzzy logic controller. Our approach focuses on determining the maximum 

power point in a minimal time in order to get the lowest possible energy loss. The fuzzy logic controller presented in 

this work provide fast response and good performance against the climatic and load change and uses directly the 

DC/DC converter duty cycle as a control parameter. After establishing our algorithm, we have performed a 

comparative study with the classical algorithm used most perturb and observe in various operating conditions. The 

simulation results using MATLAB/Simulink show that fuzzy logic controller provides better tracking compared to 

Perturb and observe despite the climatic change (solar insolation and temperature). 
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Paper Title: Optimization of Special Purpose Rotational MIG Welding by Experimental and Taguchi Technique 

Abstract: This paper presents the case study to find the design optimization for special purpose MIG welding 

operation . The MIG Welding parameters are the most important factors affecting the quality, productivity and cost 

of welding. This paper presents the effect of welding parameters like welding current, welding voltage, welding 

speed , gas flow rate, rotational speed of work piece, filler wire feed rate on MIG welding. Experiments are 

conducted based on Taguchi Technique to achieve the required data.  An Orthogonal Array, Signal to Noise (S/N) 

ratio and analysis of varience (ANOVA) are used to find out the welding characteristics and optimization parameters. 

Finally the confirmations tests have been carried out to compare the predicted values with the experimental values. 
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Paper Title: Providing Localization using Triangulation Method in Wireless Sensor Networks 

Abstract: the applications of sensor networks which are developed require the location of wireless devices, and 

localization technique has been developed to meet this requirement. The Wireless sensor networks have been proved 

useful in many applications, like environment monitoring and military surveillance and many more. Triangulation is 

one such method that will be examined for localization. For the triangulation based localization uses the geometric 

properties of triangle to estimate locations, which relies on angle measurements. 
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Paper Title: New Technique of Edge Detection based on FIS 

Abstract: Edge detection of images is an important aspect in the field of image processing. Edges can be detected 

from the images by using various derivative edge detection methods, such as Sobel operator, Prewitt operator, 

Roberts operator, Laplacian operators and Canny operators .With these different approaches the edges are detected 

but somehow false edges are also detected or  some important edges are missed due to the presence of noise. 

Therefore a new technique of artificial intelligence called fuzzy inference system is used in order to reduce these 

types of effects.. This paper presents a novel edge detection algorithm based on fuzzy inference system.The proposed 
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approach uses a 3x3 sliding window with eight inputs and the center pixel  as the output . ,then the pixel values of 

window are subjected to various  fuzzy rules designed . Based on these set of rules the output of fuzzy is decided 

whether that particular pixel is an edge or not .Moreover the developed algorithm is compared with sobel ,prewitt etc 

to find the  respective mean square error and peak signal to noise ratio of images containing noise. 
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Paper Title: ARM Simulation using C++ and Multithreading 

Abstract: This project is to be produced a software simulation of an ARM processor. A hardware simu¬lator is a 

piece of software that emulates specific hardware devices, enabling execution of software that is written and 

compiled for those devices, on alternate systems. Aim of this project is to develop an ARM simulator using C++ and 

Multithreading, the same is tested with „GDB‟ tool in Linux 2.6.37.4. The main feature of the project is the 

implementation of the ARM simulation with multi-threading. The analysis phase of the project involved detailed 

studies of different ARM architec¬tures and ARM assembly language. Most of the decisions about hardware 

components to in¬clude in the simulation and assembly instructions to support were to be made during this stage. 

This phase also involved identifying the requirements of the simulator. The next stage was design, in which the major 

parts are identified to develop the si¬mulation part of an ARM processor. The implementation phase involved 

turning the major parts into code, following the design as closely as possible. C++ programming language is to be 

used as it is object oriented programming language to implement the project. Multithreading concept is to be adopted 

to execute decoding function and execute function, so that execution will become faster. GDB is to be used to debug 

the project. 
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Paper Title: Protection Method against Induction Motor Single-Phasing Fault 

Abstract: This paper proposes a protection scheme for three phase induction motors against single-phasing faults. 

Dynamic model of the induction motor in the stationary reference frame was adopted and modified to reflect single-

phasing fault. A simulation algorithm was proposed, which can help determine the impact of single-phasing on any 

three phase induction motor. A case study simulation was carried-out with sudden single-phasing using 

MATLAB/SIMULINK software. A single-phasing protection by means of contactors was reviewed before an 

enhanced single-phasing protection was designed. A prototype of the enhanced protection method was implemented 

by the use of ac to dc converter, PIC16F877A and DC relays. The latter, in additional to offering protection against 

single-phasing, also protects the motor from under-voltage, over-voltage and voltage unbalance. 
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Paper Title: Credit Card Fraud Detection using Decision Tree Induction Algorithm 

Abstract: With the brisk advancement in the electronic commerce technology and improvements in the 

communication channels, fraud is scattering all over the world, ensuing in massive financial losses. In machine 

learning Fraud detection has been an interesting topic. In present day, the major causes of great financial losses is 

credit card fraud, which affect not only merchants but also individual clients too. Due to enormous raise in credit 

card transactions, credit card fraud has become more and more rampant in recent years. Clustering model, Gaussian 

mixture model, Bayesian networks are the presented methods to detect credit card fraud. In Proposed system, data 

mining technology, classification models based on ID3 decision trees and visual cryptography are applied on credit 

card fraud detection problem. Thus by the implementation of this approach in fraud detection systems, financial 

losses due to fraudulent transactions can be decreased more. 
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Paper Title: Implementation of Formal Verification on Scalable Arbiter 

Abstract: In this paper, the Formal Verification (FV) approach is implemented on a scalable arbiter. Arbiters are a 

critical component in systems containing shared resources. FV is an approach using mathematical proof of ensuring 

that a design's implementation matches its specification, and utilizes formal analysis techniques targeted at assertions 

within the RTL, to find design errors. The FV requires, properties and coverage to be written and the same is 

required to be coded using system verilog assertions (SVA). The key advantage of FV is that it does not require test 

benches to run and can be used to verify RTL codes  very early in the design process. The implementation requires 

checking RTL design of arbiter, clock initialization, implementation of assertions, proving properties, coverage and 

tabulating the results, to ensure successful implementation. The results are analyzed by running the incisive formal 

verifier, (ifv), tool and checking for the properties and coverage which are written in SVA, for pass or fail.  
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