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Preface

The fourth edition of “Solid Surfaces, Interfaces and Thin Films” has been used
meanwhile as a standard textbook around the world at many universities and
research institutions. Even though surface and interface physics have become a
mature science branch, their theoretical concepts and experimental techniques are
of higher importance than ever before because of their impact on nanostructure
physics. Surface and interface physics form the basis for modern nanoscience, be
it in quantum electronics, in catalysis, in corrosion, or in lubrication research. This
explains the ever-growing demand for education in these fields.

It was therefore time to carefully revise the book and bring it up to latest devel-
opments both in fundamental research and in application. Concerning new mate-
rial aspects topics about group III nitride surfaces and high k-oxide/semiconductor
heterostructures have been included. Recent developments in these material classes
are of essential importance for high-speed/high-power electronics and advanced Si-
based CMOS technology on the nanometer scale. The novel field of spin electronics
or spintronics having been initiated by the detection of the giant magnetoresistance
(GMR) by Peter Grünberg and Albert Fert (Nobel Prize 2007) required a more
extensive consideration of anisotropy effects in thin magnetic films. For the develop-
ment of purely electrical spin switching devices based on spin effects rather than on
semiconductor space charge layers, a prerequisite for high-speed, low-power spin-
tronics, the spin-transfer torque mechanism shows some promise. Correspondingly
this topic is discussed in direct connection with the GMR in this new edition. In
addition, two new panels about magneto-optic characterization and spin-resolved
scanning tunneling microscopy (STM) of magnetic films extend the experimental
basis for research on magnetic systems.

From discussions with students working in the field of nanoelectronics and quan-
tum effects in nanostructures I have learned that many fundamental surface science
concepts such as charging character of surface and interface states, Fermi-level pin-
ning have been forgotten over the years or not taught in an adequate way. Since these
concepts are of paramount importance for research on semiconductor nanostructures
I tried to deepen and extend these topics in the present edition.

Besides many minor corrections and improvements of the text I modified the
section about surface energy, surface stress, and macroscopic shape completely and
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vi Preface

brought it up to the state of the art of our present understanding. This is due to
my friend and colleague Harald Ibach, who “insisted” on this change and helped
me to understand the topic more profoundly. Thanks to him also for some figures
he allowed me to take from his publications. I have to thank some more of my
colleagues and friends for help in revising this book quite intensively. For the topic
of Schottky barriers and semiconductor heterojunctions it is always a great pleasure
to talk to Winfried Mönch. Thanks also to him for allowing me to take some figures
out of his books. For the new section about group III nitrides I had some helpful
discussions with Marco Bertelli and Angela Rizzi. Thanks to them also for the fig-
ures they supplied. For the new additions about spin-transfer torque mechanism and
spin-resolved STM, seminars of my young colleagues Daniel Bürgler and Philipp
Ebert on recent Jülich spring schools were helpful. For help with the preparation of
figures I want to thank Christian Blömers.

Last but not least many thanks to Claus Ascheron, who managed the editing of
my books at Springer, not only this one, with great enthusiasm.

Jülich and Aachen, Germany Hans Lüth
May 2010



Preface to the Fourth Edition

Surface physics in the classical sense of ultrahigh vacuum (UHV) based experi-
mental approaches to understand well-defined surfaces has now become a mature
branch of condensed matter research. Meanwhile, however, the theoretical concepts
and experimental techniques developed in this field have also become the basis for
modern interface, thin film and nanostructure science. Furthermore, these research
fields are of fundamental importance for more applied branches of science, such
as micro- and nanoelectronics, catalysis and corrosion research, surface protection,
chemo- and biosensors, microsystems and nanostructured materials.

The physics of solid surfaces, interfaces and thin films is thus an important field
which needs to be taught to all students in physics, microelectronics, engineering
and material science. It is thus no surprise that this topic has now entered the corre-
sponding university curricula throughout the world.

In the present 4th edition of this book (formerly entitled “Surfaces and Inter-
faces of Solid Materials”) more emphasis is placed on the relation between the
surfaces, interfaces and thin films, and on newly discovered phenomena related to
low dimensions. Accordingly, a few topics of the earlier editions that are now only of
peripheral interest have been omitted. On the other hand, a new chapter dealing with
collective phenomena at interfaces has been added: Superconductor–semiconductor
interfaces and thin ferromagnetic films have attracted considerable attention in of
late. This is mainly due to our improved understanding of these phenomena, but also
to important application aspects which have recently emerged. For example, giant
magnetoresistance, a typical thin film phenomenon, is of considerable importance
for read-out devices in magnetic information storage. Likewise, ferromagnetism in
low dimensions may play an important role in future non-volatile memory device
circuits. The corresponding topics have thus been added to the new edition and the
title of the book has been modified slightly to “Solid Surfaces, Interfaces and Thin
Films”. This new title better describes the wider range of topics treated in the new
edition.

Furthermore, in response to several suggestions from students and colleagues,
errors and inconsistencies in the text have been eliminated and improvements made
to clarity. On the topics superconductor–semiconductor interfaces and ferromag-
netism in low dimensions, I have benefited from discussions with Thomas Schäpers
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viii Preface to the Fourth Edition

and Stefan Blügel, respectively. The English text was significantly improved by
Angela Lahee, who, together with Katharina Ascheron, also contributed much to
the final production of the book.

Particular thanks are due to Claus Ascheron of Springer-Verlag, who managed
the whole publication process.

Aachen and Jülich Hans Lüth
July 2001



Preface to the Second Edition

Surface and interface physics has in recent decades become an ever more impor-
tant subdiscipline within the physics of condensed matter. Many phenomena and
experimental techniques, for example the quantum Hall effect and photoemission
spectroscopy for investigating electronic band structures, which clearly belong to
the general field of solid-state physics, cannot be treated without a profound knowl-
edge of surface and interface effects. This is also true in view of the present general
development in solid-state research, where the quantum physics of nanostructures
is becoming increasingly relevant. This also holds for more applied fields such as
microelectronics, catalysis and corrosion research. The more one strives to obtain
an atomic-scale understanding, and the greater the interest in microstructures, the
more surface and interface physics becomes an essential prerequisite.

In spite of this situation, there are only a very few books on the market which treat
the subject in a comprehensive way, even though surface and interface physics has
now been taught for a number of years at many universities around the world. In my
own teaching and research activities I always have the same experience: when new
students start their diploma or PhD work in my group I can recommend to them a
number of good review articles or advanced monographs, but a real introductory and
comprehensive textbook to usher them into this fascinating field of modern research
has been lacking.

I therefore wrote this book for my students to provide them with a text from
which they can learn the basic models, together with fundamental experimental
techniques and the relationship to applied fields such as microanalysis, catalysis
and microelectronics.

This textbook on the physics of surfaces and interfaces covers both experimental
and theoretical aspects of the subject. Particular attention is paid to practical consid-
erations in a series of self-contained panels which describe UHV technology, elec-
tron optics, surface spectroscopy and electrical and optical interface characterisation
techniques. The main text provides a clear and comprehensive description of surface
and interface preparation methods, structural, vibrational and electronic properties,
and adsorption and layer growth. Because of their essential role in modern micro-
electronics, special emphasis is placed on the electronic properties of semiconduc-
tor interfaces and heterostructures. Emphasizing semiconductor microelectronics as
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one of the major applications of interface physics is furthermore justified by the fact
that here the gap between application and basic research is small, in contrast, for
example, with catalysis or corrosion and surface-protection research.

The book is based on lectures given at the Rheinisch-Westfälische Technische
Hochschule (RWTH) Aachen and on student seminars organized with my col-
leagues Pieter Balk, Hans Bonzel, Harald Ibach, Jürgen Kirchner, Claus-Dieter Kohl
and Bruno Lengeler. I am grateful to these colleagues and to a number of students
participating in these seminars for their contributions and for the nice atmosphere
during these courses. Other valuable suggestions were made by some of my former
doctoral students, in particular by Arno Förster, Monika Mattern-Klosson, Richard
Matz, Bernd Schäfer, Thomas Schäpers, Andreas Spitzer and Andreas Tulke. For
her critical reading of the manuscript, as well as for many valuable contributions, I
want to thank Angela Rizzi.

The English text was significantly improved by Angela Lahee from Springer
Verlag. For this help, and also for some scientific hints, I would like to thank her.
For the pleasant collaboration during the final production of the book I thank Ilona
Kaiser. The book would not have been finished without the permanent support of
Helmut Lotsch; many thanks to him as well.

Last, but not least, I want to thank my family who missed me frequently, but
nevertheless supported me patiently and continuously during the time in which I
wrote the book.

Aachen and Jülich Hans Lüth
October 1992
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Chapter 1
Surface and Interface Physics: Its Definition
and Importance

A solid interface is defined as a small number of atomic layers that separate two
solids in intimate contact with one another, where the properties differ significantly
from those of the bulk material it separates. A metal film deposited on a semicon-
ductor crystal, for example, is thus separated by the semiconductor–metal interface
from the bulk of the semiconductor.

The surface of a solid is a particularly simple type of interface, at which the solid
is in contact with the surrounding world, i.e., the atmosphere or, in the ideal case, the
vacuum. The development of modern interface and thin film physics is thus basically
determined by the theoretical concepts and the experimental tools being developed
in the field of surface physics, i.e., the physics of the simple solid–vacuum interface.
Surface physics itself has mean-while become an important branch of microscopic
solid-state physics, even though its historical roots lie both in classical bulk solid-
state physics and physical chemistry, in particular the study of surface reactions and
heterogeneous catalysis.

Solid-state physics is conceptually an atomic physics of the condensed state of
matter. According to the strength of chemical bonding, the relevant energy scale is
that between zero and a couple of electron volts. The main goal consists of deriving
an atomistic description of the macroscopic properties of a solid, such as elasticity,
specific heat, electrical conductance, optical response or magnetism. The charac-
teristic difference from atomic physics stems from the necessity to describe a vast
number of atoms, an assembly of about 1023 atoms being contained in 1 cm3 of
condensed matter; or the 108 atoms that lie along a line of 1 cm in a solid. In order
to make such a large number of atoms accessible to a theoretical description, new
concepts had to be developed in bulk solid-state physics. The translational symmetry
of an ideal crystalline solid leads to the existence of phonon dispersion branches or
the electronic band structure and the effective mass of an electron. Because of the
large number of atoms involved, and because of the difference between the macro-
scopic and the atomic length scale, most theoretical models in classic solid-state
theory are based on the assumption of an infinitely extended solid. Thus, in these
models, the properties of the relatively small number of atoms forming the surface
of the macroscopic solid are neglected. This simplifies the mathematical descrip-
tion considerably. The infinite translational symmetry of the idealized crystalline
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solid allows the application of a number of symmetry operations, which makes a
handy mathematical treatment possible. This description of the solid in terms of an
infinitely extended object, which neglects the properties of the few different atomic
layers at the surface, is a good approximation for deriving macroscopic properties
that depend on the total number of atoms contained in this solid. Furthermore,
this description holds for all kinds of spectroscopic experiments, where the probes
(X-rays, neutrons, fast electrons, etc.) penetrate deep into the solid material and
where the effect of the relatively few surface atoms (≈ 1015 cm−2) can be neglected.

The approach of classical solid-state physics in terms of an infinitely extended
solid becomes highly questionable and incorrect, however, when probes are used
which “strongly” interact with solid matter and thus penetrate only a couple of
Ångstroms into the solid, such as low-energy electrons, atomic and molecular
beams, etc. Here the properties of surface atoms, being different from those of
bulk atoms, become important. The same is true for spectroscopies where the par-
ticles detected outside the surface originate from excitation processes close to the
surface. In photoemission experiments, for example, electrons from occupied elec-
tronic states in the solid are excited by X-rays or UV light; they escape into the
vacuum through the surface and are analysed and detected by an electron spec-
trometer. Due to the very limited penetration depth of these photoelectrons (5–80 Å
depending on their energy) the effect of the topmost atomic layers below the surface
cannot be neglected. The photoelectron spectra carry information specific to these
topmost atomic layers. Characteristic properties of the surface enter the theoretical
description of a photoemission experiment (Panel XI: Chap. 6). Even when bulk
electronic states are studied, the analysis of the data is done within the framework of
models developed in surface physics. Furthermore, in order to get information about
intrinsic properties of the particular solid, the experiment has to be performed under
Ultra-High Vacuum (UHV) conditions on a freshly prepared clean sample surface.
Because of the surface sensitivity, the slightest contamination on the surface would
modify the results.

The concepts of surface and interface physics are important in solid-state physics
not only in connection with special experimental tools, but also for certain physi-
cal systems. A thin solid film deposited on a substrate is bounded by a solid–solid
interface and by its surface (film–vacuum interface). The properties of such a thin
film are thus basically determined by the properties of its two interfaces. Thin-film
physics cannot be reduced to the concepts of bulk solid-state physics, but instead
the models of interface physics have to be applied. Similarly, the physics of small
atomic clusters, which often possess more surface than “bulk” atoms, must take into
account the results from surface physics.

Surface and interface physics, as a well-defined sub-discipline of general
condensed-matter physics, is thus interrelated in a complex way with a number
of other research fields (Fig. 1.1). This is particularly true if one considers the
input from other domains of physics and chemistry and the output into impor-
tant fields of application such as semiconductor electronics and the development
of new experimental equipment and methods. The scheme in Fig. 1.1 emphasises
the way in which surface and interface physics is embedded in the general field of
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Fig. 1.1 Interrelation of
surface and interface physics
as a subdiscipline of
condensed-matter physics
with other research fields

condensed-matter physics, as well as the strong impact of the models of bulk solid-
state physics (phonon dispersion, electronic bands, transport mechanisms, etc.) on
the concepts of interface physics.

On the other hand, within general solid-state physics, interface physics provides a
deeper understanding of the particular problems related to the real surfaces of a solid
and to thin films, dealing with both their physical properties and their growth mech-
anisms. The physics of small atomic clusters also benefits from surface physics,
as does the wide field of electro-chemistry, where the reaction of solid surfaces
with an ambient electrolyte is the central topic. Furthermore, the new branch of
nanotechnology, i.e. engineering on a nanometer scale (Panel VI: Chap. 3), which
has emerged as a consequence of the application of scanning tunneling microscopy
and related techniques, uses concepts that have largely been developed in surface
sciences.

Modern surface and interface physics would not have been possible without the
use of results from research fields other than bulk solid-state physics. From the
experimental viewpoint, the preparation of well-defined, clean surfaces, on which
surface studies are usually performed, became possible only after the development
of UHV techniques. Vacuum physics and technology had a strong impact on surface
and thin film physics. Surface sensitive spectroscopies use particles (low-energy
electrons, atoms, molecules, etc.) because of their “strong” interaction with matter,
and thus the development of particle beam optics, spectrometers and detectors is
intimately related to the advent of modern surface physics. Since adsorption pro-
cesses on solid surfaces are a central topic in surface physics, not only the properties
of the solid substrate but also the physics of the adsorbing molecule is an ingredient
in the understanding of the complex adsorption process. The physics and chemistry



4 1 Surface and Interface Physics: Its Definition and Importance

of molecules also plays an essential role in many questions in surface physics. Last,
but not least, modern surface and interface physics would never have reached the
present level of theoretical understanding without the possibility of large and com-
plex computer calculations. Many calculations are much more extensive and tedious
than in classical bulk solid-state physics since, even for a crystalline solid, a surface
or interface breaks the translational symmetry and thus considerably increases the
number of equations to be treated (loss of symmetry).

From the viewpoint of applications, surface and interface physics can be con-
sidered as the basic science for a number of engineering branches and advanced
technologies. A better understanding of corrosion processes, and thus also the
development of surface protection methods, can only be expected on the basis of
surface studies. Modern semiconductor device technology would be quite unthink-
able without research on semiconductor surfaces and interfaces. With an increasing
trend towards greater miniaturization (large-scale integration) surfaces and inter-
faces become an increasingly important factor in the functioning of a device. Fur-
thermore, the preparation techniques for complex multilayer devices and nanostruc-
tures – Molecular Beam Epitaxy (MBE), metal organic MBE (Chap. 2) – are largely
derived from surface-science techniques. In this field, surface science research has
led to the development of new technologies for semiconductor-layer preparation and
nanostructure research.

An interdependence between surface physics and applied catalysis research can
also be observed. Surface science has contributed much to a deeper atomistic
understanding of important adsorption and reaction mechanisms of molecules on
catalytically active surfaces, even though practical heterogeneous catalysis occurs
under temperature and pressure conditions totally different from those on a clean
solid surface in a UHV vessel. On the other hand, the large amount of knowl-
edge derived from classical catalysis studies under less well-defined conditions has
also influenced surface science research on well-defined model systems. A simi-
lar interdependence exists between surface physics and the general field of applied
microanalysis. The demand for extremely surface-sensitive probes in surface and
interface physics has had an enormous impact on the development and improvement
of new particle spectroscopies. Auger Electron Spectroscopy (AES), Secondary
Ion Mass Spectroscopy (SIMS) and High-Resolution Electron Energy Loss Spec-
troscopy (HREELS) are good examples. These techniques were developed within
the field of surface and interface physics [1.1]. Meanwhile they have become stan-
dard techniques in many other fields of practical research, where microanalysis is
required.

Surface and interface physics thus has an enormous impact on other fields of
research and technology. Together with the wide variety of experimental techniques
being used in this field, and with the input from various other branches of chemistry
and physics, it is a truly interdisciplinary field of physical research.

Characteristic for this branch of physics is the intimate relation between exper-
imental and theoretical research, and the application of a wide variety of differ-
ing experimental techniques having their origin sometimes in completely different
fields. Correspondingly, this text follows a concept, where the general theoretical
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framework of surface and interface physics, as it appears at present, is treated in
parallel with the major experimental methods described in so-called panels. In spite
of the diversity of the experimental methods and approaches applied so far in this
field, there is one basic technique which seems to be common to all modern surface,
interface and thin film experiments: UHV equipment is required to establish clean
conditions for the preparation of a well-defined solid surface or the performance of
in situ studies on a freshly prepared interface. If one enters a laboratory for surface
or interface studies, large UHV vessels with corresponding pumping stations are
always to be found. Similarly, the importance of particle-beam optics and analyti-
cal tools, in particular for low-energy electrons, derives from the necessity to have
surface sensitive probes available to establish the crystallographic perfection and
cleanliness of a freshly prepared surface.
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Panel I
Ultrahigh Vacuum (UHV) Technology

From the experimental point of view, the development of modern surface and
interface physics is intimately related to the advent of UltraHigh Vacuum (UHV)
techniques. The preparation of well-defined surfaces with negligible contamination
requires ambient pressures lower than 10−10 Torr (= 10−10 mbar or approximately
10−8 Pa) (Sect. 2.1). Typical modern UHV equipment consists of a stainless-steel
vessel, the UHV chamber, in which the surface studies or processes (epitaxy, sputter-
ing, evaporation, etc.) are performed, the pumping station including several differ-
ent pumps, and pressure gauges covering different pressure ranges. In many cases
a mass spectrometer (usually a Quadrupole Mass Spectrometer, QMS, Panel IV:
Chap. 2) is also attached to the main vessel in order to monitor the residual gas.
Figure I.1 shows a schematic view over the whole set-up. A combination of differ-
ent pumps is necessary in order to obtain background pressures in the main UHV
chamber on the order of 10−10 Torr, since each pump can only operate over a limited
pressure range. The UHV range (lower than 10−9 Torr) is covered by diffusion and
turbomolecular pumps, and also by ion and cryopumps (Fig. I.2). Starting pressures
for diffusion, ion, and cryopumps are in the 10−2–10−4 Torr range, i.e. rotary or
sorption pumps are needed to establish such a pressure in the main vessel (e.g., using
a bypass line as in Fig. I.1). A turbomolecular pump can be started at atmospheric
pressure in the UHV chamber and can operate down into the UHV regime, but a
rotary pump is then needed as a backing pump (Fig. I.1). Valves are used to separate
the different pumps from one another and from the UHV chamber, since a pump
that has reached its operating pressure, e.g. 10−3 Torr for a rotary pump, acts as a
leak for other pumps operating down to lower pressures.

An important step in achieving UHV conditions in the main vessel is the bake-
out process. When the inner walls of the UHV chamber are exposed to air, they
become covered with a water film (H2O sticks well due to its high dipole moment).
On pumping down the chamber, these H2O molecules would slowly desorb and,
despite the high pumping power, 10−8 Torr would be the lowest pressure obtainable.
In order to get rid of this water film the whole equipment has to be baked in vacuum
for about 10 h at a temperature of 150–180◦C. When a pressure of about 10−7 Torr
is reached in the chamber the bake-out oven (dashed line in Fig. I.1) is switched on.
After switching off the bake-out equipment, again at ≈ 10−7 Torr the pressure falls
down into the UHV regime.
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Fig. I.1 Schematic view of
an Ultrahigh High Vacuum
(UHV) system: stainless steel
UHV vessel pumped by
different pumps; the rotary
backing pump can be
connected to the main
chamber in order to establish
an initial vacuum before
starting the ion pumps.
Quadrupole mass
spectrometer (QMS) and ion
gauge are used for
monitoring the residual gas.
All parts enclosed by the
dashed line (bake-out oven)
must be baked in order to
achieve UHV conditions

Fig. I.2 Pressure ranges in
which different types of
pumps can be employed

After this rough overview of the whole system, the main parts of the equipment
will now be described in somewhat more detail. The different parts of a UHV system
are joined together by standard flange systems. Apart from minor modifications
the so-called conflat flange (in different standard sizes: miniconflat, 2 2/3′′, 4′′, 6′′,
8′′, etc.) is used by all UHV suppliers (Fig. I.3). Sealing is achieved by a copper
gasket which, to avoid leaks, should only be used once. This conflat-flange system
is necessary for all bakeable parts of the equipment. Backing pumps, bypass lines,
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Fig. I.3 Cross section
through a stainless steel
Conflat flange which is used
in UHV equipment for
sealing

and other components not under UHV, are usually connected by rubber or viton
fittings.

In order to establish an initial vacuum (10−2–10−3 Torr) prior to starting a UHV
pump, sorption pumps or rotary pumps are used. This procedure is known as rough-
ing out the system and such pumps often go by the corresponding name of roughing
pumps.

A sorption pump contains pulverized material (e.g., zeolite) with a large active
surface area, the so-called molecular sieve, which acts as an adsorbant for the gas to
be pumped. The maximum sorption activity, i.e. the full pumping speed, is reached
at low temperature. The sorption pump is thus activated by cooling its walls with
liquid nitrogen. From time to time regeneration of the sorbant material is necessary
by means of heating under vacuum. Since the sorption process will saturate sooner
or later, the sorption pump cannot be used continuously.

In combination with turbomolecular pumps, one thus uses rotary pumps to obtain
the necessary backing pressure (Fig. I.4). The rotary pump functions on the basis of
changing gas volumes produced by the rotation of an eccentric rotor, which has two
blades in a diametrical slot. During the gas inlet phase, the open volume near the
inlet expands, until, after further rotation, this volume is separated from the inlet.
Then, during the compression phase, the gas is compressed and forced through the

Fig. I.4 Schematic cross
section through a rotary
roughing pump. During the
gas inlet phase the inlet
volume expands. Further
rotation of the eccentric rotor
causes compression of this
volume until the outlet phase
is reached
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exhaust valve (oil tightened). In order to avoid the condensation of vapor contained
in the pumped air, most pumps are supplied with a gas load valve, through which a
certain amount of air, the gas load is added to the compressed gas. Sealing between
rotary blades and inner pump walls is performed by an oil film.

The pumps that are regularly used in the UHV regime are the turbo-molecular
pump, the diffusion pump, the ion pump and the cryopump.

The principle of the turbomolecular pump (or turbopump) rests on the action of
a high-speed rotor (15 000–30 000 rpm) which “shuffles” gas molecules from the
UHV side to the backing side, where they are pumped away by a rotary pump
(Fig. I.5). The rotor, which turns through, and is interleaved with, the so-called
stator, has “shuffling” blades, which are inclined with respect to the rotation axis
(as are the inversely inclined stator blades). This means that the probability of a
molecule penetrating the rotor from the backing side to the UHV side is much lower
than that of a molecule moving in the reverse direction. This becomes clear if one
considers the possible paths of molecules moving through the assembly of rotor
blades (Fig. I.5b). A molecule hitting the rotor blade at point A (least favorable
case) can, in principle, pass from the UHV side to the backing side, if it impinges
at an angle of at most β1 and leaves within δ1. For a molecule to pass through the
rotor in the opposite direction, it must impinge within an angular range β2 and leave
within δ2 in the least favorable case in which it arrives at point B. The probabilities
of these two paths can be estimated from the ratios of angles δ1/β1 and δ2/β2.
Since δ2/β2 is considerably smaller than δ1/β1, the path from the UHV side out-
wards is favored and pumping action occurs. This purely geometric pumping effect

Fig. I.5 Schematic
representation of a
turbomolecular pump (a)
general arrangement of rotor
and stator. Rotor and stator
blades (not shown in detail)
are inclined with respect to
one another. (b) Qualitative
view of the arrangement of
the rotor blades with respect
to the axis of rotation. The
possible paths of molecules
from the UHV side to the
backing side and vice versa
are geometrically determined
by the angles β1, δ1, and β2,
δ2, respectively
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Fig. I.6 Compression ratio of
a turbomolecular pump as a
function of molecular weight
M of the molecules pumped
(left) and of the rotor velocity
(right). (After Leybold
Heraeus GmbH)

is strongly enhanced by the high blade velocity. Because of the blade inclination,
molecules hitting the blade gain a high velocity component away from the UHV
region. Compression is further enhanced by the presence of the stator blades with
their reverse inclination. A molecule moving in the “right” direction always finds its
way open into the backing line.

Since the pumping action of a turbomolecular pump relies on impact processes
between the pumped molecules and the rotor blades, the compression ratio between
backing and UHV sides depends on the molecular mass of the gases and on the
rotor velocity (Fig. I.6). A disadvantage of turbomolecular pumps is thus their low
pumping speed for light gases, in particular for H2 (Fig. I.6, left). An important
advantage is the purely mechanical interaction of the gas molecules with the pump;
no undesirable chemical reactions occur. Turbopumps are employed mainly when
relatively large quantities of gas have to be pumped out, e.g., during evaporation or
epitaxy (MOMBE).

Ion-getter pumps, which have no rotating parts, are very convenient as standby
pumps for maintaining UHV conditions for an extended period (Fig. I.7). Modern
ion-getter pumps are designed as multicell pumps (Fig. I.7a), in which the pump-
ing speed is enhanced by simple repetition of the action of a single pump element
(Fig. I.7b). Within each element an electrical discharge is produced between the
anode and the cathode at a potential of several thousand volts and in a magnetic
field of a few thousand Gauss (produced by permanent magnets outside the pump).
Since the magnetic field causes the electrons to follow a helical path, the length of
their path is greatly increased. A high efficiency of ion formation down to pressures
of 10−12 Torr and less is assured by this long path length. The ions so-formed are
accelerated to the Ti cathode, where they are either captured or chemisorbed. Due
to their high energies they penetrate into the cathode material and sputter Ti atoms,
which settle on the surfaces of the anode where they also trap gas atoms. To enhance
the pumping speeds, auxiliary cathodes are used (triode pump, Fig. I.7b). One prob-
lem with ion pumps is caused by Ar, which is usually the determining factor for
the pumping speed (the atmosphere contains 1% Ar). This problem can be tackled
to some extent by using auxiliary cathodes. Sputter ion pumps are available with
a wide range of pumping speeds, between 1 �/s and 5000 �/s. The pressure range
covered is 10−4 to less than 10−12 Torr; thus a backing pump is needed to start
an ion-getter pump. Ion-getter pumps should not be used in studies of adsorption
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consists essentially of a tube-like anode. The cells are sandwiched between two common cathode
plates of Ti, possibly together with auxiliary cathodes of Ti. (b) Detailed representation of the pro-
cesses occurring within a single cell. Residual gas molecules are hit by electrons spiralling around
the magnetic field B and are ionized. The ions are accelerated to the cathode and/or auxiliary
cathode; they are trapped on the active cathode surface or they sputter Ti atoms from the auxiliary
cathode, which in turn help to trap further residual gas ions

processes and surface chemistry with larger molecules, since cracking of the back-
ground gas molecules might occur, thereby inducing additional unwanted reactions.

In those cases, vapor pumps are a convenient alternative. The general term vapor
pump includes both ejector pumps and diffusion pumps. In both types of pump,
a vapor stream is produced by a heater at the base of the pump (Fig. I.8b). The
vapor, oil or mercury, travels up a column (or a combination of several columns)
and reaches an umbrella-like deflector placed at the top. There the vapor molecules
collide with the gas molecules entering through the intake part. When the mean-free
path of the gas molecules is greater than the throat width, the interaction between gas
and vapor is based on diffusion, which is responsible for dragging the gas molecules
towards the backing region. Thus diffusion induces the pressure gradient between
the UHV and backing sides. When the mean free path of the gas molecules at
the intake is less than the clearance, the pump acts as an ejector pump. The gas
is entrained by viscous drag and turbulent mixing, and is carried down the pump
chamber and through an orifice near the backing side. In some modern types of
vapor pumps, combinations of the diffusion and ejector principles are used; these
pumps are called vapor booster pumps. Diffusion pumps suffer from two drawbacks
that limit their final pressure. Back-streaming and back-migration of molecules of
the working fluid give rise to particle migration in the wrong direction. The vapor
pressure of the working fluid is thus important for the finally obtainable pressure.
The same is true for molecules of the pumped gas which can also back-diffuse
to the high vacuum side. Both effects can be reduced by using baffles and cold
traps, which obviously lower the net pumping speed but are necessary to reach
UHV conditions. The baffles contain liquid-nitrogen cooled blades, on which the
back-streaming species condense (Fig. I.8a). The consistency of the working fluid
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Fig. I.8 Simplified
representation of a vapor
(diffusion) pump (b) together
with a baffle or cold trap (a)
on the high vacuum side.
Baffle (a) and pump (b) are
arranged one on top of the
other in a pumping station

is thus very important for the performance of vapor pumps. Mercury, which was
in exclusive use in former times, has now been largely displaced by high-quality
ultrahigh vacuum oils, which enable pressures in the 10−10 Torr range to be reached
when cooling traps are used.

Because of their extremely high pumping speeds cryopumps are gaining popular-
ity for large UHV systems. Cryogenic pumping is based on the fact that if a surface
within a vacuum system is cooled, vapor (gas molecules) tends to condense upon it,
thus reducing the ambient pressure. A typical cryopump is sketched in Fig. I.9. The
main part is a metallic helix which serves as the condenser surface. It is mounted in
a chamber that is directly flanged to the UHV vessel to be evacuated. The coolant,
usually liquid helium, is supplied from a dewar to the helix through a vacuum-
insulated feed tube. It is made to flow through the coil by means of a gas pump at
the outlet end of the helix. The coolant boils as it passes through the coil, hence
cooling the tube. A throttle valve in the gas exhaust line controls the flux and thus
the cooling rate. A temperature sensor fixed to the coil automatically controls the
valve setting. Closed-loop systems are also in use; here, the pump coil is directly
connected to a helium liquifier and a compressor. The helium gas from the exhaust
is fed back into the liquifier.

Fig. I.9 Schematic diagram
of a cryopump. (After
Leybold Heraeus GmbH)
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Fig. I.10 Saturation vapor
pressures of various coolant
materials as a function of
temperature

A second type of cryopump is the so-called bath pump, whose coolant is con-
tained in a tank which must be refilled from time to time. The ultimate pressure
pmin of such a cryopump for a given gas is determined by the vapor pressure Pv
at the temperature Tv of the condenser surface. According to Fig. I.10 most gases,
except He and H2, are effectively pumped using liquid He as a coolant (4.2 K) such
that pressures below 10−10 Torr are easily obtained. Extremely high pumping speeds
of between 104 and 106 �/s are achieved. Cryopumps cannot be used at pressures
above 10−4 Torr, partly because of the large quantities of coolant that would be
required, and partly because thick layers of deposited solid coolant would seriously
reduce the pump efficiency.

The most important aspect of UHV technology is of course the generation of
UHV conditions. However, a further vital requirement is the ability to measure
and constantly monitor the pressure. In common with pumps, pressure gauges can
also operate only over limited pressure ranges. The entire regime from atmospheric
pressure down to 10−10 Torr is actually covered by two main types of manometer.
In the higher-pressure regime, above 10−4 Torr, diaphragm gauges are used. The
pressure is measured as a volume change with respect to a fixed gas volume by
the deflection of a (metal) diaphragm or bellow. The reading is amplified optically
or electrically, e.g. by a capacitance measurement (capacitance gauge). A further
type of gauge that can operate in the high-pressure range is the molecular viscosity
gauge. Since the viscosity of a gas is a direct function of its pressure, the measure-
ment of the decay of a macroscopic motion induced by molecular drag can be used
to determine the pressure. Even pressures as low as 10−10 Torr can be measured
by spinning-ball manometers. In this equipment a magnetically suspended metal
ball rotates at high speed and its deceleration due to gas friction is measured, also
magnetically.

Very commonly used in vacuum systems are thermal conductivity (heat loss)
gauges, which can be used from about 10−3 up to about 100 Torr. These manome-
ters rely on the pressure dependence of the thermal conductivity of a gas as the
basis for the pressure measurement. The essential construction consists of a filament
(Pt or W) in a metal or glass tube attached to the vacuum system. The filament is
heated directly by an electric current. The temperature of the filament then depends
on the rate of supply of electrical energy, the heat loss due to conduction through
the surrounding gas, the heat loss due to radiation and the heat loss by conduction
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through the support leads. The losses due to radiation via the support leads can
be minimized by suitable construction. If the rate of supply of electrical energy
is constant, then the temperature of the wire and thus also its resistance depend
primarily on the loss of energy due to the thermal conductivity of the gas. In the
so-called Pirani gauge, the temperature variations of the filament with pressure are
measured in terms of the change in its resistance. This resistance measurement is
usually performed with a Wheatstone bridge, in which one leg of the bridge is the
filament of the gauge tube. The measured resistance versus pressure dependence is,
of course, nonlinear. Calibration against other absolute manometers is necessary.

The most important device for measuring pressures lower than 10−4 Torr, i.e.,
including the UHV range (< 10−10 Torr), is the ionization gauge. Residual gas
atoms exposed to an electron beam of sufficient kinetic energy (12.6 eV for H2O
and O2; 15–15.6 eV for N2, H2, Ar; 24.6 eV for He) are subject to ionization. The
ionization rate and thus the ion current produced are a direct function of the gas
pressure. Hot-cathode ionization gauges as in Fig. I.11 consist essentially of an
electrically heated cathode filament (+40 V), an anode grid (+200 V) and an ion
collector. The thermally emitted electrons are accelerated by the anode potential
and ionize gas atoms or molecules on their path to the anode. The electron current
I− is measured at the anode, whereas the ion current, which is directly related to the
ambient pressure, is recorded as the collector current I+. In operation as a pressure
gauge the electron emission current I− is usually kept fixed, such that only I+ needs
to be recorded in order to determine the pressure. Since the ionization cross section
is specific to a particular gas, a calibration against absolute standards is necessary
and correction factors for each type of residual gas molecule have to be taken into
account. Commercially available instruments are usually equipped with a pressure
scale appropriate for N2. Modern, so-called Bayard-Alpert gauges are constructed
as in Fig. I.11b, with several filaments (as spares), a cylindrical grid structure and a

Fig. I.11 a,b Ionization
gauge for pressure
monitoring between 10−4 and
10−10 Torr. (a) Electric circuit
for measuring the electron
emission current I− and the
ion (collector) current I+.
(b) Typical construction of a
modern Bayard-Alpert type
ionization gauge. Cathode
filament, anode grid and ion
collector are contained in a
glass (pyrex) tube which is
attached to the UHV
chamber. The electrode
arrangement can also be put
directly into the UHV
chamber
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fine wire as ion collector in the center of the tube. Only this particular construction
with a very thin ion collector enables pressure measurements below 10−8 Torr (UHV
range). Spatially more extended ion collectors give rise to considerable production
of soft X-rays by the electrons. These X-rays possess sufficient energy to cause
photoemission of electrons from the anode. Electrically, the emission of an electron
by the anode is equivalent to the capture of a positive ion, leading to a net excess
current and thus to a lower limit for the detectable ion currents.

Having described the general set-up and the major components of a UHV system,
some basic relations will be given, which can be used to calculate the performance
and parameters of vacuum systems.

When a constant pressure p has been established in a UHV vessel, the num-
ber of molecules desorbing from the walls of the vessel must exactly balance the
amount of gas being pumped away by the pumps. This is expressed by the so-called
pumping equation, which relates the pressure change dp/dt to the desorption rate
v and the pumping speed S̃ [�/s]. Since, for an ideal gas, volume and pressure are
related by

pV = NkT, (I.1)

the requirement of particle conservation yields

vAv = Vv

kT

(
dp

dt
+ S̃ p

Vv

)
, (I.2)

where Av and Vv are the inner surface area and the volume of the vacuum chamber,
respectively. Stationary conditions are characterized in (I.2) by dp/dt = 0, whereas
the pump-down behavior is found by solving (I.2) for dp/dt . Pumping speeds in
vacuum systems are always limited by the finite conductance of the tubes through
which the gas is pumped. The conductance C is defined as in Ohm’s law for elec-
tricity by

Imol = C�p/RT, (I.3)

where Imol is the molecular current, �p the pressure difference along the tube and
R the universal gas constant; C has the units �/s as has the pumping speed S̃. In
analogy with the electrical case (Kirchhoff’s laws), two pipes in parallel have a
conductance

Cp = C1 + C2, (I.4)

whereas two pipes in series must be described by a series conductance Cs satisfying

1/Cs = 1/C1 + 1/C2. (I.5)
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Given that a certain pump is connected to a tube with a conductance Cp, the effective
pumping speed S̃eff of the pump is

1/S̃eff = 1/S̃p + 1/Cp (I.6)

where S̃p is the pumping speed of the isolated pump without tube connection. The
conductance of a pipe depends on the flow conditions, i.e. on the ratio between
geometrical dimensions and mean free path of the molecules. For viscous flow
(pd > 10 mbar · mm) the conductance of a tube of circular cross section with
diameter d and length L is obtained as

C[�/s] = 137
d4[cm4]
L[cm] p[mbar]. (I.7)

In the low-pressure regime of molecular flow (pd < 0.1 mbar ·mm) one has

C[�/s] = 12
d3[cm3]
L[cm] . (I.8)

Further Reading

Diels, K., Jaeckel, R.: Leybold Vacuum Handbook (Pergamon, London 1966)
Leybold brochure: Vacuum Technology – its Foundations, Formulae and Tables, 9th edn., Cat.

no. 19990 (1987)
O’Hanlon, J.F.: A Users’ Guide to Vacuum Technology (Wiley, New York 1989)
Roth, J.P.: Vacuum Technology (North-Holland, Amsterdam 1982)
Wutz, M., Adam, H., Walcher, W.: Theorie and Praxis der Vakuumtechnik, 4. Aufl. (Vieweg,

Braunschweig 1988)
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Panel II
Basics of Particle Optics and Spectroscopy

Electrons and other charged particles such as ions are the most frequently used
probes in surface scattering experiments (Chap. 4). The underlying reason is that
these particles, in contrast to photons, do not penetrate deep into the solid. After
scattering, they thus carry information about the top-most atomic layers of a solid.
On the other hand, the fact that they are charged allows the construction of imag-
ing and energy-dispersive equipment, e.g. monochromators for electrons, as used
for photons in conventional optics. The basic law for the refraction (deflection)
of an electron beam in an electric potential is analogous to Snell’s law in optics.
According to Fig. II.1, an electron beam incident at an angle a on a plate capacitor
(consisting of two metallic grids) with applied voltage U is deflected. Due to the
electric field E (normal to the capacitor plates) only the normal component of the
velocity is changed from v1 (⊥) to v2 (⊥) the parallel component is unchanged, i.e.

sinα = v(‖)
v1

, sinβ = v(‖)
v2

, (II.1a)

sinα

sinβ
= v2

v1
= n2

n1
. (II.1b)

This refraction law is analogous to the optical law if one identifies the velocity ratio
with the ratio of refractive indices n2/n1. Assuming that the incident beam with
velocity v1 is produced by an accelerating voltage U0, and that energy is conserved
within the capacitor, i.e.,

m

2
v2

2 =
m

2
v2

1 + eU, (II.2)

one obtains the law of refraction

sinα

sinβ
= v2

v1
= n2

n1
= √1+U/U0. (II.3)

Inversion of the bias U0 deflects the electron beam away from the normal. Describ-
ing the capacitor grids as equipotential surfaces for the field E , the general descrip-
tion is that the electron beam is refracted towards or away from the normal to the
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Fig. II.1 Classical electron
trajectory through a
parallel-plate capacitor. The
electric field between the two
transparent electrodes
(dashed lines) changes the
electron velocity component
v1 (⊥) into v2 (⊥) but leaves
the component v(‖)
unchanged

equipotential lines depending on the gradient of the potential. In principle, (II.3)
is also sufficient to construct, step by step, the trajectory of electrons moving in
an inhomogenous electric field E(r). That is, of course, only true in the limit of
classical particle motion, where interference effects due to the wave nature of the
particle can be neglected (Sect. 4.9).

A simple but instructive model for an electron lens might thus appear as in
Fig. II.2, in complete analogy to an optical lens. The metallic grid itself is not
important, but rather the curvature of the non-material equipotential surfaces. Elec-
tron lenses can therefore be constructed in a simpler fashion, using metallic aper-
tures which are themselves sufficient to cause curvature of the equipotential lines
in their vicinity. The examples in Fig. II.3a,b act as focussing and defocussing
lenses because of their characteristic potential contours. The single lens in Fig. II.3c
consists of three apertures arranged symmetrically in a region of constant ambient
potential U0. Although the field distribution in this lens is completely symmetric
about the central plane with a saddle point of the potential in the center, the lens

Fig. II.2 Simple model
(optical analog) of an
electron lens formed by two
bent metallic grids which are
biased by an applied voltage
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Fig. II.3 a–c Three examples of electron lenses formed by metallic apertures: (a) focussing
arrangement, (b) defocussing arrangement, and (c) symmetrical single lens with focussing
property. In each case characteristic equipotential lines are shown

is always either focussing or, for extreme negative potentials at the center aperture,
acts as an electron mirror. When the potential of the middle electrode is lower than
that of the two outer electrodes, the speed of the electron decreases as it approaches
the saddle point of the potential. The electron remains longer in this spatial range
and the central region of the potential distribution has a more significant effect on
the movement than do the outer parts. The central part of the potential, however, has
a focussing effect, as one can see qualitatively by comparison with Fig. II.3a,b.

On the other hand, when the inner electrode is positive with respect to the outer
electrodes, the electron velocity is lower in the outer regions of the lens, the dec-
lination to the central axis is dominant, and thus, in this case too, the lens has a
focussing action.

For calculating the focal length f of an electrostatic lens we use the optical
analog (Fig. II.4). A simple focussing lens with two different radii of curvature
embedded in a homogeneous medium of refraction index n0 has an inverse focal
length of

1

f
= n − n0

n0

(
1

|r1| +
1

|r2|
)
= �n

n0

(
1

r1
− 1

r2

)
. (II.4)

Fig. II.4 Comparison of the action of an electron lens formed by several different curved equipo-
tential surfaces (c) with the optical analog, a single optical lens (refractive index n embedded in a
medium with refractive index n0) (a), and a multilayer lens consisting of differently curved layers
with different refractive indices n1 to n5 embedded in two semi-infinite half spaces with refractive
indices n0 and n6 (b)
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The formula for a layered lens system, as shown in Fig. II.4b, is obtained by simple
generalization as

1

f
= 1

n0

5∑
v=1

�nv
rv

, v = 1, 2, 3, 4, 5. (II.5)

The formulae are, of course, only correct for trajectories close to the axis. The focal
length for an electron lens with equipotential lens as in Fig. II.4c is obtained by
analogy as

1

f
= 1

n2

∫ n2

n1

dn

r(x)
= 1

n2

∫ x2

x1

1

r(x)

dn

dx
dx, (II.6)

where r(x) and n(x) are the radius of curvature and the “electron refractive index”
according to (II.3) at a point x on the central axis. The field distribution extends
from x1 to x2 on the axis. The refractive index for electrons (II.3) depends on the
square root of the potential U (x) on the axis and the electron velocity v(x) as

n(x) = v(x)

v1
= const

[U (x)]1/2
v1

. (II.7)

For electron trajectories close to the axis one therefore obtains an inverse focal
length of

1

f
= v1

const (U2)1/2

∫ x2

x1

1

r(x)

1
2 const U ′(x)/v1

[U (x)]1/2 dx

= 1

2(U2)1/2

∫ x2

x1

1

r(x)

U ′(x)
[U (x)]1/2 dx . (II.8)

Apart from boundary conditions (boundary potentials U2, U1) the focal length f
results as a line integral over an expression containing [U (x)]1/2 and U ′(x), the first
derivative of the potential.

Since the charge/mass ratio e/m does not enter the focussing conditions, not only
electrons but also positive particles such as protons, He+ ions, etc. are focussed at
the same point with the same applied potentials, provided they enter the system with
the same geometry and the same primary kinetic energy.

This is not the case for magnetic lenses, which are used mainly to focus high
energy particles. For electrons, the focussing effect of a magnetic field is easily seen
for the example of a long solenoid with a nearly homogeneous magnetic field in the
interior (Fig. II.5).

An electron entering such a solenoid (with velocity v) at an angle ϕ with respect
to the B field, is forced into a helical trajectory around the field lines. This motion
is described by a superposition of two velocity components v‖ = v cosϕ and
v⊥ = v sinϕ, parallel and normal to the B field. Parallel to B there is an unac-
celerated motion with constant velocity v‖; normal to B the particle moves on a
circle with angular frequency
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ω = 2π

τ
= e

m
B, (II.9)

i.e., the time τ = 2πm/eB after which the electron recrosses the same field line is
not dependent on the inclination angle ϕ. All particles entering the solenoid at point
A at different angles reach the point C after the same time T . Particles originating
from A are thus focussed at C. The distance AC is given by the parallel velocity v‖
and the time τ as

AC = v‖τ = 2πmv cosϕ

eB
. (II.10)

For a magnetic lens the focussing condition is thus dependent on e/m, i.e. on
the charge and mass of the particles. Furthermore the image is tilted in rela-
tion to the object due to the helical motion of the imaging particles. Practical
forms of the magnetic lens are sometimes constructed by means of short iron-
shielded solenoids with compact, concentrated field distributions in the interior
(Fig. II.5b).

Also important in surface physics, in addition to the construction of imaging
electron optics in electron microscopes, scanning probes, etc. (Panel V: Chap. 3),
is the availability of dispersive instruments for energy analysis of particle beams.
The main principles of an electrostatic electron energy analyzer are discussed in the
following.

This type of analyzer has as its main components two cylinder sectors as elec-
trodes and is thus called a cylindrical analyzer (Fig. II.6). A well-defined pass
energy E0 for electrons on a central circular path between the electrodes is defined
by the balance between centrifugal force and the electrostatic force of the field E
due to the voltage Up applied across the electrodes. The field is a logarithmic radial
field:

E = − Up

r ln(b/a)
(II.11)

Fig. II.5 Magnetic lens for
electrons. (a) Schematic
explanation of the focussing
action. An electron entering a
“long” solenoid adopts a
helical trajectory around the
magnetic field B such that
after a certain time, τ , it
recrosses the same B-field
line through which it entered
(points A and C). (b)
Practical form of a magnetic
lens consisting of a short
ion-shielded solenoid
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Fig. II.6 Electrostatic
cylinder sector energy
analyzer (schematic). The
electric field between the two
cylinder sectors (shaded)
exactly balances the
centrifugal force for an
electron on the central path
r0. An arbitrary electron path
around the central path is
described by the deviation
�r(ϕ) from the central path

with a and b as the inner and outer radii of the region between the cylindrical sectors
(Fig. II.6); r is the radius vector to an arbitrary point of the field, whereas r0 and v0
are the radius vector and tangential velocity on the central trajectory, i.e. they satisfy

mv2
0

r0
= −eE0 = eUp

r0 ln(b/a)
. (II.12)

The pass energy is thus obtained as

E0 = 1

2
mv2

0 =
1

2

eUp

ln(b/a)
. (II.13)

Under certain conditions such a cylindrical analyzer has additional focussing prop-
erties, which considerably enhance its transmittance and are thus advantageous for
investigations with low beam intensities. This can be seen by considering an electron
path inclined at a small angle α to the central path at the entrance (Fig. II.6). This
path is described by the dynamic equation.

m
d2r

dt2
= m

v2

r
− eE = mrω2 − eE . (II.14)

where ω is the angular velocity around the center C. For small deviations from the
central path r0 one has

r � r0 +�r, (II.15a)

E � E0r0/r = E0(1−�r/r0). (II.15b)

The angular momentum around C must be conserved, i.e., neglecting small quanti-
ties we have

ωr2 � ω0r2
0 . (II.16)

From (II.14–16) one obtains the approximate dynamic equation

d2r

dt2
= ω2

0r4
0

r3
− eE

m
, (II.17)
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or

d2(�r)

dt2
= ω2

0
r4

0

(r0 +�r)3
− e

m
E0

(
1− �r

r0

)
. (II.18)

Using (II.12) and neglecting small quantities in second order yields

d2(�r)

dt2
+ 2ω2

0�r = 0. (II.19)

The solution for the deviation �r from the central path is thus obtained as

�r = const× sin(
√

2ω0t + δ), (II.20)

i.e. the deviation oscillates with a period (2)1/2ω0. An electron entering the analyzer
on the central path (δ = 0) crosses that path again after a rotation angle φ = ω0t
(around C), which is given by

√
2ω0t = √2φ = π, (II.21a)

or

φ = 127◦ 17′. (II.21b)

This is independent of α, i.e. focussing occurs for cylindrical sectors with an angle
of 127◦ 17′. In reality the electric field E is perturbed at the entrance and at the exit
of the analyzer. A field correction is performed by so-called Herzog apertures which
define the entrance and exit slits. This modifies the condition (II.21) and leads to a
sector angle for focussing of 118.6◦. For judging the performance of such analyzers
the energy resolution �E/E is an important quantity. From an approximate, more
general solution for the electron trajectories one obtains

�E

E
= x1 + x2

r0
+ 4

3
α2 + β2, (II.22)

where x1 and x2 are the width and length of the rectangular entrance (and exit) slits,
and α and β are the maximum angular deviations of the electron trajectories at the
entrance, in the plane and normal to the plane of Fig. II.6. Present-day instruments
employed in electron scattering experiments (HREELS, Panel IX: Chap. 4) achieve
a resolution �E/E of 10−3–10−4. Decreasing the slit width to improve the res-
olution is only possible within certain limits, since it simultaneously reduces the
transmitted current. This deterioration is mainly due to space-charge effects. Elec-
trons moving parallel to one another through the analyzer interact with each other
via their Coulomb repulsion and their mutually induced magnetic field (due to the
current). For high electron densities these space-charge effects distort the electron
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trajectories and limit the resolution. A semi-quantitative estimate of the effect can
be made using the classical formula for space-charge-limited currents in radio tubes:

j ∝ U 3/2. (II.23)

Using (II.22) one therefore obtains for the current density at the entrance

ji ∝ E3/2
0 ∝ (�E)3/2. (II.24)

The final current density at the exit, then follows as

jf ∝ ji�E ∝ (�E)5/2. (II.25)

This dependence, which is confirmed well by experiment, causes a strong reduction
of the transmitted current with narrower entrance slits.

Electron analyzers can be used in two modes: Scanning the pass voltage Up by
an external ramp varies the passing energy E0 (II.13). Because of (II.22) the ratio
�E/E remains the same, i.e. when the pass energy is varied, the resolution �E
also changes continuously across the spectrum (constant �E/E mode). In order
to achieve a constant resolution over the entire spectrum, the pass energy of the
analyzer and thus also the resolution �E can be held constant; but the electron
spectrum being measured, must then be “shifted” through the fixed analyzer window
�E by variation of an acceleration or deceleration voltage in front of the analyzer
(constant �E mode).

A complete electron spectrometer (Fig. II.7) such as those used for High-
Resolution Electron Energy Loss Spectroscopy (HREELS, Sect. 4.6) consists of
at least two analyzers with focussing apertures (lenses) at the entrances and exits.
A cathode arrangement with a lens system produces an electron beam with an

Fig. II.7 Schematic plot of a high-resolution electron energy loss spectrometer consisting of a
cathode system (filament with lens system), a monochromator (cylindrical sectors), a similar ana-
lyzer and a detector. The monochromator can be rotated around an axis through the sample surface.
The whole set up is mounted on a UHV flange
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energetic halfwidth of 0.3–0.5 eV (Maxwell distribution of hot electrons). The first
electron monochromator (the same as the analyzer) is fixed at a constant pass energy
and selects electrons in an energy window of width 1–10 meV from the broad
Maxwell distribution. This primary beam is focussed onto the crystal surface by
a lens system. The voltage applied between this lens and the sample determines the
primary energy. The backscattered electrons are focussed by a second lens system
onto the entrance slit of the second analyzer which is usually used in the constant
�E mode, i.e. with a fixed pass energy and a variable acceleration voltage between
sample and analyzer. A lens system behind the exit slit focusses the analyzer beam
onto a detector, a Faraday cup or, more often, a channeltron electron multiplier.

In addition to the cylindrical electron analyzer discussed so far, a number of other
electrostatic analyzers are in use. Similar in its principles is the so-called hemispher-
ical analyzer (Fig. II.8) in which the electric field balancing the centrifugal force
of the electrons on their trajectory is formed between two metallic hemispheres.
Entrance and exit apertures are circular holes, which also produce a circular image,

Fig. II.8 Schematic plot of a hemispherical electron energy analyzer consisting of two entrance
lenses which focus the incoming electrons onto the entrance aperture, two hemispherical electrodes
facilitating energy analysis and a detector (e.g., secondary-electron multiplier)
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in contrast to the rectangular image of the cylindrical analyzer. In common with the
latter, a focussing condition exists for electrons that have been deflected through
an angle of 180◦. Thus the hemispherical shape of the electrodes is an essential
requirement for focussing. The energy resolution is calculated as

�E

E
= x1 + x2

2r
+ α2, r = a + b

2
, (II.26)

where x1 and x2 are the radii of the entrance and exit apertures, and a and b are
the radii of the inner and outer spheres; α is the maximum angular deviation of
the electron trajectories at the entrance with respect to the center line (normal to
entrance aperture). Lens systems such as that shown in Fig. II.8 are also used in
combination with this type of analyzer.

A widely used analyzer, in particular for Auger Electron Spectroscopy (AES), is
the so-called Cylindrical Mirror Analyzer (CMA). Here the electrons entering from
an entrance point into a certain cone are focussed by two concentric, cylindrical
electrodes onto an image point, where the detector (e.g., a channeltron) is posi-
tioned. One also encounters double-stage CMAs with two successive analyzer units
(Fig. II.9). The electric field determining the pass energy is a radial field between
the two concentric electrodes. Focussing occurs for electrons entering near a cone
with an apex angle φ = 42◦ 18.5′ (Fig. II.9). This acceptance cone and the total
acceptance aperture (circle) around the cone are determined by appropriate windows
in the cylindrical electrodes. The pass energy E0 and pass voltage Up between the
two cylinders are related by

E0 = eUp

0.77 ln(b/a)
. (II.27)

The energy resolution of this CMA is determined both by the angular deviation α
of the incoming electron trajectory from the well-defined acceptance cone and by
the axial shifts x1 and x2 of the actual electron trajectories with respect to the ideal
entrance and image points on the cylinder axis (Fig. II.9). An approximate numerical
calculation yields:

�l

l0
= x1 + x2

l0
= �E

E
(1+ 1.84α)− 2.85α2. (II.28)

Finally, we mention briefly the electronic circuitry common to the control units of
all these electrostatic analyzers. It is always necessary to scan the potential V0 at the
entrance and exit slits, which is identical to the potential of the central path within
the analyzer. Simultaneously the potentials on the two main electrodes (cylinder
sectors, hemispheres, etc.) must remain symmetrically disposed with respect to the
potential on the central path when the pass voltage Up is varied. This is achieved by
means of a circuit such as that shown schematically in Fig. II.10.
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Fig. II.9 Double stage
Cylindrical Mirror Analyzer
(CMA) consisting of two
analyzer units. For
photoemission experiments
the exciting light beam enters
through a window and hits
the sample surface. The
emitted electrons enter the
analyzer (outer and inner
cylindrical mirror) within a
certain cone. Measurements
with angular resolution can
be performed by means of a
rotatable drum in front of the
entrance to the second stage.
A window in the drum selects
electrons from one particular
direction only. The second
stage images point A into
point B at the channeltron
detector

Fig. II.10 Simple electronic
circuit for supplying the
appropriate voltages to an
electron energy analyzer

Besides the types of analyzer described above, retarding field analyzers are also
in use. In principle, these are high-pass filters in which a variation of the retard-
ing voltage determines a variable cut-off kinetic energy for the electrons. These
retarding field analyzers can simultaneously be used as optical LEED display units
in electron diffraction experiments. A detailed description is given in Panel VIII:
Chap. 4.

Further Reading

Grivet, P.: Electron Optics (Pergamon, Oxford 1965)
Ibach, H.: Electron Energy Loss Spectrometers, Springer Ser. Opt. Sci., Vol. 63 (Springer, Berlin,

Heidelberg 1990)
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Problems

Problem 1.1 A spherical UHV chamber with a volume of 0.5 m3 is pumped through
a circular tube with a diameter of 20 cm and a length of 50 cm. The used sputter ion
pump has a pumping speed of 1000 �/s. The end pressure reached after baking out
the vessel is 7 · 10−11 Torr. What is the gas desorption rate from the walls of the
UHV chamber at steady state?

Problem 1.2 In the low-pressure regime of molecular flow the molecules do not
hit each other, they are only reflected from the walls of the tube. The molecular
flow through a tube of diameter d and length L might thus be described roughly
by a diffusion process in which the mean-free path is approximated by the tube
diameter and the gradient of the particle density along the tube by dn/dx = �n/L .
Using the standard formulae for current density, diffusion coefficient, etc., derive
the conductance equation (I.8) for molecular flow: C ∝ d3/L .

Problem 1.3 An electron beam is accelerated by a voltage of 500 V and penetrates
an arrangement of two parallel metallic grids under an angle of 45◦ toward the
grid plane. Between the grids a bias of 500 V is applied (minus at first, plus at
second grid). Under what angle, with respect to the grid normal, is the electron beam
detected behind the grid arrangement. What is the kinetic energy of the electrons
behind the grids?

Problem 1.4 An electron penetrates a short region of varying potential U (x).
Calculate the curvature radius of its trajectory from the acting centripetal force.



Chapter 2
Preparation of Well-Defined Surfaces,
Interfaces and Thin Films

As is generally true in physics, in the field of surface and interface studies one
wants to investigate model systems which are simple in the sense that they can be
characterized mathematically by a few definite parameters that are determined from
experiments. Only for such systems can one hope to find a theoretical description
which allows one to predict new properties. The understanding of such simple model
systems is a condition for a deeper insight into more complex and more realistic
ones.

The real surface of a solid under atmospheric pressure is far removed from
the ideal system desirable in interface physics. A fresh, clean surface is normally
very reactive towards the particles, atoms and molecules, impinging on it. Thus,
real surfaces exposed to the atmosphere are very complex and not well defined
systems. All kinds of adsorbed particles – from the strongly chemisorbed to the
weakly physisorbed – form an adlayer on the topmost atomic layers of the solid.
This contamination adlayer, whose chemical composition and geometrical struc-
ture are not well defined, hinders the controlled adsorption of a single and pure,
selected species. A better understanding of adsorption first requires the preparation
of a clean, uncontaminated surface before a well defined adsorbate of known con-
sistency and quantity is brought into contact with the surface. Similarly, interfaces
between two different crystalline materials can only be produced by epitaxy in a
well-controlled way, when the topmost atomic layer of the substrate material is clean
and crystallographically ordered.

2.1 Why Is Ultrahigh Vacuum Used?

As “clean” surfaces, one might also think of the electrode surfaces in an electro-
chemical cell, or of a semiconductor surface at an elevated temperature in a flux
reactor where Vapor Phase Epitaxy (VPE) is performed at standard pressure condi-
tions. The possibility of good epitaxy in the latter case shows that contaminants may
play a minor role in the presence of the chemical reactions involved. Both systems
mentioned, however, are fairly complex and difficult to characterize, as every elec-
trochemist or semiconductor technologist admits. The simplest interface one can
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think of is that between a crystalline surface and vacuum. We shall see in Chap. 3
that even such an interface sometimes poses severe problems when one is seeking
a theoretical description. But when the vacuum is sufficiently high, one can at least
neglect the influence of the gas phase or of adsorbed contaminants. The surface,
of course, has to be prepared as a fresh, clean surface within such a vacuum. Most
of the remainder of this chapter is concerned with several methods for preparing
clean, “virgin-like” crystalline surfaces in vacuum. Here we want to make a simple
estimate of how good the vacuum must be, to ensure stable, well-defined conditions
for experiments on such a freshly prepared surface.

The ambient pressure p determines how many particles of the residual gas
impinge on a surface area of 1 cm2 per second (impinging rate: ż [cm−2s−1])
through the relation

p = 2m〈v〉ż. (2.1)

Here m is the mass of the gas atoms or molecules, and 〈v〉 is their average thermal
velocity with

m〈v〉2/2 � m〈v2〉/2 = 3kT/2 (2.2)

where T is the temperature in Kelvin, and k is Boltzmann’s constant. Thus, for the
relation between pressure and impinging rate we obtain

p � 6kT ż/〈v〉. (2.3)

Assuming the capacity to accomodate a surface monolayer of 3 · 1014 particles, an
average molecular weight of 28 and a temperature T of 300 K one obtains

ż = 3 · 1014 1

s · cm2
� 5 · 10−6 p

Torr
. (2.4)

This means that at a pressure of approximately 10−6 Torr (standard high vacuum
conditions) the number of molecules necessary for building up a monolayer of
adsorbate strikes the surface every second. The actual coverage also depends on the
sticking coefficient S, which is the probability that an impinging atom or molecule
remains adsorbed. For many systems, in particular for clean metal surfaces, S is
close to unity, i.e. nearly every impinging atom or molecule sticks to the surface.
In order to keep a surface fairly clean over a period of the order of an hour (time
for performing an experiment on a “clean” surface) it is therefore necessary to have
a vacuum with a residual gas pressure lower than 10−10 Torr (≈ 10−8 Pa). These
are UHV conditions which are necessary for experiments on “clean”, well-defined
solid–vacuum interfaces, where contamination effects can be neglected.

Based on (2.4) surface physicists have introduced a convenient exposure (pres-
sure times time) or dosage unit: 1 Langmuir (1 L) is the dosage corresponding to
exposure of the surface for 1 s to a gas pressure of 10−6 Torr (or, e.g., for 100 s to
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10−8 Torr). For a surface with a sticking coefficient of unity this exposure of 1 L
causes an adsorbate coverage of approximately one monolayer. Exposure values
given in Langmuir, therefore, convey a direct “feeling” for the maximum amount of
adsorbate coverage.

2.2 Cleavage in UHV

Fresh, clean and well-defined surfaces of brittle materials can be prepared in UHV
by cleavage. This technique is derived from the classical method of preparing an
alkali halide surface by cleaving the crystal with a razor blade. In an UHV system
this method can also be applied by transferring mechanical pressure to the razor
blade via a feedthrough bellow. Every cleavage setup in UHV is based on the appli-
cation of mechanical pressure and, therefore, needs mechanical feedthroughs, or
magnetic or electromagnetic devices that can be controlled magnetically or electri-
cally from the outside of the chamber. A commonly used method is the so-called
double-wedge technique, where two stainless steel wedges are pressed into two
notches cut into opposite sides of the crystal (Fig. 2.1). Depending on the crystal
material, the mechanical pressure can be applied continuously with a pressure screw
although, in other cases, good flat cleaves are only obtained when a pressure shock is
transferred to the wedges by a hammer. The main disadvantage of the double-wedge
technique is the fact that only one single surface is obtained from one sample, i.e.
after one run of experiments the UHV system has to be opened and a new sample
must be mounted. A modification of the double-wedge technique is often applied in
cases where multiple cleavages from one single crystal bar are desirable to enable
more than one set of experiments within a single UHV cycle. A long crystal bar
is prepared with equidistant notches on one side, into which a wedge is pressed,
the sample being supported from the other side by a flat support (Fig. 2.2). After

Fig. 2.1 Semiconductor
sample prepared for cleavage
by the double-wedge
technique. For Si and Ge
the cleavage plane is (111);
for III-V semiconductors
it is (110). (A–C) are three
possible crystal orientations
for cleavage along (110),
the most favorable one is
orientation (B)
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Fig. 2.2 Scheme of a
multiple cleavage age set-up.
The semiconductor sample
shaped as a rod with notches
cut into the upper side can be
shifted forwards to bring the
next notch under the cleavage
wedge

termination of the first set of experiments, a new, freshly cleaved surface is prepared
by shifting the bar forwards to bring the next notch under the wedge.

If there is no need to produce a single-crystal surface with distinct orientation,
cleaved surfaces can be obtained much more simply by crushing thin slabs of the
material with a magnetically operated hammer in UHV. Large total areas, consisting
of many small parts with differing orientations, are thus obtained and can be used
for adsorption studies.

Cleavage in UHV is a simple and straightforward way to prepare a fresh, clean
surface. Such surfaces are in general stoichiometric (important for compound mate-
rials) but they usually contain defects such as steps which expose edge atoms that
are in a different surrounding compared with those in the flat areas. Another impor-
tant limitation applies to cleavage. Only brittle materials like alkali halides (NaCl,
KCI, etc.), oxides (ZnO, TiO2, SnO2, etc.) and semiconductors (Ge, Si, GaAs, etc.)
can be studied in this way. Furthermore, cleavage is only possible along certain
crystallographic directions which are determined by the geometry and nature of the
chemical bond. The number of covalent bonds being cut, or the compensation of
electric fields within the cleavage plane in the case of ionic crystals, are determin-
ing factors. Cubic alkali-halide crystals cleave along the {100} faces, which are
nonpolar; i.e. they contain equal numbers of both types of ions such that the fields
between the opposite charges can be compensated within the surface. The same
argument explains why crystals with the wurzite structure such as ZnO cleave well
along the nonpolar (prism) faces {1010} (Fig. 2.3). Cleavages along the polar (0001)
and (0001̄) surfaces are also possible, but the cleavage quality is much poorer and a

Fig. 2.3 ZnO sample
(hexagonal wurtzite lattice)
prepared for cleavage along
the non-polar prism face
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Fig. 2.4 (a) (111) cleavage
plane (hatched) in the
diamond lattice of Si or Ge,
and (b) (110) cleavage plane
(hatched) in the zinc blende
lattice of III-V
semiconductors

high density of steps and other defects is usually found on these polar cleaves. Ele-
mental semiconductors like Ge and Si can only be cleaved along {111} (Fig. 2.4a).
A detailed atomistic calculation which explains the occurrence of only this cleavage
plane on the basis of the sp3 chemical bond is lacking so far. For III-V compound
semiconductors such as GaAs, InP or GaP, with a considerable amount of ionic
bonding character, only the {110} faces are cleavage planes. These are nonpolar
faces with an equal amount of positive and negative ionic charge (Fig. 2.4b). The
other low-index faces like {100} and {111} are polar, and cannot be produced by
cleavage.

If one wants to produce a cleaved (110) surface of a III-V compound there are
several possible ways to cut the sample in order to apply the double-wedge tech-
nique (Fig. 2.1). Experience has shown that within the three different orientations
(A,B,C) orientation B is the most favorable. For the orientations A and C one obtains
a higher number of miscleavages where the crystal breaks or cleaves along unde-
sired directions. The reason is that six different planes of the type {110} exist, and
these are differently oriented with respect to the desired cleavage direction. Since
the wedges induce stress not only along the desired (110) plane, there is a certain
probability that cleavage occurs along more than one direction. This probability for
cleavage along one of these undesired directions depends on the angle between the
particular {110} face and the desired one. Let γ be the angle between normal direc-
tions by which a particular {110} face is tilted relative to the plane which is oriented
normal to the slits and parallel to the longest dimension (cleavage direction) of the
H-shaped sample (Fig. 2.1). The smaller the value of γ, the higher is the probability
for cleavage along this particular direction. For orientation A in Fig. 2.1 one has
to calculate the components of the different surface normals (110), (101), (011),
(11̄0), (101̄) along the [11̄1] direction. Table 2.1 lists the calculated γ for the set of
possible {110} planes in each orientation A, B and C. For orientation A γ vanishes

Table 2.1 Angle γ by which the normals to the different {110} faces in a zinc blende lattice are
tilted against a plane normal to the desired (110) cleavage plane. Three different crystal orienta-
tions, A, B, C are possible for cleavage along {110} (Fig. 2.1). An asterisk denotes the desired
cleavage plane for the particular crystal orientation

γ [◦] (110) (101) (011) (11̄0) (101̄) (011̄)

Orient. A 0∗ 54.74 0 54.74 0 –54.74
Orient. B –30 30 0∗ 30 –30 0
Orient. C 35.26 –16.78 –16.78 0∗ 60 60
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three times, i.e. beside the desired cleavage plane (110) there is a high probability for
cleavage along the (011) and (101̄) faces, too. For orientation C beside the desired
cleavage plane (γ = 0) there are two other planes (101) and (011) with small γ

values of −16.78◦ and therefore high cleavage probability. Orientation B exposes
only one desired cleavage plane with γ = 0, the other planes exhibit γ values of
±30◦; the (011̄) plane with γ = 0 is perpendicular to the desired (011) plane and
need therefore not be considered. Orientation B is therefore the most favorable one
for cleavage of III-V compound semiconductors. Similar considerations can also be
applied to other materials which cleave along (111) like Ge or Si. But it should be
emphasized that other factors, e.g. the dimensions of the sample, may also play a
considerable role in obtaining cleaves of good quality.

2.3 Ion Bombardment and Annealing

While cleavage as a surface preparation method is restricted to certain materials
and to certain crystallographic surface planes, there are essentially no such limi-
tations to the cleaning method by ion bombardment and annealing. Contaminants,
and usually the topmost atomic layers of the crystal as well, are sputtered off by
bombardment with noble gas ions (Ar, Ne, etc.) and subsequent annealing is neces-
sary to remove embedded and adsorbed noble gas atoms and to recover the surface
crystallography. The whole procedure may be performed several times; each time
a bombardment cycle is followed by annealing; between each step the surface has
to be controlled by Auger Electron Spectroscopy (AES) (Panel III: Chap. 2) for
cleanliness and by Low-Energy Electron Diffraction (LEED) (Panel VIII: Chap. 4)
for crystallographic order. The procedure is stopped when the checking methods,
AES and LEED, show satisfactory results concerning contamination and the degree
of crystallographic order (sharp LEED pattern). One should keep in mind that the
sensitivity of AES for contamination is usually not better than 10−3 monolayers and
that a good LEED pattern with sharp Bragg spots and low background intensity does
not give much information about long-range order extending over distances longer
than the coherence length of the electrons (typically 100Å) [2.1].

In detail, the cleaning procedure starts by admitting a noble gas, preferably Ar,
into the UHV chamber (or into the ion gun) up to a pressure between 10−4 and
10−3 Torr. Then the crystal surface is bombarded by an ion current which is pro-
duced by a noble-gas ion gun positioned in front of the crystal surface. A conven-
tional version of such a gun is schematically illustrated in Fig. 2.5. Noble-gas ions
are produced by electron impact with gas atoms. The ions are then accelerated by
a voltage of a few kilovolts towards the sample surface. The ion current and the
duration of the bombardment depend on the kind of material and on the thickness of
the layer to be removed, i.e. on the degree of contamination. Typical values, e.g. for
cleaning of a 1 cm2 polished Cu surface in UHV are a current of 5 μA for a period
of half an hour.

The temperature necessary in the subsequent annealing step is also very much
dependent on the material; semiconductor, oxide or metal. For Cu surfaces,
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Fig. 2.5 Cold-cathode Ar ion
sputer gun. A discharge is
burning between cathode and
anode (U � 500 V) where the
Ar ions are produced by
electron impact. The magnet
increases the path of the
electrons and the lens is used
for focussing of the ion
current

temperatures in the region of 500◦C are typical, whereas for Pt and Si up to 1200◦C
are applied. The annealing is often done by Ohmic heating, but also very convenient
is electron bombardment from behind the crystal. For this purpose a heated filament
at a distance of about 2 cm from the rear side of the crystal is necessary and the
crystal is biased at about +2000 V relative to the filament. It is possible that during
this heat treatment further impurities from the bulk diffuse to the surface, so that
the ion bombardment/annealing cycle has to be repeated several times. Sometimes
it is favorable to keep the sample at elevated temperatures during the ion bombard-
ment. It is of particular importance to minimize the partial pressures of residual
gases (mainly CO) during the sputtering process since these molecules may become
adsorbed and implanted into the lattice after ionisation in the ion gun. Once a surface
has been cleaned in UHV by ion bombardment and annealing, subsequent cleaning
procedures for later experiments are usually much easier; sometimes only flashing
is sufficient.

While noble-gas ion sputtering with subsequent annealing is the most versatile
cleaning technique for metal surfaces and elemental semiconductors like Si and
Ge, the method has severe disadvantages when applied to composite materials like
compound semiconductors, oxides or alloys. Differing sputtering rates for the var-
ious components generally cause a high degree of non-stoichiometry on the oxide
or semiconductor surface. The composition of alloys can be strongly changed near
the surface after such a treatment. Since AES and other analysis techniques are
sensitive to at best about 10−3 of a monolayer, the non-stoichiometry or the change
in composition cannot usually be controlled. For compound semiconductors, there-
fore, cleavage in UHV is much preferred as a preparation technique. It should be
mentioned that in the particular case of Si and Ge(111), cleavage in UHV and
ion bombardment and annealing lead to different types of atomic surface structure.
Cleaved Si and Ge(111) surfaces exhibit a (2× 1) superstructure in LEED, whereas
the annealed Si(111) and Ge(111) surfaces exhibit a (7×7) and (2×8) LEED pattern,
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respectively. Good clean Si(111)-(7 × 7) surfaces can also be obtained by simply
flashing a Si(111) wafer with an epitaxial overlayer up to 1200◦C; ion bombardment
in this case of an epitaxially grown Si(111) surface is mostly not necessary.

2.4 Evaporation and Molecular Beam Epitaxy (MBE)

One of the classical methods to prepare a fresh, clean surface in UHV is evaporation
and condensation of thin films. Polycrystalline metal films of Pt, Pd, Ni, Au, Cu,
Al, etc. can easily be prepared in this way. Pt, Pd and Ni can be evaporated from
a suitable electrically heated filament; Au and Cu are usually sublimated from a
tungsten crucible. Materials with a high melting temperature are most conveniently
evaporated by electron bombardment. Depending on the melting point and on wet-
ting properties of the melt, a variety of evaporation methods and devices are used
[2.2, 2.3].

The usual way to control the thickness of a sublimated film is by means of a
quartz balance which is mounted close to the sample. In order to avoid contam-
ination levels in the film which exceed the AES detection limit, the background
pressure in the UHV system should not be higher than 10−9 Torr during evaporation.
This can be achieved by sufficient outgasing procedures in advance. Clean films of
metals or elemental semiconductors prepared in this way are usually polycrystalline
or amorphous, i.e. surface studies which require a specific crystallographic surface
orientation are not possible. But a lot of adsorption studies have been carried out
on such films in the past. The deposition of metal films on clean semiconductor
surfaces has furthermore attracted considerable interest because of their importance
in the field of semiconductor-device technology (Schottky barriers, Chap. 8).

Depending on the substrate surface and on the evaporation conditions, subli-
mated films can also be monocrystalline. In this case they are epitaxial films and
the preparation method is then called Molecular Beam Epitaxy (MBE) [2.4–2.6].
When the monocrystalline film grows on a substrate different from that of the film
material the process is called heteroepitaxy; when substrate and film are of the same
material, it is called homoepitaxy. Surfaces of such epitaxial films grown under
UHV conditions are ideal for surface studies, they are clean, monocrystalline, their
stoichiometry can mostly be controlled by the growth process and there are only
few limitations concerning the crystallographic type of the surface. Molecular beam
epitaxy is therefore the most versatile technique for preparing clean and wellde-
fined surfaces and interfaces of elemental semiconductors like Si, Ge of compound
materials like III-V semiconductors (GaAs, InP, InSb, etc.) and of II-VI compounds
such as CdTe, Pbs, etc. Furthermore, there is a strong technological interest in the
preparation of epitaxial films of these semiconducting materials.

MBE allows a controlled growth of films with sharp doping profiles and different
chemical composition changing over a spatial depth of several Ångstroms. Multi-
layer structures with alternating doping (n-intrinsic-p-intrinsic = n-i-p-i) [2.7] or
alternating bandgap (GaAs-GaAlAs-GaAs-. . .) can be grown; a whole new field of



2.4 Evaporation and Molecular Beam Epitaxy (MBE) 37

semiconductor material “tailoring” was made possible by the development of MBE
[2.4–2.8].

It is therefore useful to present some more details about MBE. This technique is
discussed with reference to III-V compound semiconductors because of their tech-
nological importance and since they also serve as an example for other systems.
Figure 2.6 shows the scheme of a typical UHV chamber with facilities for MBE.
Knudsen-type crucibles are used as effusion cells for the evaporation. For most pur-
poses these cells are tubular crucibles, open at one end and made from pyrolytic
BN (boron nitride) or highpurity graphite. The crucibles are mounted within spiral
Ta heater windings which are themselves enclosed within Ta-foil radiation shields.
A require ment for the source oven and the whole unit is a very low production
of impurities in the molecular beam. The oven set-up is therefore surrounded by a
liquid-nitrogen cooled cryopanel on which shutters are mounted which can close
and open one or the other effusion cell (mostly automatically controlled). Also the
space between sources and the sample is shielded by a cooling shield at liquid nitro-
gen. Often a mass spectrometer is mounted at a position close to the sample, in order
to control and adjust the beam fluxes from the sources. The sample (in the present
case a III-V wafer) can be heated to temperatures of at least 700◦C. Homoepitaxial
GaAs growth requires substrate temperatures between 500 and 600◦C. In order to

Fig. 2.6 Scheme of a simple UHV growth chamber for molecular beam epitaxy (MBE). The sur-
rounding of the evaporation crucibles is cooled by liquid N2. Facilities for RHEED and mass
spectroscopy as well as for transferring the sample into a second UHV chamber are also shown
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obtain an extremely homogeneous temperature profile over the growing surface, the
wafer is sometimes “glued” by means of liquid In or Ga to a Mo sample holder,
which is electrically heated.

A very useful technique to control the crystallographic structure of the epitaxial
surface is RHEED (Panel VIII: Chap. 4). Because of the long geometric distances
between RHEED electron gun, sample surface and phosphorus screen there is no
problem in incorporating this technique into an MBE chamber as an in situ method
to control the crystallographic structure of the growing surface during the growth
process itself.

An excess of Ga or of As on a growing GaAs surface is usually connected with
the appearance of particular non-integral-order spots between the regular Bragg
spots in the diffraction pattern in RHEED (superstructure, Chap. 3). Furthermore,
during the growth process itself, the intensity of a single Bragg spot on the RHEED
screen can be monitored by an optical device (Fig. 2.7). Within a certain range of
growth conditions it shows oscillations with a regular period (RHEED oscillations)
[2.9]. The interpretation of these oscillations is based on the growth mechanism.
When a full atomic layer is completed during growth, the 2D periodicity of the
topmost atomic layer is nearly ideal and the diffraction on this regular periodic array
of atoms causes a certain maximum spot intensity (Sect. 4.3). Further growth leads
to irregularly distributed atoms or little islands on top of this complete atomic layer
before the next full atomic layer is deposited. In between two complete layers a
certain degree of disorder is present on the growing surface. Like in optical diffrac-
tion this disorder causes an increase in background intensity, which corresponds
to a decrease in intensity of the sharp Bragg spots. The situation of an incomplete
topmost atomic layer is characterized by a decreased Bragg spot intensity. Maxima
in Fig. 2.7 thus indicate completion of growing layers. RHEED oscillation curves as
in Fig. 2.7, therefore, allow a layer-by-layer control of the growing crystal surface.
By counting the number of maxima one can monitor the number of deposited atomic
layers and the thickness of the grown crystal on an atomic scale.

Fig. 2.7 RHEED oscillations measured during MBE growth of GaAs(001). The intensity of the
particular RHEED spot is measured as a function of deposition time. The oscillation period τ
indicates the completion of a monatomic layer
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Let us discuss in a little more detail the homoepitaxial growth of GaAs overlayers
on a GaAs substrate [2.10], to see the characteristic problems of MBE. Ideally the
beam source should be a Knudsen cell containing vapor and condensed phase, e.g.
of Ga and As, of Al or of S, Sn, Te, etc. as doping materials, at equilibrium. In
this case the flux F at the substrate can be calculated from the equilibrium vapor
pressure P(T ) in the cell at temperature T . In equilibrium, one assumes that the
particle current density leaving the liquid or solid phase by evaporation equals the
flux of particles impinging on the liquid or solid surface at a pressure P(T ) from
the gas phase side. By means of (2.1–2.3) one obtains

F = P(T )a

πL2
√

2πmK T

1

s · cm2
, (2.5)

where a is the area of the cell aperture, L the distance to the substrate, and m the
mass of the effusing species. In practice, a true Knudsen source is not very conve-
nient because a wide aperture is needed to provide a useful rate of mass transfer to
the growing surface.

For source materials to generate the molecular beams, either pure elements (Ga,
As, Al, etc.) or suitable compounds are useful sources of group-V-element molec-
ular beams since they provide stable, well-determined beam fluxes until nearly all
of the group-V element is exhausted. Convenient growth rates in MBE are 1–10
monolayers/s, i.e. 1–10 Å/s or 0.1–1 μm/h. This corresponds to an arrival rate F
at the substrate of 1015–1016 molecules/(s · cm2). With typical geometrical factors
L � 5 cm and a = 0.5 cm2 the equilibrium vapor pressure in the Knudsen cell is
obtained according to (2.5) to be in the range 10−2–10−3 Torr. The temperatures
needed to establish a pressure of 10−2 Torr in the cell can be evaluated from the
vapor pressure plots in Fig. 2.8. For Ga and As these temperatures TS are very
different (Table 2.2); nevertheless, it is possible to grow GaAs using only a single
source with polycrystalline GaAs material. There is an important underlying reason
why stoichiometric growth of GaAs is possible even with non-stoichiometric fluxes
of Ga and As: The growth rate is limited by the Ga arrival rate. At a growth tem-
perature between 500 and 600◦C (substrate temperature) As sticks to the surface in
measurable quantities only if Ga is present in excess. Without Ga being present the
sticking coefficient for As is negligibly small. Sophisticated procedures to establish
a stoichometric flux of the two elements in MBE, are therefore not necessary to
enable GaAs epitaxy. Furthermore, growth is always possible under slight As excess
flux conditions. The growth is usually started by heating up the substrate to growth
conditions, i.e. to at least 500◦C in an As beam and then the Ga beam is switched
on. This procedure prevents the formation of a high density of As vacancies during
annealing to 500◦C.

Epitaxial growth on the substrate surface is, of course, only possible, if this sur-
face is free of contamination. Before mounting the wafer into the UHV chamber,
the mechanically polished surface is usually etched in 5% Br-methanol and rinsed
in methanol and water. After baking out the system for at least 8 h at 100–200◦C,
epitaxial growth is possible after heating the sample in the As beam to growth
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Fig. 2.8 Equilibrium vapor pressure of important compound semiconductor source materials

Table 2.2 Melting temperature Tm for selected materials, and crucible source (Knudsen type)
temperature TS necessary to establish an equilibrium vapor pressure P(TS) of 10−2 Torr. This
pressure is convenient to achieve reasonable evaporation rates in MBE

Melting temp. Source temp. TS [◦C]
Material Tm [◦C] for P(TS) = 10−2 Torr

Al 660 1220
Cu 1084 1260
Ge 940 1400
Si 1410 1350
Ga 30 1130
As 613 300

conditions, i.e. to about 500–600◦C. Sometimes ion bombardment and annealing
cycles are also applied for cleaning before starting the growth procedure.

It is interesting to mention the differences between GaAs layers which have been
grown from one single source with polycrystalline GaAs, and those grown using
separate sources for Ga and As. In the latter case As evaporates as As4 and the epi-
taxial layers usually exhibit a p-type background doping (due to C) in the range of
some 1014 cm−3. If one single GaAs source is used, As arrives predominantly as As2
and the films are usually n-type doped in the 5·1015 cm−3 range due to contaminants
(mostly Si) in the GaAs source material. For applications in semiconductor device
technology, intentional doping is performed by additional Knudsen-type sources for
Sn, S, Te, Si (n-type) or Mn, Mg, Be (p-type). The quality of an epitaxially grown
layer can easily be seen from the free-carrier mobility at a particular carrier concen-
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Fig. 2.9 Room temperature electron and hole mobilities of GaAs epitaxial layers which have
been grown by different groups. Methods: MBE molecular beam epitaxy; MOMBE metal-organic
molecular beam epitaxy using triethyl gallium (TEGa) and AsH3 as sources. p-type doping in
MOMBE by carbon is performed by using admixtures of TMGa. The n-type doping in MOMBE
is due to Si by using predissociated SiH4

tration or doping level. Results for room-temperature mobilities of GaAs measured
by Hall effect are depicted in Fig. 2.9.

If epitaxially grown surfaces are to be used as fresh, clean surfaces in surface
studies, it is convenient to grow the layers in a separate growth chamber (Figs. 2.6
and 2.10) and to transfer them under UHV conditions in situ by a transfer mecha-
nism (magnetically or mechanically operated) into a second UHV chamber where
the investigations are made.

Many aspects of the GaAs homoepitaxy considered here as an example, can also
be extended to other systems. Of high practical importance is also the homoepitaxy
of Si on Si wafers in a UHV system [2.11]. Because of the high melting temperature
of Si, an electron gun evaporator is used here as the Si source. Si is evaporated from
a crucible by bombardment with an electron beam.

Good examples of heteroepitaxy are alloys of III-V compounds which are epitax-
ially grown in MBE systems both for scientific and for commercial reasons [2.12].
The main technical applications of these materials are in the field of very fast devices
(because of their high electronic mobility) and in optoelectronics. For the latter field,
it is important that many of the III-V compounds are direct-gap semiconductors
where the conduction-band minimum and valence-band maximum are at the same
k vector in reciprocal space. Electronic transitions between states with equal initial
and final k vector can couple strongly to electromagnetic fields.
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Fig. 2.10 Schematic top view over a combination of growth UHV chamber for MBE (or MOMBE)
with analysis and load-lock chamber. All UHV units are separately pumped (ion, cryo and turbo
pumps are not shown). The sample, usually wafers, can be moved through the various transfer
modules (mechanically or magnetically operated) and transferred into the corresponding chambers
by the transfer rods

On the other hand, by alloying a third component, e.g. P into GaAs, it is possible
to change the direct semiconductor GaAs step by step through different GaAs1−x Px

compositions into the indirect semiconductor GaP. Figure 2.11 shows how the
bulk electronic band structure of the ternary compound GaAs1−x Px depends on
the mole fraction x of P [2.13]. At x = 0.45 the compound switches from a
direct to an indirect semiconductor, the conduction band minimum at the symmetry
point X of the Brillouin zone drops to a lower energy than the Γ -point (k = 0)
minimum.

It is evident that MBE is an ideal experimental technique to grow such ternary
or even quaternary compounds in a well defined manner – just by controlling the
flux rate of the different compound substituents being evaporated from different
crucibles. In contrast to other methods of epitaxy (liquid-phase or conventional,
normal-pressure vapor-phase epitaxy) MBE allows a fast change (within fractions
of a second) of the composition. For growth rates of μm/h (i.e., Å/s) one can switch
over from one component to another during the growth time for a single monolayer.
Thus atomically sharp growth of profiles can be generated by MBE. This facilitates
the fabrication of extremely well-defined interfaces between two semiconductors
(Chap. 8).
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Fig. 2.11 (a) Compositional dependence of the direct and indirect energy bandgap for GaAs1−x Px
at 300 K, and (b) schematic energy-versus wavevector dependence E(k) of valence and conduction
band for various alloy compositions x [2.13]

As one would expect for simple geometric reasons, two materials can grow epi-
taxially on each other with a high-quality interface, and particularly as thicker films,
if the crystallographic mismatch is low. The diagram (Fig. 2.12) of the lattice con-
stants of major elemental and compound semiconductors helps in choosing appro-
priate materials for certain applications. Because of very similar lattice constants,
good epitaxial films with highquality interfaces can be grown within the GaAs/AlAs

Fig. 2.12 Energy gap [eV] and corresponding optical wavelengths [μm] versus lattice constant at
300 K for important semiconductors. The connection lines describe the behavior of corresponding
alloys. Direct gap materials are plotted as solid lines, whereas indirect gap semiconductors are
shown by broken lines
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system. In MBE, GaAs can be grown on AlAs, or vice versa; and more interesting
ternary compounds of arbitrary composition Alx Ga1−x As can be grown on GaAs
or on AlAs wafers. According to Fig. 2.12, where the corresponding band-gap
energies and the type of gap (full line: direct; broken line: indirect) are also indi-
cated, Alx Ga1−x As switches from a direct- into an indirect-gap material at about
x � 0.5. With changing composition x , the band-gap energy ranges from about
1.4 eV on the GaAs side to 2.15 eV for AlAs (indirect gap). According to Fig. 2.12
other III-V alloys suitable for good heteroepitaxial growth in MBE are AlP/GaP and
AlSb/GaSb. But II-VI materials can also be combined with III-V semiconductors,
e.g., InP/CdS or InSb/PbTe/CdTe.

Interesting heteroepitaxy is also possible for elemental semiconductors on III-V
compounds, and vice versa. A lot of experimental work has been done, e.g., for Ge
on GaAs and Si on GaP (Fig. 2.12). On GaAs(110) surfaces cleaved in UHV Ge
grows epitaxially at substrate temperatures above 300◦C. Below this temperature
the deposited Ge layer is polycrystalline.

Another intersting case is that of Sn on InSb (Fig. 2.12). The tetrahedrally (sp3)
bonded α-Sn modification (a zero-gap semiconductor) is stable as bulk material
only below 287 K; above this temperature the stable phase of Sn is its metal-
lic β-modification. If, however, Sn is deposited by MBE onto an ion bombarded
and annealed InSb(100) surface at 300 K, Sn grows as a semiconductor in its
α-modification. The films are stable up to about 150◦C and for higher temperatures
a change into β-Sn is observed [2.14]. On a clean-cleaved InSb (110) surface a poly-
crystalline, tetrahedrally bonded Sn species grows at 300 K. As one would expect
from Fig. 2.12, α-Sn can also be grown by MBE on CdTe or PbTe as substrates.

Heteroepitaxy in MBE is, of course, also possible for metals. Interesting systems
for future applications in semiconductor device technology might be related to epi-
taxy of metals on semiconductors, and vice versa. Epitaxially grown cobalt silicides
on Si have been used to fabricate a fast metal-base transistor [2.15]. Since GaAs
and Fe differ in their lattice constant by a factor of about two, it is possible to grow
crystalline Fe films on both GaAs(100) and on GaAs(110) at a substrate temperature
of 180◦C [2.16]. Even though the Fe/GaAs interface is not sharp and well defined
because of considerable interdiffusion and interface reaction, the iron films exhibit
crystallographic structure seen in electron diffraction (LEED, RHEED, Panel VIII:
Chap. 4).

2.5 Epitaxy by Means of Chemical Reactions

Under standard pressure conditions, epitaxy of III-V compound semiconductors by
means of chemical reactions is well established as an important method to produce
epilayers for semiconductor device technology. In a cold-wall flux reactor GaAs can
be grown on a GaAs substrate at 500–600◦C from gas streams of arsine (AsH3) and
trimethyl gallium [TMGa = Ga(CH3)3] using H2, N2 etc. as a carrier gas. This tech-
nique belongs to a more general class of processes, which are called Metal-Organic
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Chemical Vapor Deposition (MOCVD). This technique of growing GaAs from
arsine and TMGa or TEGa [Ga(C2H5)3] can also be applied under UHV condi-
tions [2.17]. The method which is, of course, also applicable to many other III-V
systems (GaInAs, InP, etc.), then combines the advantages of a UHV technique like
MBE with those of a continuously running preparation method, useful in applied
device technology. In the present context it is relevant that this method, which is
called Metal-Organic MBE (MOMBE), or Chemical Beam Epitaxy (CBE), can be
used in situ to prepare clean, well-defined surfaces of compound semiconductors
[2.18, 2.19]. The epitaxial layers can be transferred from the growth UHV cham-
ber into a separate chamber, where surface or interface studies can be performed
under UHV conditions. Figure 2.13a shows schematically a UHV growth chamber
in which GaAs can be grown epitaxially by means of MOMBE. As is the case in
MBE, the sample and the sources of AsH3 and TMGa or TEGa are surrounded
by a liquid nitrogen cooled cryo-panel to minimize the contamination level during
growth. The mounting for the GaAs wafer used as substrate are the same as in MBE;
the wafer might be glued by Ga or In to a Mo support which is heated during growth
to temperatures between 500 and 600◦C. In more recent equipment the wafers are
only mechanically clamped to the holder and heated by radiation from the rear. The
sources of AsH3 and the Metal-Organic (MO) compound, both in the gas phase, con-
sist in the simplest case of UHV leak valves followed by the inlet capillaries, which
form the molecular source beams. While the inlet capillary for the metal-organic
compound has to be heated only slightly above room temperature (in order to avoid
condensation due to the adjacent cryoshield) the gaseous group-V starting materials
(AsH3, PH3, etc.) with high thermal stability have to be precracked in the injection
capillary. The simplest experimental approach consists in a so-called low-pressure
cracking capillary, where the hydrides AsH3, PH3, etc. are thermally decomposed
by means of a heated metal filament (e.g., Ta or W at ≈ 1000 K) (Fig. 2.13b). Typ-
ically the AsH3, gas is injected into the UHV system via a controllable leak valve,
which allows a reproducible adjustment of the beam pressure, and thus of the flux to
within about 0.2%. During its passage through the quartz capillary along the heated
filament, the gas beam changes from laminar (hydrodynamic) flow (10–300 Pa) to
molecular flow conditions (≈ 10−3 Pa). In such a set-up, up to 90% decomposition
of AsH3 is achieved.

A different principle operates in the high-pressure effusion source (Fig. 2.13c)
[2.20]. AsH3 and PH3, at a pressure between 0.2 and 2 atm are injected through
alumina tubes with fixed, small leaks into the UHV growth chamber. These tubes are
mounted within the UHV system in an electrically heated oven, where the hydrides
are thermally decomposed by gas phase collisions at temperatures between 900 and
1000◦C. On their path through the leak inlet, the transition from hydrodynamic
to molecular flow occurs. The leak is essentially a free jet. Behind this leak the
decomposition products are injected into a heated low-pressure zone, where the
pressure is in the millitorr range or lower, since this region is directly pumped by
the system vacuum. In contrast to the simpler low-pressure sources, the flux in this
high-pressure cell is controlled by pressure variation in the alumina tube with its
constant leak. In designing the supply of the metal-organic compounds one has to
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Fig. 2.13 a–c Scheme of the experimental equipment for metal-organic molecular beam epitaxy
(MOMBE): (a) Side view of the growth chamber with load-lock unit. (b) Low-pressure inlet
capillary for precracking the hydrides (AsH3, PH3, etc.) by a heated Ta filament [2.17, 2.18].
(c) High-pressure source for simultaneous inlet of PH3 and AsH3. The precracking is performed
by gas phase collisions in the heated Al2O3 capillaries [2.20]
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take account of the fact that, in contrast to TMGa and TEGa, a number of interest-
ing materials such as TEIn (triethyl-indium) and TEAl (triethyl-aluminum) for the
growth of InAs and AlAs, have an extremely low vapor pressure at room temper-
ature (Fig. 2.14) [2.21]. To achieve reasonable growth rates in the μm/h range the
storage vessel and the gas lines up to the UHV inlet valve thus have to be heated
moderately to increase the MO vapor pressure.

In contrast to standard MBE, where the UHV system is usually pumped by
ion pumps, MOMBE is performed by means of cryopumps in combination with
turbomolecular or diffusion pumps (Fig. 2.13a). But in common with MBE, the
substrate surface has to be cleaned by chemical etching and final rinsing in water
before mounting in into the growth chamber. Starting from a background pressure
of about 10−10 Torr after bake-out, the growth process begins with the heating of the
substrate in the cracked AsH3 molecular beam to 500–600◦C (growth temperature);
then the metal-organic molecular beam is switched on. During growth the total pres-
sure in the chamber rises up to about 10−6 Torr, with hydrogen and hydrocarbons
as decomposition products being the major components within the residual gas. For
the growth of GaAs the metal-organic components TMGa [Ga(CH3)3] and TEGa

Fig. 2.14 Temperature dependence of vapor pressures for the common group III and group V
(a) as well as for the group II and group VI (b) organometallic source materials. The group II
and group VI materials can be used for p- and n-type doping of III-V semiconductor layers. The
explanation of the symbols is as follows: TIBGa: Triisobutyl gallium, TMAl: Trimethyl aluminum,
TEAs: Triethyl arsenic, PhAsH2: Phenylarsine, etc. [2.21]
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[Ga(C2H5)3] are used. In contrast to AsH3 they are not predissociated but react on
the surface to form Ga which becomes incorporated into the growing crystal.

With both TMGa and TEGa, carbon resulting from the decomposition of the
metal-organic is also incorporated into the growing GaAs film as an acceptor (C
on an As site). The III/V ratio, of course, can be used as a parameter to con-
trol the p-type doping level. The higher the MO beam pressure at constant AsH3
flux, the higher the resulting p-doping level. There is, however, a considerable
difference in the minimum attainable doping levels. The use of TMGa always
gives rise to hole concentrations between 1019 and 1021 cm−3 at 300 K, whereas
the less stable TEGa must be used to obtain doping levels between 1014 and
1016 cm−3. Using well-defined mixtures of the two metal-organics, the intermediate
doping regime can also be covered and p-doped GaAs layers with hole concentra-
tions between 1014 and 1021 cm−3 can be grown in a controlled way (Fig. 2.15)
[2.22].

The room-temperature Hall mobility, i.e. the electrical (crystallographic) qual-
ity of these layers is comparable with that of layers obtained by other techniques
(MOCVD, MBE) (Figs. 2.9 and 2.15).

The n-type doping of III-V compound layers can also be performed by means of
gas line sources. Using SiH4 (5% in H2 carrier gas) for Si doping of GaAs, electron
concentrations between 1015 and 1019 cm−3 can be achieved at room temperature.
For doping levels above 1016 cm−3, the SiH4 has to be predissociated in a similar
way to the AsH3 using the same type of inlet capillary. The electron mobilities
obtained for GaAs are also comparable to characteristic values for MBE grown
layers (Fig. 2.9).

It has been shown in general that both the electrical, and the crystallographic and
morphological quality of MOMBE grown layers of GaAs, GaInAs, etc. is as good
as that of layers produced by MBE. Concerning the density of the surface defects

Fig. 2.15 Room-temperature Hall mobilities μ300 of MOMBE-grown, intentionally p-doped (car-
bon) GaAs layers [orientation (100)] by the use of TMGa only (�), TEGa only (◦), and mixtures
of both alkyls (•). Solid line: best mobilities from literature [2.22]



2.5 Epitaxy by Means of Chemical Reactions 49

that inevitably occur during the growth process, the MOMBE process is superior to
MBE. Larger, so-called oval defects having typical diameters of about 10 μm are
absent on MOMBE-grown surfaces [2.23].

From the experience with III-V epitaxy from gaseous, in particular MO sources,
it is inferred that a number of other semiconductor and metal over-layers might also
be deposited in a UHV system by means of gaseous source materials. Beside metal-
organics such as TMGa, TEGa, TEIn, etc., carbonyls such as Ni(CO)5, Fe(CO)5,
etc., might also be interesting [2.24].

Another interesting aspect emerges when one compares MBE and MOMBE.
As compared with MBE the surface chemical reactions leading to film growth
in MOMBE are far more complex (dissociation of TEGa, etc.). This allows a
defined control of the reactions and thus of the growth process by external param-
eters such as light irradiation or electron bombardment. By scanning a focused
light beam of appropriate photon energy over the growing surface, growth can
be laterally enhanced and suppressed in other areas which are not hit by the light
beam. Two-dimensional structures can thus be produced during the growth process
itself.

Techniques such as MBE and MOMBE are best applied to surface research as
in situ methods, i.e. the freshly grown surface is transferred under UHV conditions
from the growth chamber into another so-called analysis chamber, which is coupled
by a UHV valve and a transfer unit to the growth chamber (Fig. 2.10). In the par-
ticular case of GaAs or related compound surfaces prepared by MBE or MOMBE,
however, an interesting method exists which allows preparation and analysis of the
clean surfaces in separate UHV systems. The freshly grown surface is passivated in
the growth chamber by the deposition of an amorphous As layer after completion of
the growth process [2.25]. For this purpose the epitaxial film is cooled down after
growth in the arsenic beam (MBE) or in the predissociated AsH3 beam (MOMBE).
The surface is thus “capped” by an amorphous As film which protects it against
contamination when brought to atmosphere.

After loading the sample into a separate UHV chamber for surface research,
mild annealing up to about 300◦C causes desorption of the As film and the MBE
or MOMBE grown surface is exposed in a clean and crystallographically well-
preserved state. The desorption temperatures of around 300◦C are below the limit
where decomposition of the surface or the formation of defects (arsenic vacancies,
etc.) occurs. Thus, freshly prepared III-V compound semiconductor surfaces can
even be transferred between different laboratories.

In conclusion, MBE and MOMBE open new possibilities for preparing clean
and well-defined surfaces and interfaces in a UHV environment, without many of
the restrictions concerning the specific crystallographic type of surface or inter-
face. In this field, the demands of research on interface physics are simultane-
ously beneficial in the interests of technology, where these techniques allow the
production of sophisticated semiconductor layer structures, devices and circuits
[2.26].
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Panel III
Auger Electron Spectroscopy (AES)

Auger Electron Spectroscopy (AES) is a standard analysis technique in surface
and interface physics [III.1–III.3]. It is used predominantly to check the cleanli-
ness of a freshly prepared surface under UHV conditions. Other important fields of
application include studies of film growth and surface-chemical composition (ele-
mental analysis) as well as depth profiling of the concentration of particular chem-
ical elements. The last of these applications involves alternate sputtering and AES
stages.

AES is an electron core-level spectroscopy, in which the excitation process is
induced by a primary electron beam from an electron gun. The Auger process results
in secondary electrons of relatively sharply-defined energy, which are energy anal-
ysed and detected by a standard electron analyser (Panel II: Chap. 1). Cylindrical
Mirror Analyzers (CMA) are widely used in this connection. As with all other elec-
tron spectroscopies, AES is surface sensitive because of the limited escape depth
of electrons. According to Fig. 4.1 observation of Auger electrons with a kinetic
energy around 1000 eV means an observation depth of about 15 Å. Typical probing
depths in AES are in the range 10–30 Å.

The principle of the Auger process is explained in Fig. III.1. The primary electron
produces an initial hole by ionization of a core level (K or L shell). Both primary
electron and core electron then leave the atom with an ill-defined energy; the escap-
ing primary electron has lost its “memory” due to the complexity of the scattering
process. The electronic structure of the ionized atom rearranges such that the deep
initial hole in the core level is filled by an electron originating from an energetically
higher-lying shell. This transition may be accompanied by the emission of a charac-
teristic X-ray photon, or alternatively the deexcitation process might be a radiation-
less Auger transition, in which the energy gained by the electron that “falls” into
the deeper atomic level is transferred to another electron of the same or a different
shell. This latter electron is then emitted with a characteristic Auger energy, thereby
leaving the atom in a double-ionized state [two holes in different (or the same) core
levels]. The characteristic Auger energy is close to the characteristic X-ray photon
energy but, due to many-body interactions, it is not identical. In comparison to the
X-ray emission process the final state of the atom now has one more hole and is thus
more highly ionized.
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Since the emitted Auger electron carries a well-defined kinetic energy that is
directly related to differences in core-level energies, measurement of this energy
can be used to identify the particular atom. Chemical element analysis is possible in
the same way as with characteristic X-ray emission, but in AES with much higher
surface sensitivity.

The nomenclature of Auger transitions reflects the core levels involved
(Fig. III.1). When the primary hole is produced in the K shell, the Auger process
is initiated by an outer electron from the L shell, e.g. the L1 level as in Fig. III.1.
This electron falls into the initial K vacancy giving up its transition energy to another
electron from the L shell, e.g. the L2 shell; such an Auger process is termed a KL1L2
process (Fig. III.1a). Another possibility is shown in Fig. III.1b. In this case the two
final holes are both in the M1 shell. Since the initial hole was in the L1 shell, this
is known as an L1M1M1 process. If the initial hole is filled by an electron from
the same shell (Fig. III.1c), the process is called a Coster-Kronig transition (e.g.,
L1L2M1).

When the Auger process occurs in an atom that is bound in a solid, electronic
bands may be involved in the transition, in addition to sharply-defined core levels.
The process shown in Fig. III.1d involves the formation of a primary hole in the L3
shell and deexcitation via an electron from the valence band (V), which transfers its
transition energy to another valence-band electron. This process is correspondingly
called an L3VV process. The strongest intensity is observed for processes in which
the two final holes are produced in regions of a high valence-band density of states.

To illustrate the calculation of the characteristic energy of an Auger transition, we
consider as an example the KL1L2 process of Fig. III.1a. In a simple, one-electron

Fig. III.1 a–d Explanation of the Auger process on the basis of atomic-level schemes. A primary
electron produces an initial hole in a core level and the escaping electron is indicated by a broken
arrow; another electron is deexcited from a higher shell, core levels in (a, b, c) and the valence
band of a solid in (d). The deexcitation energy is then transferred to a third electron, which leaves
the system as an Auger electron
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picture the kinetic energy of the outgoing Auger electron would be given by a
difference between the corresponding core-level energies: Ekin = EK− EL1 − EL2 .
These energies can be obtained from X-ray photoemission spectroscopy (XPS,
Sect. 6.3). By using experimental XPS data, one already takes into account many-
electron relaxation effects (Sect. 6.3). However, the Auger process differs from
photoemission by the formation of an additional core hole. A further correction
term �E is therefore used to describe the many-electron effects related to the cor-
responding rearrangement of the other electrons. The KL1L2 process thus yields an
Auger electron with the energy

EZ
KL1L2

= EZ
K − EZ

L1
− EZ

L2
−�E(L1L2). (III.1)

where Z is the atomic number of the element concerned. The correction term
�E(L1,L2) is small; it involves an increase in binding energy of the L2 electron
when the L1 electron is removed, and of the L1 electron when an L2 electron is
removed. The detailed calculation of the correction term is, of course, difficult, but
there is a reasonable empirical formula, which relates the higher ionization states of
atom Z to the core-level energies of the atom with the atomic number Z + 1. The
average increase in binding energy due to a missing electron in the L1 shell is thus
approximately expressed by (EZ+1

L1
− EZ

L1
)/2 and the correction term follows as

�E(L1L2) = 1

2
(EZ+1

L2
− EZ

L2
+ EZ+1

L1
− EZ

L1
). (III.2)

As an example we consider the KL1L2 process for an Fe atom (Z = 26). The
experimentally observed Auger energy is EFe

KL1L2
= 5480 eV. For an approximate

calculation of this energy we use the core level energies determined from XPS:
EFe

K = 7114 eV, EFe
L1
= 846 eV, EFe

L2
= 723 eV. Furthermore, for the correction

term (III.2) the corresponding experimental binding energies for Co (Z = 27) are
taken as ECo

L2
= 794 eV, ECo

L1
= 926 eV. As an approximate value one thus obtains

EFe
KL1L2

� 5470 eV, a value which deviates only by 10 eV from the Auger energy
actually observed.

The principal Auger electron energies of the elements are given versus atomic
number in Fig. III.2. Three main branches, the KLL, LMM and the MNN processes
can be distinguished. The stronger transitions are indicated by heavier points. The
various transitions within a single group KLL, LMM or MNN result from different
spin orientations in the final state of the atom. One realizes that atoms with less than
3 electrons cannot undergo Auger transitions. The strong Z dependence of the bind-
ing energies and of the Auger energies (Fig. III.2) is important for the application of
AES as a chemical analysis technique.

An Auger transition is a complex process involving several different steps, but
the crucial interaction is between the electron filling the initial core hole and the
electron taking up the corresponding energy to be emitted from the atom as an Auger
electron. This energy transfer from one electron to the other is facilitated mainly by
the Coulomb interaction. Auger transition probabilities can thus be approximately
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Fig. III.2 Principal Auger electron energies as a function of the atomic number Z. The strongest
transitions of each element are indicated by bold points [III.2]

calculated using Coulomb interaction potentials of the type e2/|r1 − r2| for two
electrons at r1 and r2. The transition probability for a KLL process (Fig. III.1a) is
thus obtained as

WKLL ∝
∣∣∣∣
〈
ψ1s(r1)e

i k·r2

∣∣∣∣ e2

|r1 − r2|
∣∣∣∣ψ2s(r1)ψ2p(r2)

〉∣∣∣∣
2

. (III.3)

The two-electron initial stateψ2s(r1)ψ2p(r2) is described by the two single-electron
wave functions 2s and 2p. The final state ψ1s(r1) exp(ik · r2) contains electron 1 in
its 1s state and electron 2 escapes as a free electron with the wave vector k (plane
wave state). More complex many-electron effects are not contained in this simple
description: A detailed calculation yields, as its main result, that the Auger-transition
probability is roughly independent of Z, in contrast to the strong Z dependence of
radiative transitions. Furthermore Auger processes do not obey the dipole selection
rules that govern optical transitions. The transition probability is determined essen-
tially by the Coulomb interaction and not by a dipole matrix element. For example,
the prominent KL1L1 Auger transition is forbidden optically, since it does not satisfy
�� = ±1 and � j = ±1, 0.

The standard equipment for AES consists of an electron gun, which produces the
primary electron beam with a typical energy of 2000 to 5000 eV. The most com-
monly used energy analysers for Auger electrons are hemispherical or Cylindrical
Mirror Analysers (CMA). The electron gun is sometimes integrated into the CMA
on its central axis (Fig. III.3). This is particularly useful for depth profiling, where
AES is combined with ion sputtering. Because of the small Auger signals AES
is usually carried out in the derivative mode to suppress the large background of
true secondary electrons. The differentiation is performed by superimposing a small
alternating voltage v = v0 sinωt on the outer cylinder voltage V and synchronously
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Fig. III.3 Schematic plot of a
standard experimental set-up
for Auger Electron
Spectroscopy (AES). The
primary electron beam is
generated by an electron gun
which is integrated on the
central axis of a Cylindrical
Mirror Analyser (CMA). An
additional sputter ion gun
provides the possibility of
depth analysis

detecting the in-phase signal from the electron multiplier with a lock-in amplifier.
In this mode the detector current

I (V + v0 sinωt) � I0 + dI

dv
v0 sinωt + . . . . (III.4)

contains the first derivative dI/dv as the prefactor of the phase-sensitively detected
AC signal with the angular frequency ω.

On the basis of this detection mode, Auger line energies are usually given in
reference works as the position of the minimum of the derivative spectrum dN/dE
(Fig. III.4). This energy, of course, does not coincide with the maximum of the
Auger peak in the non-differentiated spectrum. As an example of the application
of AES, Fig. III.5 shows differentiated dN/dE spectra measured for a nearly clean
GaAs surface (b) and for the same surface covered with an amorphous As film
(a). The GaAs(100) surface had been grown in a Metal-Organic Molecular Beam
Epitaxy (MOMBE) system (Sect. 2.5). In order to transfer the clean, freshly grown
surface through atmosphere into another UHV system, after growth the surface
was covered with a passivating As layer. This As layer is removed in the second
UHV system by mild annealing to about 350◦C and a well-defined, clean, and

Fig. III.4 Qualitative
comparison of a
non-differentiated Auger
spectrum N (E) with its
differentiated counterpart
dN (E)/dE (lower plot). The
AES peak with a maximum at
E0 generates a
“resonance”-like structure in
dN/dE , whose most negative
excursion at EA corresponds
to the steepest slope of N (E)
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Fig. III.5 a,b Differentiated Auger electron spectra dN (E)/dE measured with a primary electron
energy of 2000 eV on a GaAs(100) surface prepared by Metal-Organic Molecular Beam Epitaxy
(MOMBE). (a) After the epitaxy process the surface was covered in the MOMBE system by an
amorphous arsenic film and transferred through air into the analysis chamber for the AES analysis.
This spectrum corresponds to the As-capped surface. (b) After mild annealing to about 300◦C the
arsenic film is desorbed and the characteristic spectrum of the GaAs surface appears, with very
slight contamination due to K [III.4]

well-ordered GaAs surface appears. The Auger spectrum of the As-covered surface
(Fig. III.5a) shows a number of high-energy As peaks between 1100 and 1300 eV
due to LMM processes (Fig. III.2). In addition, low-energy As lines are seen at
energies below 100 eV. The flat curve between 200 and 500 eV reveals that none of
the common contaminants K, C, In or O are present in the As overlayer, at least
not within the detection limit of AES. After desorption of the passivating As film
(Fig. III.5b) new peaks appear slightly below 1100 eV. These are Ga LMM peaks
stemming from the topmost Ga atoms of the “clean” GaAs surface. Around 250 eV
a small K Auger signal (LMM transition) indicates a slight K contamination of the
GaAs(100) surface. From a differentiated spectrum such as that of Fig. III.5 it is
difficult to accurately evaluate the Auger line shape and detect minor shifts due to
a different chemical surrounding. In order to use AES to investigate these details,
non-differentiated spectra must be measured.

The sensitivity of AES to small amounts of surface contamination is usually no
better than 1% of a monolayer. Surfaces that appear clean in AES might well show
contamination when examined with photoemission (UPS, XPS) or Electron Energy
Loss Spectroscopy (EELS, HREELS, Panel IX: Chap. 4). A further severe disad-
vantage of AES relates to its applicability to semiconductor surfaces. Due to the
high energy and current density of the primary electron beam, defects are produced
at a relatively high density, particularly on compound semiconductors such as GaAs
or ZnO. These defects can cause dramatic changes in the electronic properties of
the surface: electronic surface states and thus space-charge layers (Sect. 6.7) are
formed. Thus AES can usefully be combined with optical or electronic studies of a
semiconductor surface only in a final analysis step.
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Panel IV
Secondary Ion Mass Spectroscopy (SIMS)

In Secondary Ion Mass Spectroscopy (SIMS) [IV.1, IV.2] a primary ion beam con-
sisting, e.g., of Ar+ ions with a typical energy between 1 and 10 keV is incident
on a surface. Due to the transferred impact energy neutral atoms, molecules and
ions – so-called secondary ions – are emitted from the surface; they are analysed and
detected by a mass spectrometer. The measured mass spectrum then yields informa-
tion about the chemical composition of the surface. This type of static SIMS is used
in surface physics to study the composition of the topmost atomic layer, including
the nature and properties of adsorbed layers. In a second type, the dynamic SIMS,
higher primary-beam currents are used. Thus, a much higher rate of emission of
secondary ions results, and the sputtering process removes considerable quantities
of material. During this process one monitors the secondary-ion mass spectra, which
yield information about the chemical elements contained in the removed material.
This kind of measurement allows a layer by layer analysis of the substrate, i.e. a
depth profiling of the chemical composition. This method is extremely useful in
studies of thin films.

The main components of a typical static SIMS set-up are illustrated in Fig. IV.1.
The whole apparatus (Fig. IV.1a) operates under UHV conditions and is connected
via a flange to a UHV analysis chamber containing sample-handling systems, the
mass spectrometer (usually a quadrupole mass spectrometer) and often other equip-
ment for LEED (Panel VIII: Chap. 4), AES (Panel III: Chap. 2), etc. The ion source
is usually a discharge source located in the ionization chamber. The primary ions are
accelerated to energies of 1–10 keV and are focussed prior to the passing through
a magnetic mass separator (magnetic sector field normal to ion beam). Having
acquired a well-defined ion mass and energy, the ion beam is then directed through
an aperture (beam centering plates) onto the sample. The primary beam should have
a homogeneous current density over its cross section (typically ≈ 0.1 cm2), and
this should be controllable over a wide range between 10−4 and 10−10 A/cm2, in
order to be able to change the sputtering conditions. The secondary-ion beam emit-
ted from the sample surface is accelerated by an applied voltage before entering
the quadrupole mass filter. After mass separation an electrostatic mirror reflects
the secondary ions into the detector, usually an electron multiplier. The detector
is positioned out of “direct sight” of the beam, in order to avoid the measurement
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Fig. IV.1 a,b Schematic view of the experimental set-up for Secondary Ion Mass Spectroscopy
(SIMS). (a) General overview of the whole apparatus. The main components are: ion source
consisting of ionization chamber and lens system, magnetic mass separator (sector field ana-
lyzer), sample contained in UHV chamber, quadrupole mass analyzer with channeltron as detector.
(b) Components of a Quadrupole Mass Spectrometer (QMS)

of neutral particles and photons, etc., which would give rise to a considerable
background.

An important part of the equipment is the Quadrupole Mass Spectrometer
(QMS), which contains as basic components four quadrupole rods (Fig. IV.1b).
The rods are pairwise biased with a superposition of a DC voltage U and an AC
component V cosωt (ω/2π) being typically 1 MHz). The electric potential near the
z-axis of the analyzer is thus

φ(x, y, t) = 1

r2
0

(U + V cosωt)(x2 − y2), (IV.1)

where r0 is the radius of the rod (typically 5 mm). For the mass analysis U and
V are scanned. V is typically 1 kV at maximum, whereas the DC component U is
chosen to be about V/6 for optimum performance. With the electric field E = −∇φ,
(IV.1) yields the following dynamic equations for a positive ion (charge q, mass m)
entering the rod system along z through an aperture:⎛

⎝ ẍ
ÿ
z̈

⎞
⎠ = 2q

mr2
0

(U + V cosωt)

⎛
⎝−x

y
0

⎞
⎠ . (IV.2)
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In the z direction the ion is not accelerated. The solution of (IV.2) for the x and y
coordinates leads to differential equations of the Mathieu type. But the following
qualitative argument is sufficient to show that the dynamics described by (IV.2)
causes mass separation. Because of their inertia, heavy ions cannot follow the high-
frequency field. For high enough masses (IV.2) can be approximated by(

ẍ
ÿ

)
� 2qU

mr2
0

(−x
y

)
, (IV.3)

i.e., a harmonic oscillation with frequency Ω = (2qU/mr2
0 )

1/2 in the x-direction,
whereas in the y-direction the motion is unbounded with y(t) ∝ exp(Ωt). For
rods of length 10–20 cm the ion hits the electrodes and is discharged. Low masses,
however, can follow the high-frequency field, which dominates (V > U ) the DC
bias. In the x-y plane the light ions perform an oscillatory motion with the frequency
of the AC bias. Their amplitude increases, and discharging at the rods might result.
In the y-direction the DC field component has a defocussing effect; for small y
values at least, the resulting force is directed outwards. With increasing amplitude,
i.e. increasing distance from the central axis, the effect of the AC field becomes
stronger and causes the ion to move back to the axis. The result is a stable oscil-
lation around the central axis, a motion which allows the ion to pass through the
filter. To summarize, heavy ions can carry out stable oscillations in the x-direction,
whereas in the y-direction light ions can pass the filter under certain conditions. For
a narrow mass range there is overlap between the two regimes, ions can pass both
in x- and y-directions, and can thus pass the whole rod arrangement. When the ratio
of AC/DC components (V/U ) is about 6, this critical pass regime contains only
one mass. For a mass scan, therefore, the voltages V and U are varied simultane-
ously, maintaining a constant ratio. In this way the masses are successively “shifted”
through the “window”, where stable oscillations between the rods are possible.

When a mass spectrum needs to be analyzed quantitatively, one must keep in
mind that the transmittance of a QMS is dependent on mass (Fig. IV.2). Calibra-
tion of the signal intensity versus mass must therefore be performed by means of
well-defined inert gas mixtures. It is worth mentioning that, for mass spectroscopic
measurements other than those involved in normal SIMS, the ionization chamber
in front of the quadrupole rods causes partial cracking of the incoming molecules.
The dissociation products are detected in well-defined ratios, the so-called cracking
pattern, which have to be known for a detailed analysis of mass spectroscopic data.

Besides the physics related to mass analysis in the QMS, the sputtering process
due to the action of the primary ion beam is also of importance in SIMS [IV.4].
The energy transfer from the incoming primary ion to a substrate atom near the sur-
face occurs via a cascade of two-body collisions (Fig. IV.3). This collision cascade
is more or less destructive for the sample. Lattice defects are produced, primary
ions are implanted in the topmost atomic layers and, finally, surface substrate (or
adsorbate) atoms are removed as neutrals or as secondary ions which are detected
in the QMS. Removal of a surface atom in the sputtering process requires that the
elastically transferred energy exceeds the binding energy. Correspondingly, three
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Fig. IV.2 Typical transmission ratio of a quadrupole mass filter as a function of mass number
(amu) in the range 4–350. Important arsenic masses Asx , are indicated by arrows [IV.3]

Fig. IV.3 Schematic representation of the sputtering process. The cascade of single particle colli-
sions involves the impact of a primary ion, formation of defects, implantation of ions, and removal
of a surface atom (substrate or adsorbate) as a neutral or a secondary ion

regimes of sputtering by elastic collisions can be distinguished (Fig. IV.4). In the
single-knock-on regime, atoms recoiling from the ion-target collision receive suf-
ficient energy to be sputtered out of the sample, but not enough to generate recoil
cascades (Fig. IV.4a). This regime applies mainly to primary ion energies below
1 keV. In the linear-cascade regime (primary energy 1 keV–1 MeV) the recoil atoms
themselves carry enough energy to produce further recoils. A cascade is generated,
but the density of recoil atoms is low enough that knock-on collisions dominate and
collisions between moving atoms are infrequent (Fig. IV.4b). For heavy primary
ions with high energy the so-called spike regime is attained, where the density of
recoil atoms is so high that within a certain volume (spike volume), the majority of
atoms are in motion.

The basic parameter for a quantitative description of the sputtering process is the
sputter yield Y (number of sputtered surface particles per incident particle). With a
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recoil atoms from ion-target collisions receive sufficiently high energy to be sputtered. (b) The
linear cascade regime; recoil atoms from ion-target collisions receive sufficiently high energy to
generate recoil cascades. (c) The spike regime; the density of recoil atoms is so high that the
majority of atoms within a certain volume are in motion

primary ion current density of jPI = eν (ν being the primary ion flux density), the
number of sputtered particles during time dt is given by

− dN = NYνAdt (IV.4)

where A is the surface area hit by the beam and N the density of surface atoms.
For an adsorbate layer which is sputtered off, the coverage θ(t) is given by the ratio
N (t)/Nmax. Equation (IV.4) has the solution

N (t) = Nmax exp

(−Y jPI

eNmax
t

)
, (IV.5)

i.e., the sputtering efficiency can be described by the average lifetime

τ = eNmax

Y jPI
(IV.6)

for a target atom in the surface. The important parameter, the primary ion-current
density jPI, controls the sputtering rate as expected. The degree of surface destruc-
tion induced by the method depends sensitively on the magnitude of the primary ion
current density.

For current densities of 10−4 and 10−9 A/cm2 the average lifetimes are in the
order of 0.3 s and 9 h, respectively; i.e. about 3 and 3 ·10−5 monolayers of atoms are
removed per second, respectively. This estimate clearly highlights the very different
experimental conditions involved in static (less destructive) and dynamic SIMS.

Another factor determining the signal strength in SIMS is the degree of ioniza-
tion. The secondary particles (Fig. IV.3) are mostly emitted as neutrals. For example,
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for clean metal surfaces, less than 5% of the secondaries are ionized. During the
emission process the secondary particle is in permanent interaction with the surface
and possibly with other particles whose chemical bonds are likewise being disrupted
(Fig. IV.3). This complex interaction is responsible for excitation, ionization or
deexcitation and neutralization of the emitted particle. To a good approximation,
one can assume that the formation of the collision cascade and its propagation have
no effect on the excitation and ionization state of the individual secondary particle.
Although model descriptions in terms of Auger processes (Panel III: Chap. 2) and
auto-ionization processes of highly excited atoms and molecules do exist for the
surface excitation processes, practical SIMS analysis is based mainly on empirical
data for sputter yields and ionization cross sections (Table IV.1) [IV.5, IV.6].

In static SIMS primary current densities in the 10−9 to 10−10 A/cm2 range are
used, and the sputtering rate is correspondingly extremely low, on the order of 10−4

to 10−5 monolayers per second. The accompanying destruction of the surface is
very minor, and the method is mainly used to study the topmost atomic layer; inves-
tigations of surface composition, adsorption processes and surface chemical reac-
tions are the major fields of application. The low primary current densities result in
very low secondary ion-current densities (< 10−16 A/cm2), which require sensitive
detection equipment, e.g. pulse counting. Using empirical data (Table IV.1) for the
sputtering yield Y and the degree of ionization, α, even a quantitative determination
of adsorbate (mass M) coverages θM is possible. From the expressions (IV.4–IV.6)
one obtains for low sputtering rates, a secondary ion current ISI(M) at mass M of

ISI(M) = IPIY αηθM , (IV.7)

where IPI is the primary ion current, and η the transmissivity of the QMS. Using
characteristic data from Table IV.1 and a typical QMS transmissivity η of about
0.01, one can estimate that in static SIMS the detection limit for adsorbed atoms can
be as low as 10−6 monolayers in favourable cases. The surface sensitivity of SIMS
is therefore higher by several orders of magnitude than that of most electron spectro-
scopies (AES, UPS, XPS, EELS, etc.). As an example Fig. IV.5 shows the negative
secondary ion spectrum of a clean Mo surface, which was exposed to 10−4 Torr · s

Table IV.1 Empirical values for absolute positive ion yields S+ of clean metals and their respective
oxides. The experimental values have been determined using Ar+ as primary ions [IV.5]. The
degree of ionization α = S+clean/S was calculated assuming that the sputter yield is the same for
metals and oxides [IV.6]

Element S+clean α S+oxide α S+oxide/S+clean Ȳ

Mg 8.5 · 10−3 4 · 10−3 1.6 · 10−1 8 · 10−2 20 2.1

Al 2 · 10−2 1 · 10−2 2 1 100 2
V 1.3 · 10−3 7 · 10−4 1.2 6 · 10−1 1000 1.9
Cr 5 · 10−3 3 · 10−3 1.2 6 · 10−1 200 1.8
Fe 1 · 10−3 5 · 10−4 3.8 · 10−1 2 · 10−1 380 2
Ni 3 · 10−4 2 · 10−4 2 · 10−2 1 · 10−2 70 1.7
Cu 1.3 · 10−4 7 · 10−5 4.5 · 10−3 2 · 10−3 30 2.4
Sr 2 · 10−4 1 · 10−4 1.3 · 10−1 7 · 10−2 700 1.3
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Fig. IV.5 Spectrum of negative secondary ions sputtered from a Mo surface which was cleaned by
ion bombardment and subsequently oxidized in 100 L oxygen [IV.7]

(100 Langmuir) oxygen. The spectrum was obtained by sputtering off less than 1%
of a monolayer with 3 keV Ar+ ions at a current density of 10−9 A/cm2. The obser-
vation of MoO−x ions indicates the presence of an oxide. A problem arising in the
interpretation of SIMS data is that, for more complex systems, a certain fraction of
the observed ions may originate from interactions between the primary beam and
the target atoms or molecules.

In dynamic SIMS the high sputtering rates needed for depth profiling (several
monolayers per second) are obtained by primary ion current densities of 10−4 to
10−5 A/cm2. More than one mass signal is usually recorded versus time during the
erosion process. For a constant incident current, the time elapsed can be directly
related to a depth scale. High sputtering rates limit the depth resolution since mass
signals from several atomic layers are mixed in the detector causing sharp profiles
to be smeared out. In practice, the sputtering rate must be carefully adjusted in
order to combine the optimum depth resolution with the required maximum erosion
depth. Figure IV.6 exhibits a SIMS depth profile recorded with high spatial and mass

Fig. IV.6 Depth profile (ion intensity versus sputtering depth) of a Ta oxide layer obtained by
anodic oxidation of a Ta substrate in an aqueous solution of ammonium citrate enriched with 18O
[IV.8]
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Fig. IV.7 SIMS depth profile of a GaAs(100) nipi doping superlattice with 10 periods (800 Å
thick). p-doping was performed with carbon (C) and n-doping with Si. Nominal concentrations are
about 1018 cm−3. Inset: qualitative band structure of a nipi superlattice [IV.9]

resolution (the three mass signals belong to M = 18, but mass separation is achieved
by measuring the different isotopes). One data point required a measurement time
of 0.2 s, during which about two monolayers were sputtered off. In Fig. IV.7, on the
other hand, a depth profile of an alternately n- and p-doped GaAs film (produced in
MOMBE; Sect. 2.5) is displayed. The Si mass signal (Si is the n-type dopant) was
recorded versus sputtering depth.
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Problems

Problem 2.1 Cubic alkali-halide crystals cleave along the {100} faces, III-V mate-
rials like GaAs along {110}, whereas silicon cleaves along {111}. Give arguments
for this particular cleavage behavior.

Problem 2.2 Tellurium is a convenient n-doping material in the MBE growth of
GaAs. What is the Te-beam flux F needed at the growing GaAs surface (growth
rate 1 μm/h), in order to reach a bulk doping level of ND = 1017 cm−3, when
every impinging Te atom is assumed to be built into the growing layer. To what
temperature must the Te crucible be heated when the distance between substrate
and crucible opening (open area: 0.5 cm2) amounts to 5 cm?

Problem 2.3 What Ar pressure is needed for 4.5 · 1020 Ar atoms to impinge on a
circular surface with a diameter of 1.5 mm at a temperature of 425 K.

Problem 2.4 In the MBE growth of GaAs the sticking coefficient of Ga on GaAs
is assumed to be one. The arsenic vapor pressure is adjusted such that the growing
surface is As-stabilized. By use of the equilibrium vapor-pressure curves (Fig. 2.8)
estimate the Ga crucible temperature for a growth rate of 1 μm/h for GaAs. The
opening of the Knudsen cell is assumed to be point-like and 25 cm away from the
center of the substrate wafer. The lattice constant of GaAs amounts to 0.565 nm.

The growing GaAs layer shall be n-doped with Si. The probability for Si incor-
poration is one. What is the necessary Si crucible temperature to reach a doping
level of 1018 cm−3?

What is the achieved growth homogeneity on a non-rotating 5 cm (2 inch) wafer
when the Knudsen cell is directed with its axis under an angle of 30◦ to the wafer-
surface normal?



Chapter 3
Morphology and Structure of Surfaces,
Interfaces and Thin Films

To begin with, it will be useful to give a brief definition of the terms morphology
and structure. The term morphology is associated with a macroscopic property of
solids. The word originates from the Greek μoρφή, which means form or shape,
and here it will be used to refer to the macroscopic form or shape of a surface
or interface. Structure, on the other hand, is associated more with a microscopic,
atomistic picture and will be used to denote the detailed geometrical arrangement of
atoms and their relative positions in space.

The distinction between the two terms, however, is sometimes not so clear, even
in the case of a clean, well-defined surface prepared in UHV (Chap. 2). What we
consider as morphology, i.e. as shape, depends on the type of property being consid-
ered and on the resolution of the technique used for its observation. Furthermore, the
atomistic structure may often determine, or at least have a significant influence on,
the morphology of an interface. For example, details of the interatomic forces deter-
mine whether a metal deposited on a semiconductor surface grows layer by layer or
whether islands are formed. It is thus necessary to consider both aspects, morphol-
ogy and structure, in a little more detail. For this purpose one has to approach the
problem of an interface from both macroscopic and atomistic viewpoints.

3.1 Surface Stress, Surface Energy, and Macroscopic Shape

The most general macroscopic approach to a problem in the physics of matter is
that of thermodynamics. Indeed, there are thermodynamic rules which govern the
macroscopic shape and therefore the formation of a particular type of surface or
interface of a solid to an adjacent medium or the vacuum. Basic concepts in this con-
text are those of the free specific energy of a surface or interface and that of surface
stress (sometimes called surface tension). These concepts were developed originally
by Gibbs [3.1] in his theoretical treatment of a gas/solid (non-crystalline) interface.
In this treatment a distinction between surface free energy and surface tension was
not necessary because a crystalline structure of the solid with tensorial elastic prop-
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erties was not considered. For crystalline solids elasticity theory yields the adequate
continuum description in terms of the elastic stress tensor τij = ∂ fi/∂a j with d fi the
differential force in i direction on an area element da j with normal in j direction
and εij = ∂ui/∂x j , the strain tensor with dui the length change of a volume element
in i direction upon a position change dx j in j direction.

When a surface is created, the electrons respond to the absence of atoms above
the surface so that the charge distribution near the surface, i.e., details of the chemi-
cal bonds, becomes different from that in the bulk. On the atomic scale forces on the
atoms in the topmost atomic layers are changed with respect to the bulk situation.
The stress tensor τij therefore varies along an axis z perpendicular to the surface
within several atomic distances. One therefore can define a surface stress tensor
(Fig. 3.1) by [3.3, 3.4]

τ
(s)
ij =

∞∫
−∞

dz
[
τij (z)− τ (b)ij

]
. (3.1)

where τ (b)ij is the bulk stress tensor away from the surface at z = 0 and τij (z)
describes the spatial variation of stress along z, when one approaches the surface
from inside the bulk (z < 0). The tensor components which refer to the x- and
y-axes are denoted as i and j , respectively. The total surface-induced stress change
relative to the bulk, i.e., the integral along z from deep in the bulk into the vacuum
z → ∞, is the surface stress (3.1), the dimension of which is force per unit length
rather than force per area as in the case of bulk stress. Within the bulk τij (z) equals

τ
(b)
ij and the surface stress (3.1) vanishes; it has non-vanishing values only within a

thin surface film of several atomic layers.
The sign of the surface stress is positive if the surface would like to contract under

its own stress, i.e., work is required to stretch the surface elastically (tensile stress).
Negative surface stress (τ (s)ij ≤ 0) is called compressive. Typical surface stresses of
solids are of the order of 1 N/m and are confined to typical distances of 1 nm from
the surface.

Fig. 3.1 Illustration of the
variation of the bulk stress
τij (z) near the surface (solid
bold line) which defines the
surface stress according to
(3.1). The indices i and j
denote the components of the
stress tensor in the x and y
direction, respectively
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In order to define the specific surface free energy we consider the work δW which
is involved in straining a thin crystal plate of a thickness t by a strain δεij :

δW = A

t/2∫
−t/2

dz
∑

ij

τij (z)δεij (3.2)

A is the surface area of the slab and z is directed normal to the surfaces. Under
the boundary conditions of constant temperature and constant particle number δW
equals the change in surface free energy δF (s). By means of (3.1) we can split (3.2)
into a bulk and a surface contribution:

δW = δW (s) + δW (b) = δF (s) + δF (b)

= 2A
∑

ij

τ
(s)
ij δεij + At

∑
ij

τ
(b)
ij δεij (3.3)

The factor 2 in the first term is because of the two surfaces, one on each side of
the slab. The specific surface free energy γ is introduced by the differential of the
surface free energy F (s):

δF (s) = δ(γ A) = γ δA + Aδγ (3.4)

This means that the surface free energy F (s) may change by two different contri-
butions. When γ stays constant but the surface area changes by δA (first term), the
number of surface atoms is changed with a fixed average area per surface atom.
The second contribution Aδγ describes the effect that the number of surface atoms
remains constant but their energetics, i.e., the interatomic distances in a reconstruc-
tion change, varies. When we now specify a particular strain component δεij in the
first sum of (3.3) and take into account that dA = A

∑
i dεi i , we obtain, from a

comparison of (3.4) with (3.3), the following relation between surface stress τ (s)

and the surface free energy γ :

τ
(s)
ij = γ δij + ∂γ

∂εij
(3.5)

This relation is called Shuttleworth equation [3.5]. For the surface of a liquid the
specific surface free energy γ is identical to the (isotropic) surface stress τ , since
in a liquid there is no resistance to plastic deformation and the second term in (3.5)
vanishes. In a liquid there is neither a resistance to a flow of atoms from the bulk to
the surface. For solid surfaces such an atom flow to the surface depends on details
of the surface energy and surface stress in that surface spatial region, where the
atoms have to be built in. We therefore can consider the term ∂γ /∂ε = τ (s) − γ as
a thermodynamic driving force to move atoms from the bulk into the surface layer.
For τ (s) − γ > 0 the surface wants to accumulate more atoms than are found in the
bulk in a comparable volume. When τ (s) − γ < 0 the surface prefers less atoms in
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the surface layer. In this sense the quantity ∂γ /∂ε is also one driving force for the
formation of certain surface reconstructions, where the surface atomic configuration
differs from that in the bulk crystal (Sects. 3.2 and 3.3).

From (3.2 to 3.4) it is clear that the surface energy γ may be regarded as an
excess free energy per unit area. It is the reversible work of formation of a unit area
of surface or interface at constant system volume, temperature, chemical potential,
and number of components. The reversibility requirement in the definition of γ
implies that the composition and atomic configuration in the interface region are
those of thermodynamic equilibrium.

Some more words to the physical origin of this surface energy γ . If we consider
a crystalline structure with its surface next to vacuum, it costs energy to generate an
additional piece of surface while keeping the crystal volume and the number of con-
stituent atoms constant. Bonds between neighboring atoms must be broken in order
to expose new atoms to the vacuum. The formation of surface defects including steps
might also be involved in forming the new surface area. All these effects contribute
to the excess surface free energy γ . For crystalline materials, most surface properties
depend on the orientation. In particular, depending on the surface orientation (hkl)
more or less bonds have to be broken to create a piece of surface (Sect. 2.2); also
the effect of charge compensation is completely different for polar and nonpolar
surfaces of the same crystal (Sect. 2.2). The surface free energy of crystals γ (n)
is therefore strongly dependent on the orientation of the particular surface, n. The
equilibrium shape of a crystal is not necessarily that of minimum surface area, it
may be a complex polyhedron. What then determines the macroscopic shape of
solid matter at constant temperature with a fixed volume and chemical potential?
From the requirement of minimum free energy one obtains as a necessary condition

∫
A
γ (n)dA = minimum. (3.6)

Thus questions concerning the morphological stability of certain surfaces and the
equilibrium shape of materials involve a detailed knowledge of the surface energy
γ (n) and its orientational dependence (γ as a function of lattice plane (hkl) or sur-
face normal n).

In contrast to fluid interfaces, where the surface energy or tension can usually be
obtained quite easily by capillary, and similar experimental techniques, the deter-
mination of γ (n) for the solid–vapor interfaces is difficult. Accordingly, not much
reliable experimental information about γ can be found in the literature at present.
Some theoretical data according to Bechstedt [3.6] are compiled in Table 3.1.

In the theory for the crystal equilibrium shape and morphological stability, etc.
the Wulff plot of γ (n) = γ (hkl) plays an important role [3.7, 3.8]. As shown
in Fig. 3.2, the scalar surface energy γ is plotted in polar coordinates versus the
angleΘ between a particular fixed direction and the normals to the (hkl) planes. The
length of the vector from the origin to a point on the plot represents the magnitude
of γ (hkl), and the direction is that of the normal to the (hkl) plane. Because of (3.6)
one can obtain the equilibrium shape of a crystal by connecting those lattice planes
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Table 3.1 Calculated surface energies γ (in J/m2) of low index surfaces of some semiconductors
with diamond and zincblende structure as well as of some bcc (Mo, W) and fcc (Al, Au) metals.
For the semiconductors the reconstructed and for the metals the relaxed surfaces are considered.
In the (311) column the value for the (111) surface [(211) surface] of InAs [Mo, W] is listed. In
the compound case the anion chemical potential is fixed at μAs = μbulk

As − 0.2 eV. In the case
of Si experimental values [3.37] are also given in parenthesis. The compilation of the data was
performed by Bechstedt [3.6]

Crystal (100) (110) (111) (311) Reference

C 5.71 5.93 4.06 5.51 [3.33]
Si 1.41(1.36) 1.70(1.43) 1.36(1.23) 1.40(1.38) [3.33]
Ge 1.00 1.17 1.01 0.99 [3.33]
InAs 0.75 0.66 0.67 0.78 [3.34]
Mo 3.34 2.92 3.24 3.11 [3.35]
W 4.64 4.01 4.45 4.18 [3.36]
Al 1.35 1.27 1.20 [3.36]
Au 1.63 1.70 1.28 [3.36]

with minimum surface energy. The procedure of constructing the equilibrium shape
by means of the γ (hkl), plot is displayed qualitatively in Fig. 3.2. A set of planes,
each perpendicular to a radius vector is constructed at the point where it meets the
Wulff plot. The inner envelope of the planes then determines the set of surfaces
that fulfills (3.6). These surfaces are assumed by the material at equilibrium. For
liquids and amorphous solids, where γ (n) is isotropic, both the Wulff plot and the
equilibrium shape are spherical.

As a simple example for the rough calculation of γ (n) let us consider a two-
dimensional crystal with a so-called vicinal surface plane [3.8], i.e. a surface plane
which consists of a relatively high number of areas with (01) orientation being sep-
arated by steps of atomic height (Fig. 3.3a). Such a surface has an orientation angle
of θ against the (01) direction. The more steps we have per unit surface area, the
higher γ (n) = γ θ will be. The step density can be written as tan(θ/a). If now the

Fig. 3.2 Schematic plot of
the scalar surface energy
γ (hkl) in polar coordinates as
a function of angle Θ
(describing the normal
directions to the {hkl}
planes). This Wulff
construction [3.3, 3.4] yields
the equilibrium shape of a
solid (dash-dotted) as the
inner envelope of the
so-called Wulff planes, i.e.,
the normals to the radius
vectors (broken lines)
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Fig. 3.3 Schematic drawing of surface and simple Wulff plot (surface energy γ in polar coordi-
nates) for a vicinal surface plane with inclination angle θ against [01] consisting of areas with [01]
orientation (a). The Wulff plot (b) consists of circles passing through the origin

surface energy of the low-index plane (01) is set to γ0 and each step is assumed to
make a contribution γ1 to the total surface energy on the vicinal plane, one might
express the surface energy, in general, as a series in the step density tan(θ/a)

γ (θ) = cos θ

[
γ0 + γ1

(
tan θ

a

)
+ γ2

(
tan θ

a

)2

+ . . .
]
. (3.7a)

The quadratic and higher-order terms describe interactions between steps. Neglect-
ing these interactions for large step distances, i.e. small θ , one gets

γ (θ) = cos θ

[
γ0 + γ1

(
tan θ

a

)]
= γ0 cos θ + γ1

a
sin θ. (3.7b)

According to the definition of γ in the Wulff plot as a radius vector from the
origin, (3.7b) describes, within that polar plot, a circle (or sphere in three dimen-
sions) passing through the origin. This can, e.g., be shown by considering such a
circle (Fig. 3.3b) with diameter 2R and inclination Θ with respect to the x-axis. Its
mathematical description is

γ = 2R cos(θ −Θ) = 2R[cosΘ cos θ + sinΘ sin θ ], (3.8)

which is identical to (3.7b), and also enables a geometrical interpretation of γ0 and
γ1/a. Taking into account the whole range of possible θ values (four quadrants in
the plane) a Wulff plot as in Fig. 3.3b results from (3.7b). This is, of course, a rough
model in which all higher-order interactions, e.g. interactions between steps, are
neglected. More realistic models yield Wulff plots which consist of a number of
circles or spheres, as depicted qualitatively in Fig. 3.2.

For real surfaces the surface energy has enormous importance for a number
of questions related to surface inhomogeneities. If there are certain lattice planes
with particularly low surface energy, a surface can lower its total free energy
by exposing areas of this orientation. Thus, even though facetting produces an
increase in total surface area, it may decrease the total free energy and is sometimes
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thermodynamically favored. Also the appearance of surface segregations might be
described in terms of minimizing the total free energy of a surface by exposing
patches of particularly low surface energy.

As a last remark, an intuitively reasonable, but rough estimation for the sur-
face energy γ of a material is given as follows: the surface energy γ per atom is
approximately equal to half the heat of melting per atom. This relation results from
the consideration that melting involves the breaking of all the chemical bonds of
an atom, whereas γ is related to breaking only about half of the bonds of a surface
atom.

3.2 Relaxation, Reconstruction, and Defects

We now move on to consider in a little more detail the atomic structure of a surface.
It can easily be seen that on a surface, due to the absence of neighboring atoms
on one side, the interatomic forces in the uppermost lattice planes are considerably
changed. The equilibrium conditions for surface atoms are modified with respect
to the bulk; one therefore expects altered atomic positions and a surface atomic
structure that usually does not agree with that of the bulk. Thus a surface is not
merely a truncation of the bulk of a crystal. The distortion of the ideal bulklike
atom configuration due to the existence of a surface will be different for metals and
for semiconductors. In metals we have a strongly delocalized electron gas and a
chemical bond which is essentially not directed, whereas in tetrahedrally bonded
semiconductors (Si, Ge, GaAs, InP, etc.) significant directional bonding is present.
Bond breaking on one side due to the surface is expected to have a more dramatic
effect on the atomic configuration at the surface of a semiconductor.

Figure 3.4 illustrates schematically some characteristic rearrangements of sur-
face atoms. A pure compression (or possibly extension) of the topmost (or top few)
interlayer separations) normal to the surface is called relaxation. In this case, the
2D lattice, i.e. the periodicity parallel to the surface within the topmost atomic layer
is the same as for the bulk. More dramatic changes of the atomic configuration, as
shown in Fig. 3.4b, usually related to shifts parallel to the surface, can change the
periodicity parallel to the surface. The 2D unit mesh has dimensions different from
those of a projected bulk unit cell. This type of atomic rearrangement is called recon-
struction. In reconstructions the surface unit mesh must not necessarily be changed
with respect to the bulk, only the atomic displacements from their bulk positions
must be more complex than a pure shift normal to the surface as in Fig. 3.4a. As
an example we will consider below the cleaved GaAs(110) surface. Reconstruc-
tions also include surface atomic configurations in which atoms or a whole row of
atoms are missing in comparison with the bulk (Fig. 3.4c). In this case the surface
periodicity is always different from that of the bulk.

As was already mentioned above, semiconductor surfaces with their strongly
directional covalent bonding character often show quite complex reconstructions.
Up to now it has been a difficult task to determine the atomic positions of
these reconstructed surfaces experimentally. Usually, a variety of methods [LEED
(Panel VIII: Chap. 4), ARUPS (Sect. 6.3), Rutherford backscattering (Sect. 4.11),
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Fig. 3.4 a–c Schematic side
view of the characteristic
rearrangements of surface
atoms of a simple cubic
lattice with lattice constant a:
(a) Relaxation of the topmost
atomic layer normal to
surface (different lattice
spacings c);
(b) reconstruction of the
topmost atomic layer into a
surface net with double
periodicity distance 2a; (c)
missing row reconstruction
with missing atoms in the
topmost lattice plane

etc.] have to be applied to arrive at an unequivocal structural model. One of the
well-understood examples is the clean cleaved GaAs(110) surface which exhibits
in LEED the same surface unit mesh as one would expect for a truncated bulk
crystal. Nevertheless, the atomic positions at the surface are quite distorted with
respect to the bulk (Fig. 3.5). Compared with their bulk positions the As atoms of
the topmost atomic layer are raised, whereas the neighboring Ga surface atoms are
pushed inwards. There is a tilt in the surface Ga–As bond of about 27◦ to the surface
and only small changes in the Ga–As bond lengths [3.9]. In this particular case of
GaAs(110) the reconstruction develops just by simple shifts of surface atoms involv-
ing tilting of covalent bonds. An even stronger perturbation of the lattice including
bond breaking and reformation of new bonds is found on the Si(111) surface when
prepared by cleavage in UHV. In the [01̄1] direction the (2 × 1) LEED pattern
indicates a double periodicity distance in real space. The reconstruction model
which has become established for this type of surface is shown in Fig. 3.6 (more
details are given in Sect. 6.5). The Si atoms on the surface are rearranged in such a
way that neighboring dangling bonds can form zig-zag chains of π -bonds, similar
to a long-chain organic molecule [3.10]. Atoms of the next deeper atomic layers
also have to change their positions and participate in the reconstruction. Detailed
self-consistent total energy calculations reveal that in spite of bond breaking, this
so-called π -bonded chain model fulfills the requirement of minimum total energy
with respect to other, may be more obvious, atomic configurations. According to
the present state of knowledge, a slight buckling, i.e. outward and inward shift of
neighboring Si surface atoms also has to be assumed (Fig. 3.2).

One might enquire a little deeper into the reasons for relaxation and reconstruc-
tion. As the examples on semiconductor surfaces show, there is certainly a tendency
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Fig. 3.5 a–c Atomic
positions of the GaAs(110)
surface; ideal,
non-reconstructed and
relaxed as it appears after
cleavage in UHV. (a) Top
view; the (1× 1) unit mesh is
plotted as a broken line.
(b) Side view. (c) Sphere
model. (Open circles
designate Ga atoms and
shaded circles As. Smaller
circles indicate deeper atomic
layers

to saturate free dangling bonds by forming new bonds within the surface [Si(111)-
(2 × 1)]. This can lead to an overall decrease of the surface free energy. On the
surface of a polar semiconductor like GaAs the undisturbed dangling bonds of Ga
and As surface atoms carry charge and an overall decrease of surface energy is
achieved by an electronic charge transfer from the Ga to the As dangling bond.
The Ga dangling bond becomes more sp2-like whereas the As bond gets more pz
character thus causing the inwards and outwards shifts of the corresponding atoms.

On metal surfaces there are usually no directional bonds, and other mecha-
nisms might be imagined which give rise to surface relaxation and reconstruction.
Figure 3.7 exhibits in a schematic way the rigid ion core positions near a metal sur-
face. The free electrons are delocalized between the ion cores making an electrically
neutral object. In order to ensure such a neutrality one can formally attribute to each
core a Wigner-Seitz cell (squares in Fig. 3.7a), which contains the corresponding
electronic charge.

On a surface, as depicted in Fig. 3.7a, this would lead to a rapidly varying
electron density at the surface, thus increasing the kinetic energy of the electrons
in proportion to the square of the derivative of the wave function. As indicated in
Fig. 3.7a, the surface electronic charge therefore tends to smooth out and to form
a surface contour (broken line) which gives rise to the formation of a surface elec-
tronic dipole contributing to the work function of that particular surface (Sect. 10.3).
On the other hand, due to this dipole layer, the positive ion cores in the topmost
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Fig. 3.6 a–c Atomic positions at the Si(111) surface; ideal, non-reconstructed and with (2 × 1)
reconstruction (π -bonded chain model) as occurs after cleavage in UHV. The shaded areas denote
the location of the chains originating from overlap between neighboring dangling bonds. (a) Top
view, the (2 × 1) unit mesh is plotted in broken line. (b) Side view; arrows indicate possible up-
and downwards shifts of surface atoms of type A and B, which give rise to the so-called buckling
reconstruction. (c) Sphere model. (Smaller circles indicate deeper atomic layers)

Fig. 3.7 Schematic representation of the formation of electronic surface dipoles at metal surfaces
(a) by smearing out of the electronic charge distribution of the Wigner Seitz cells at the surface
(rectangles), and (b) by smearing out of the electronic charge distribution at a step
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Table 3.2 Compilation of some clean metal surface relaxations. As can be seen, the topmost lattice
plane distance is generally contracted by several percent of the unrelaxed value [3.8]

Surface Spacing change of top
layer [%]

Ag(110) − 8
Al(110) −10
Cu(100) 0
Cu(110) −10
Cu(311) − 5
Mo(100) −12.5

atomic layer feel a net repulsion from the charge in their Wigner Seitz cell, and
an inwards displacement results. This effect is thought to be one possible source
of the contraction (relaxation) of the topmost lattice plane observed on many metal
surfaces (Table 3.2). Apart from this relaxation, most low-index metal surfaces do
not exhibit a reconstruction, i.e. their surface unit mesh equals that of the bulk.

As is the case in the bulk, ideal surfaces with complete translational symmetry
cannot exist for entropy reasons. On a real surface defects are always found. One can
classify surface defects according to their dimensionality (Fig. 3.8). The terraces
represent portions of low-index planes. Zerodimensional or point defects involve
adatoms, ledge adatoms, kinks and vacancies. For a clean monatomic crystal (Si,
Ge, Al, etc.) this characterization seems sufficient. Looking via an atomic scale, in
particular on a surface of a compound crystal (GaAs, ZnO, etc.), one can distinguish,
in more detail, between adatoms of the same kind (e.g., Ga or As on GaAs) or for-
eign adatoms (Si on GaAs, etc.); adatoms might be bonded on top of the uppermost
atomic layer or they might be incorporated into the topmost lattice plane as intersti-
tials. Vacancies, too, might have varying character on an atomic scale. On a GaAs
surface, for example, both Ga and As vacancies may exist. Due to the different ionic
charge of the missing atoms, the two types of vacancies exhibit different electronic
properties (Sects. 6.2, 6.3). Another type of zerodimensional defect characteristic of
compound semiconductor surfaces is the so-called anti-site defect, where in GaAs,
for example, an As atom occupies a Ga site (AsGa) or vice versa (GaAs). As is easily
seen from the different electron orbitals and the type of chemical bonding, anti-site
defects also give rise to electrically active centers (Sects. 6.2, 6.3).

Fig. 3.8 Schematic drawing
of various defects that may
occur on a solid surface
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An important one-dimensional or line defect is the step in which the ledge
(Fig. 3.8) separates two terraces from each other. In many cases steps of single
atomic height prevail. Depending on the orientation of the step and of the cor-
responding terraces, step atoms expose a different number of dangling bonds as
compared with atoms in the terraces. Steps are important in the formation of vicinal
surfaces (high-index surfaces), i.e. surfaces which are oriented at a small angle with
respect to a low-index surface. Such vicinal surfaces are formed by small low-index
terraces and a high density of regular steps (Fig. 3.3a). Steps often have interesting
electronic properties. On semiconductors with strongly covalent bonds, the differ-
ent dangling bond structure might modify the electronic energy levels near steps.
On metal surfaces the free electron gas tends to be smoothed out at the step thus
forming dipole moments due to the spatially fixed positive ion cores (Fig. 3.7b).

Other important surface defects are related to dislocations. An edge dislocation
penetrating into a surface with the Burgers vector oriented parallel to the surface
gives rise to a point defect. Step dislocations hitting a surface also cause point
defects which are usually sources of a step line.

Because of the local variation that defects cause in all important surface quanti-
ties, such as binding energy, coordination, electronic states, etc., the defect structure
of a surface plays a predominant role in processes such as crystal growth, evapora-
tion, surface diffusion, adsorption and surface chemical reactions.

3.3 Two-Dimensional Lattices, Superstructure,
and Reciprocal Space

3.3.1 Surface Lattices and Superstructures

Even though real crystalline surfaces always contain point and/or line defects, the
model of a perfectly periodic two-dimensional surface is convenient and adequate
for the description of well-prepared samples with large well-ordered areas and low
defect density. The surface region of a crystal is, in principle, a three-dimensional
entity; reconstructions usually extend into the crystal by more than one atomic layer.
Space-charge layers on semiconductor surfaces can have a depth of hundreds of
Ångstroms (Chap. 7). Moreover, the experimental probes in surface experiments,
even slow electrons, usually have a non-negligible penetration depth. But compared
to subsurface layers, the topmost atomic layer is always predominant in any surface
experiment. As a result, each layer of atoms in the surface is intrinsically inequiva-
lent to other layers, i.e. the only symmetry properties which the surface posesses are
those which operate in a plane parallel to the surface. Although the surface region is
three-dimensional, all symmetry properties are two-dimensional (2D). Thus surface
crystallography is twodimensional and one has to consider 2D point groups and 2D
Bravais nets or lattices [3.11].

The point group operations which are compatible with 2D periodicity are the
usual 1, 2, 3, 4 and 6-fold rotation axes perpendicular to the surface, and mirror
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planes, also normal to the surface. Inversion centers, mirror planes and rotation axes
parallel to the surface are not allowed, since they refer to points outside the surface.
By combining the limited number of allowed symmetry operations, one obtains 10
different point group symmetries denoted [3.12]

1, 2, 1m, 2mm, 3, 3m, 4, 4mm, 6, 6mm.

The numeral ν = 1 . . . .6 denotes rotations by 2π/ν and the symbol m referrs to
reflections in a mirror plane. The third m indicates that a combination of the preced-
ing two operations produces a new mirror plane.

The operation of the 2D point groups on a 2D translational net or lattice produces
the possible 2D Bravais lattices. In contrast to three dimensions, only 5 symmet-
rically distinct nets are possible (Fig. 3.9). There is only one non-primitive unit
mesh, the centered rectangular one. In all other cases a centered unit cell can also
be described by a primitive Bravais lattice. Nevertheless, in practice one often uses,
e.g., centered square meshes for the convenience of description.

As was mentioned already, surface experiments such as diffraction of low-energy
electrons (Panel VIII: Chap. 4) usually probe not only the topmost atomic layer;
the information obtained (e.g., in a diffraction pattern) is related to several atomic
layers. A formal description of the periodic structure of the topmost atomic layers
of a crystalline solid must therefore contain information about the ideal substrate as
well as about the one or two topmost atomic layers which might exhibit a different
periodicity due to a possible reconstruction or a well-ordered, periodic adsorbate
layer (Fig. 3.10). In such a situation, where a different periodicity is present in the
topmost atomic layer, a surface lattice, called a superlattice, is superimposed on the
substrate lattice which exhibits the basic periodicity. The basic substrate lattice can
be described by a set of 2D translational vectors

rm = ma1 + na2 (3.9)

Fig. 3.9 Five possible two-dimensional (2D) Bravais lattices
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Fig. 3.10 a–d Different possibilities for surface unit meshes which are different from that of the
underlying bulk material: (a) Reconstruction of a clean surface due to lateral shift of the atoms
within the topmost lattice plane. (b to d) Adsorbate reconstructions with different adsorbate atom–
substrate atom lattice constant ratios b/a

where m = (m, n) denotes a pair of integer numbers, and the ai’s are the two unit
mesh vectors. The surface net of the topmost atomic layer may then be determined
in terms of the substrate net by

b1 = m11a1 + m12a2
b2 = m21a1 + m22a2

or

(
b1
b2

)
= M

(
a1
a2

)
, (3.10)

where M is a 2× 2 matrix, namely

M =
(

m11 m12
m12 m11

)
. (3.11)

For the areas B and A of the surface and of the substrate unit mesh, respectively,
it follows that

B = |b1 × b2| = A det M. (3.12a)

The determinant of M,

det M = |b1 × b2|
|a1 × a2| . (3.12b)
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can be used to characterize the relation between surface and substrate lattice
(Fig. 3.10). When det M is an integer (Fig. 3.10b), the surface lattice is said to be
simply related; it is called a simple superlattice. When det M is a rational number
(Fig. 3.10c), the superstructure is referred to as a coincidence lattice.

In cases where the adsorbate–substrate interaction is much less important than
interactions between the adsorbed particles itself, the substrate has no determining
influence on the superstructure and the adsorbate lattice might be out of registry with
the substrate net. In this case, where det M is an irrational number (Fig. 3.10d), the
superstructure is called an incoherent lattice or an incommensurate structure.

According to Wood [3.12] there is a simple notation for superstructures in terms
of the ratio of the lengths of the primitive translation vectors of the superstructure
and those of the substrate unit mesh. In addition, one indicates the angle (if any)
through which one mesh is rotated relative to the other. If on a certain substrate
surface X{hkl} a reconstruction is given with (b1‖a1.b2‖a2)

b1 = pa1, b2 = qa2. (3.13)

Fig. 3.11 a–d Examples of different superlattices in real space and in reciprocal space: (a to c)
Adsorbed atoms on several low index surfaces of a closed packed metal (M), (d) (2× 1) unit mesh
(solid line) of a Si(111) surface prepared by cleavage in UHV
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then the notation is given as

X{hkl}(p × q) or X{hkl}c(p × q) (3.14a)

A possible centering can be expressed by the symbol c. If in the more general case
the translational vectors of substrate and of superstructure are not parallel to each
other, but rather a rotation by a certain angle R◦ has to be taken into account, one
describes this situation by

X{hkl}(p × q)− R◦. (3.14b)

Some examples of this notation for some adsorbate superlattices on metal surfaces
M{100}, M{111} and for the clean Si{111} surface with (2×1) superstructure (after
cleavage in UHV) are illustrated in Fig. 3.11.

Surface scattering and diffraction experiments are best described in terms of the
reciprocal lattice which will be explained in detail in Sect. 3.3.2 and Chap. 4.

3.3.2 2D Reciprocal Lattice

As in three-dimensional space, the translational vectors of the 2D reciprocal lattice,
a∗i , are defined in terms of the real-space lattice vectors ai by

a∗1 = 2π
a2 × n̂
|a1 × a2| , a∗2 = 2π

n̂× a1

|a1 × a2| , (3.15)

where n̂ is the unit vector normal to the surface, i.e.

a∗i · a j = 2πδij and |a∗i | = 2π [ai sin �(ai a j )]−1, i, j = 1, 2. (3.16)

Equations (3.15, 3.16) can be used to construct the reciprocal lattice geometrically
to a given 2D network, as displayed in Figs. 3.11.

A general translation vector in reciprocal space is given by

Ghk = ha∗1 + ka∗2, (3.17)

where the integer numbers h and k are the Miller indices.
In analogy to the real-space relations (3.10–3.12), the reciprocal network of a

superstructure (b∗1, b∗2) can be expressed in terms of the substrate reciprocal lattice
(a∗1, a∗2) by

b∗1 = m∗11a∗1 + m∗12a∗2
b∗2 = m∗21a∗1 + m∗22a∗2

or

(
b∗1
b∗2

)
= M∗

(
a∗1
a∗2

)
. (3.18)

The matrices in (3.10, 3.18) are related to one another by

M∗ = (M−1)T , (3.19a)
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where (M−1)T is the transpose inverse matrix with

mii = m∗i i
det M∗

and mij =
−m∗j i

det M∗
. (3.19b)

3.4 Structural Models of Solid–Solid Interfaces

The vacuum–solid interface, i.e. the surface considered so far is the simplest inter-
face in which a crystal can participate. Many concepts of surface physics, e.g.
that of defects, relaxation (Sect. 3.2), surface states (Chap. 6), surface collective
modes such as phonons and plasmons (Chap. 5) etc., can be transferred to more
complex interfaces, in particular to the liquid–solid and the solid–solid interface.
Important examples of solid–solid interfaces with considerable technological impor-
tance are the interfaces in semiconductor heterostructures (GaAs/Gax Al1−x As,
GaAs/Ge, Chap. 8), the Si/SiO2 interface in a MOS structure (Sect. 7.7), the
metal–semiconductor junction (Chap. 8), the interfaces between optical elements
and antireflecting coatings or the interface between an organic and an inorganic
semiconductor (sensor applications).

In terms of the atomic structure, two main features (on different levels) have to
be considered (Fig. 3.12). The interface might be crystalline–crystalline (Fig. 3.12a)
or the crystalline substrate might be covered with a non-crystalline amorphous solid

Fig. 3.12 a–d Different types
of solid–solid interfaces (film
on substrate); substrate atoms
depicted as open circles, film
atoms as dark circles,
reaction compounds (in d) as
half-dark and half-open
symbols
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(Fig. 3.12b). Polycrystalline overlayers might form, at least locally, more or less
disturbed crystalline–crystalline interfaces (grain boundaries, etc.).

The second important feature is the abruptness of an interface: Solid–solid inter-
faces, both crystalline–crystalline and crystalline–non-crystalline, might be sharp
and abrupt on an atomic scale or they might be “washed out” by interdiffusion
(Fig. 3.12c) and/or formation of new chemical compounds (Fig. 3.12d). In such
a situation more than two different phases might be in thermal equilibrium with
each other. If we consider an interface between two different materials A and B at
a certain temperature T0 the “sharpness” of the interface can be described in terms
of the concentrations [A] or [B]. After the materials A and B have been brought
into contact at a temperature T0, [A] might change gradually with distance after
some reaction time (Fig. 3.13a, left hand) or an abrupt change in concentration
indicates a more or less sharp interface at z0 (Fig. 3.13b, left hand); here [A] changes
abruptly on going from phase I to phase II. The detailed shape of the concentration
profiles within the two phases I and II depends, of course, on diffusion constants,
reaction rates and on the reaction time during which the materials A and B are in
contact at the reaction temperature T0. Details of the solid–solid chemical reaction
which forms the A/B interface are dependent both on kinetic and on thermody-
namic aspects. Thermodynamic considerations can yield the limiting conditions for
the formation of the particular interface, but not all thermodynamically possible
phases will necessarily occur in reality because of kinetic limitations such as high
activation energies for nucleation (Sect. 3.5). For analyzing the various possibilities
for interface formation, however, thermodynamic parameters are important. Phase

Fig. 3.13 a,b Phase diagrams (right) and concentration versus depth (z) plots (left) for two mate-
rials A and B. [A] and [B] denote the concentrations of A and B, respectively. The two materials
have been brought into contact at a temperature T0 and after a certain reaction time the interface
at z0 (left) might be gradual (a) or more or less sharp (b) depending on the phase diagram (right).
In (a) the phase diagram allows complete mixing of A and B whereas in (b) the phase diagram
(right) allows the existence of two separate phases I and II and mixing of I and II at the particular
temperature T0 only between the concentrations [A]′ and [A]′′
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diagrams can therefore give useful information about the expected properties of
certain solid–solid interfaces. For example, a prerequisite for the formation of a
smooth gradual interface (Fig. 3.13a) at temperature T0 is a binary phase diagram,
which allows complete mixing of the two components A and B at T0 (Fig. 3.13a,
right). In contrast, a phase diagram as in Fig. 3.13b (right hand) allows mixing of the
two components at temperature T0 only between the concentrations [A]′ and [A]′′:
outside this concentration range only the phases I and II exist. Correspondingly a
solid-state reaction at T0 between A and B leads to a sharp interface (Fig. 3.13b.
left hand) with an abrupt change from [A]′ to [A]′′ at the very interface at z0. Of
course, such interfaces can also be related to different types of phase diagrams
having a miscibility gap. More complex phase diagrams with more than two stable
phases (I, II, III, etc.) at a certain temperature might be related to spatially extended
solid–solid interfaces with several layered phases I, II, III, etc.

As has already been emphasized, the real atomic structure of a solid–solid inter-
face depends in detail on the atomic properties of the two partners forming the
interface. Thermodynamic considerations can only give a rough guide to the general
possibilities. In this sense interfaces between two solids are more complex than vac-
uum solid interfaces, and heterophase boundaries are likewise more complex than
homophase interfaces. But even in the latter case of a homophase boundary, where
two identical crystalline structures, but with different lattice orientation, touch each
other (as in grain boundaries), different atomic models for the interface exist [3.13].
According to L. Brillouin (1898) an amorphous interlayer, where the crystalline
structure is fully disturbed (liquid-like phase) might be assumed. The idea seems
consistent with the intuitive notion that atoms at an interface, as in Fig. 3.14, are
in energetically less favorable positions and that a displacement from their crystal-
lographic sites might lead to an energy reduction. This displacement disrupts the
crystallographic structure close to the interface and might result in an amorphous
interlayer.

Other interface models are based on the concept of dislocations, which allow
matching of the two half crystals. In Fig. 3.15a a grain boundary is schematically

Fig. 3.14 Simplest picture of
a solid–solid interface
between two differently
oriented crystalline domains
(domain boundary). The
crystallographic structure on
each side of the boundary is
full retained
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Fig. 3.15 a–c Crystalline interface models (grain boundaries) based on dislocations: (a) Tilt
boundary due to edge dislocations. (b) Twist boundary due to screw dislocations. (c) Hetero-
interface between two different crystalline solids. The lattice mismatch is adjusted by edge dis-
locations (left) or by strain (right)

depicted in which two tilted, but otherwise identical, crystal halves are separated by
a tilt boundary. With θ as the inclination angle and a as lattice constant, the distance
s between two edge dislocation is

s = a[2 sin(θ/2)]−1 � a/θ. (3.20)

Each dislocation contains a certain amount of elastic energy in its surrounding strain
field. The energy stored in such a tilt boundary can thus be calculated by summing
up the contributions of the edge dislocations. Similar considerations are valid for the
twist boundary (Fig. 3.15b), where screw dislocations are necessary to adjust the two
twisted lattices to each other. Another interesting case is the heterophase boundary,
which is always found in heteroepitaxy, where a monocrystalline overlayer is grown
on a different monocrystalline substrate (see heteroepitaxy of III-V semiconductors
in Sect. 2.4). Usually there is a certain lattice mismatch, i.e. a difference between
the lattice constants of the two materials. Only below a certain critical value for
the mismatch can epitaxy occur. But even in that case the different lattice constants
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might adjust at the interface by the formation of edge dislocations (Fig. 3.15c). With
a and b as the two lattice constants, the distance between dislocations follows as

s = ab

|b − a| . (3.21)

The energy stored in such an interface between an epitaxial film and its substrate is
calculated by summing up the energy contributions of the strain fields of the edge
dislocations.

For thinner epitaxial films with low lattice mismatch one might image a differ-
ent way of matching the various lattice constants, namely by elastic strain, i.e. a
deformation of the lattice of the epitaxial film. The type of interface that is actually
formed depends on the thickness of the film and on the amount of lattice mismatch.
In order to predict the type of lattice matching, by strain only or by formation of edge
dislocations, a calculation and comparison of the free energies involved is necessary.
In particular, the interaction between dislocations has to be taken into account. If two
dislocations approach each other, their strain fields overlap which might lead to a
decrease in energy relative to the situation of non-overlapping strain fields (since
a given dislocation already provides part of the strain required by its neighbors).
Thus for higher lattice mismatch, (b− a)/a, the formation of dislocations becomes
energetically more favorable than building up lattice strain in the whole layer with-
out formation of dislocations. Qualitatively, and also by use of model calculations
[3.14], one thus arrives at relationships between the corresponding energy densities
Eε (with only strain), ED (with dislocations), and the mismatch and layer thickness
h, as shown in Fig. 3.16. Below a critical mismatch ε0 and below a critical layer
thickness h0 a purely strained epitaxial layer has a lower interface energy than do
dislocations. If only dislocations are present, ED does not change with increasing
layer thickness h (Fig. 3.16b), since thicker films are not more stressed than thin
ones. On the other hand, with no dislocations present, the total stress energy Eε

Fig. 3.16 a,b Qualitative plots of lattice energy stored at a crystalline hetero-interface per unit area:
(a) as a function of lattice mismatch; beyond a critical lattice mismatch ε0 (a and b are the lattice
constants of the two materials) the adjustment of the two lattices by dislocations (broken line)
is energetically more favorable than by strain (energy ED < Eε). (b) as a function of overlayer
thickness; for thickness exceeding the critical thickness h0 dislocations are energetically more
favorable than strain (energy ED < Eε)
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Fig. 3.17 Critical thickness
h0 versus lattice mismatch
(b − a)/a for Si1−x Gex
overlayers on a Si substrate.
The experimental data
originate from overlayers
deposited by MBE (Sect. 2.4)
at different substrate
temperatures [3.14]

increases with growing layer thickness and for thicker layers the formation of dislo-
cations eventually becomes favorable.

According to Fig. 3.16 the critical layer thickness is also a function of the lattice
mismatch between two materials. Theoretical values are compared with experimen-
tal ones for the system of a mixed Si1−x Gex overlayer on Si in Fig. 3.17 [3.14].
Depending on the preparation method, in particular the substrate temperature, the
theoretically expected curve is considerably lower than the experimental ones. This
demonstrates that kinetic limitations, e.g. details of the nucleation process, are also
important for the type of mismatch relaxation.

3.5 Nucleation and Growth of Thin Films

3.5.1 Modes of Film Growth

Of major importance in modern technology are solid interfaces between thin films
and solid substrates, and, in particular, epitaxial films that have been grown on
crystalline material by one of the methods MBE or MOMBE discussed in Sects. 2.4
and 2.5. Thus it will be useful to look, in a little more detail, at the process of film
growth and the underlying principles which determine the structure and morphology
of a particular film and the related interface to its substrate [3.15].

The individual atomic processes which determine film growth in its initial stages
are illustrated in Fig. 3.18. Condensation of new material from the gas phase (molec-
ular beam or gas phase ambient) is described by an impinging rate (number of
particles per cm2 per second)

r = p(2πMkT0)
−1/2, (3.22)

where p is the vapor pressure, M the molecular weight of the particles, k
Boltzmann’s constant, and T0 the source temperature. Once a particle has condensed
from the vapor phase, it might immediately re-evaporate or it may diffuse along the
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Fig. 3.18 Schematic representation of atomic processes involved in film growth on a solid
substrate. Film atoms shown as dark circles, substrate atom as open circle

surface. This diffusion process might lead to adsorption, particularly at special sites
like edges or other defects (Sect. 3.2), or the diffusing particle may re-evaporate. In
all these processes, characteristic activation energies have to be overcome, i.e. the
number of particles being able to participate in the particular process is given by an
Arrhenius-type exponential law; the desorption rate, for example, is given by (also
Sect. 10.5)

v ∝ exp(Edes/kT ), (3.23)

where Edes is the activation energy for desorption. The corresponding activation
energies for adsorption or diffusion depend on the atomic details of the process.
Their origin will be discussed in more detail in connection with the theory of adsorp-
tion in Chap. 10. Besides adsorption at special defect sites and surface diffusion,
nucleation of more than one adsorbed particle might occur, as might further film
growth by addition of particles to an already formed island. How many particles are
needed to form a new nucleus, which further grows into an island, is an interesting
question, and one for which simple theoretical answers do exist. During film growth,
interdiffusion is often an important process (Sect. 3.4). Substrate and film atoms
hereby exchange places and the film substrate interface is smoothened. In order to
obtain smooth film surfaces during growth, sufficiently high surface mobility of the
diffusing species and therefore elevated temperatures are needed.

In thermodynamic equilibrium all processes proceed in two opposite directions
at equal rates, as required by the principle of “detailed balance”. Thus, for example,
surface processes such as condensation and re-evaporation, decay and formation of
2D clusters must obey detailed balance. Therefore, in equilibrium, there is no net
growth of a film and so crystal growth must clearly be a non-equilibrium kinetic
process.

The final macroscopic state of the system depends on the route taken through
the various reaction paths indicated in Fig. 3.18. The state which is obtained is not
necessarily the most stable one, since it is kinetically determined. In general, certain
parts of the overall process may be kinetically forbidden, whereas others may be
in local thermodynamic equilibrium. In this case equilibrium arguments may be
applied locally even though the whole growth process is a non-equilibrium process.
Due to this non-equilibrium nature of the process, a global theory of film growth
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requires a description in terms of rate equations (kinetic theory) for each of the
processes depicted in Fig. 3.18 [3.16, 3.17]. Monte Carlo computer simulations have
meanwhile been proven to be a powerful tool for such theoretical investigations.

Instead of following this more theoretical atomistic approach we will consider
the process of film growth more phenomenologically. In general, three markedly
different modes of film growth can be distinguished (Fig. 3.19). In the layer-by-
layer growth mode (or Frank-van der Merve, FM) the interaction between substrate
and layer atoms is stronger than that between neighboring layer atoms. Each new
layer starts to grow only when the last one has been complete. The opposite case,
in which the interaction between neighboring film atoms exceeds the overlayer sub-
strate interaction, leads to island growth (or Vollmer-Weber, VW). In this case an
island deposit always means a multilayer conglomerate of adsorbed atoms.

The layer-plus-island growth mode (or Stransky-Krastanov, SK) is an interesting
intermediate case. After formation of one, or sometimes several complete mono-
layers, island formation occurs; 3D islands grow on top of the first full layer(s).
Many factors might account for this mixed growth mode: A certain lattice mismatch
(Sect. 3.4) between substrate and deposited film may not be able to be continued into
the bulk of the epitaxial crystal. Alternatively, the symmetry or orientation of the
overlayers with respect to substrate might be responsible for producing this growth
mode.

A simple formal distinction between the conditions for the occurrence of the
various growth modes can be made in terms of surface or interface energy γ , i.e.
the characteristic free energy (per unit area) to create an additional piece of surface
or interface energy. Since γ can also be interpreted as a force per unit length of
boundary (see difference between surface energy and surface stress, Sect. 3.1), force
equilibrium at a point where substrate and a 3D island of the deposited film touch
(Fig. 3.20) can be expressed as

γS = γS/F + γF cosφ, (3.24)

Fig. 3.19 a–c Schematic representation of the three important growth modes of a film for dif-
ferent coverage (θ ) regimes (ML means monolayer). (a) Layer-by-layer growth (Frank-van der
Merve, FM). (b) Layer-plus island growth (Stranski-Krastanov, SK). (c) Island growth (Vollmer-
Weber, VW)
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Fig. 3.20 Simplified picture of an island of a deposited film; γS, γF and γS/F are the surface free
energies between substrate and vacuum, between film and vacuum and between substrate and film,
respectively

where γS is the surface free energy of the substrate vacuum interface, γF that of the
film – vacuum, and γS/F that of the substrate–film interface. Using (3.24) the two
limiting growth modes, layer-by-layer (FM) and island (VW), can be distinguished
by the angle φ, i.e.

(i) layer growth : φ = 0, γS ≥ γF + γS/F; (3.25a)

(ii) island growth : φ > 0, γS < γF + γS/F. (3.25b)

The mixed Stranski-Krastanov growth mode (layer plus island) can easily be
explained in this picture by assuming a lattice mismatch between deposited film
and substrate. The lattice of the film tries to adjust to the substrate lattice, but at the
expense of elastic deformation energy. The transition from layer to island growth
occurs when the spatial extent of the elastic strain field exceeds the range of the
adhesion forces within the deposited material.

The relations (3.25) are not complete if one considers the equilibrium condition
for the whole system including the gas phase above the deposited film. Since the
equilibrium is determined by a minimum of the Gibbs free enthalpy G, one has
to take into account a contribution �G = n�μ (n is particle number), which
is the change in (Gibbs) free energy when a particle is transferred from the gas
phase into the condensed phase of the deposited film. If this transfer occurs exactly
at the equilibrium vapor pressure p0(T ), then no energy is needed because of the
equilibrium condition μsolid p0(T ) = μvapor(p0, T ). If however the particle changes
over from vapor to solid at a pressure p, a free enthalpy change (see any thermody-
namics textbook on compression of an ideal gas)

�G = n�μ = nkT ln(p/p0) (3.26)

is involved. The ratio ζ = p/p0 is called the degree of supersaturation; as is easily
seen from (3.26), ζ is one of the “driving forces” for the formation of a thin film
deposited from an ambient vapor phase. Taking this vapor phase into account, the
conditions for layer or island growth (3.26) have to be supplemented in the following
way (C is a constant):

(i) layer growth : γS ≥ γF + γS/F + CkT ln(p0/p), (3.27a)

(ii) island growth : γS < γF + γS/F + CkT ln(p0/p). (3.27b)
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From (3.27) one sees that the growth mode of a certain material on a substrate is not
a constant material parameter, but that the growth mode can be changed by vary-
ing the supersaturation conditions. With increasing supersaturation, layer-by-layer
growth is favored. In vacuum deposition on solid substrates with low equilibrium
vapor pressure p0, supersaturation ζ might be high. In this case of vacuum deposi-
tion, the actual vapor pressure p is determined by the rate of impingement r , (3.22),
in terms of the momentum transferred to the substrate per cm2 per second. The
supersaturation ζ might in this case, reach values of 1020 and more. Much lower ζ
values are, of course, present in the epitaxy of III-V compounds (MBE, MOMBE,
Sects. 2.4, 2.5) [3.17], where a substrate temperature of about 500◦C causes rela-
tively high equilibrium vapor pressures, at least for the group V component.

3.5.2 “Capillary Model” of Nucleation

A simple, but intuitively very appealing theoretical approach was proposed by Bauer
[3.18] to describe island (3D cluster) and layer-by-layer (2D cluster) growth of
nuclei on an ideal, defect-free, substrate surface [3.19]. Since this approach uses
only the thermodynamically defined interface (surface) energies (Sect. 3.1) γS, γF,
γS/F of the substrate, of the film material and of the interface between substrate and
film, respectively, it is called the capillary theory of nucleation. In this approach
the total free enthalpy �G3D or �G2D for the formation of a 3D or a 2D nucleus,
i.e. an aggregation of film atoms, on a substrate is considered as a function of the
volume or the number of atoms constituting this nucleus. This free enthalpy is the
sum of the contribution (3.26) gained upon condensation of the vapor and an energy
cost for the formation of the new surfaces and interfaces of the nucleus (surface
energies). As for every process a necessary condition for its occurrence is �G < 0.
This condition of decreasing free enthalpy then yields the limits for nucleation.

For 3D nucleation (island growth) one obtains, with j as the number of atoms
forming the nucleus,

�G3D = jkT ln(p0/p)+ j2/3 X = − j�μ+ j2/3 X. (3.28)

The quantity X contains the contributions of the interface energy

X =
∑

k

Ckγ
(k)
F + CS/F(γS/F − γS). (3.29)

CS/F is a simple geometrical constant which relates the basis area of the nucleus
AS/F with the number of atoms according to AS/F = CS/F j2/3. Ck relates j2/3 to a
part of the surface of the nucleus (adjacent to vacuum) having the surface energy
γ
(k)
F . The outer surface of the nucleus, i.e. the part exposed to the vapor phase
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(or vacuum), is assumed in (3.29) to be composed of several patches of different
crystallographic orientation with different surface energies γ (k)F .

For a simple, hemispherical nucleus (similar to that in Fig. 3.20) with radius r ,
(3.28) would read, with Ω as atomic volume of the film material,

�G3D = −1

2

4

3
πr3Ω−1�μ+ 2πr2γF + πr2(γS/F − γS), (3.30)

and CS/F, for example, would amount to π1/3(3Ω/2)2/3.
If we consider 2D nucleation, i.e. the beginning of the growth of a layer on top of

an ideally flat surface, the growth proceeds by incorporating new adsorbate atoms
at the edges of the 2D cluster.

Corresponding to the surface energy there is a so-called edge energy γE per unit
length, which describes the amount of energy necessary to position additional film
atoms along the unit length of such an edge. The free enthalpy for 2D cluster growth,
analogous to (3.36), is thus obtained as

�G2D = − j�μ+ j (γF + γS/F − γS)Ω
2/3 + j1/2Y. (3.31)

where Ω is the atomic volume of the film material, and Y describes the effect of the
adsorbate (film) atoms at the edges

Y =
∑
�

C�γ
(�)
E . (3.32)

The sum over � takes into account the fact that crystallographically different edge
orientations �may be associated with different edge energies γ �E. C� are geometrical
factors defined as the Ck and CS/F according to (3.29). On the assumption of a
circular, planar nucleus of radius r formed by one atomic layer and with the film
lattice constant a, the general equation (3.31) simplifies to

�G2D = −πr2aΩ−1�μ+ πr2aΩ−1/3(γF + γS/F − γS)+ 2πrγE. (3.33)

In (3.28, 3.31) the last terms are positive and give rise to an increase of the free
enthalpy with growing size of the nuclei; they form a nucleation barrier. The
first terms (∝ �μ) being proportional to the logarithm of the supersaturation ζ
are negative; they drive the nucleation process faster with increasing supersatura-
tion and growing nucleus size. The superposition of the two effects generates a
non-monotonic dependence of �G on the number of atoms j within the nucleus
(Fig. 3.21); i.e., there exists a critical size of the nuclei both for 3D and for 2D
nucleation, for which the free enthalpy �G becomes a maximum. If the nucleus
reaches this critical size with a number of atoms jcr, the cluster tends to grow rather
than to decay. Below this critical cluster size, the nucleus is not stable, it tends to
decay because �G increases with growing size.
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Fig. 3.21 Qualitative plots of free enthalpy changes ΔG3D and ΔG2D for 3D (island growth)
and 2D (layer growth) film growth versus number of atoms j , forming the 3D or 2D clusters,
respectively. The terms �μ and �μ̄ describe the dependence on the state of supersaturation

The critical cluster sizes, i.e. the critical number of atoms, jcr, and the corre-
sponding �G values are obtained by differentiating (3.28, 3.31):

3D growth : �G3D( jcr) = 4

27

X3

�μ2
, jcr =

(
2X

3�μ

)3

; (3.34)

2D growth : �G2D( jcr) = 1

4

Y

�μ
, jcr =

(
Y

2�μ

)2

; (3.35)

For layer-by-layer (2D) growth the second term in (3.31) is also negative because of
the condition (3.25a); it thus augments supersaturation. In (3.35), therefore, �μ is
an effective quantity

�μ = �μ− (γF − γS/F − γS)Ω
2/3, (3.36)

which determines the critical 2D cluster size.
A comparison between (3.28 and 3.31) shows that, in principle, 3D cluster

growth can only occur for �μ > 0, whereas 2D growth can also proceed for
�μ̄ > 0. Because of the condition (3.25a) for layer-by-layer growth, the last term
(γF + γS/F − γS) in (3.36) is negative; 2D growth with �μ̄ > 0 can thus occur with
�μ ≤ 0, i.e. under conditions of subsaturation. In contrast, 3D growth requires
supersaturation because of the requirement �μ > 0.

The rate JN at which critical nuclei are formed is, of course, determined by the
free enthalpies �G3D( jcr) and �G2D( jcr), respectively, for formation of a critical
3D or 2D nucleus (K is a constant):

JN = K exp
[−�G( jcr)/kT

]
. (3.37)
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The nucleation rate JN also determines the growth rate of a film. By comparing
(3.26, 3.34, 3.35, 3.37), one sees that certain supersaturation and temperature con-
ditions determine the critical nucleus size or atom number jcr. This, in turn, also
influences�G( jcr) and through (3.37) the formation rate of nuclei. The two extreme
cases are the formation of many small nuclei or of a few large ones.

With increasing supersaturation ζ the number of atoms in a critical nucleus
decreases both in the 3D and 2D cases according to (3.34, 3.35). Increasing the
supersaturation thus causes smaller aggregation sizes and higher numbers of nuclei.
In vacuum deposition, which often has high supersaturation at low substrate tem-
peratures, the critical size of a nucleus might be very small – it may contain only a
few atoms. In this limit then, the applicability of the classical theory with its macro-
scopically determined terms γF, γS, γS/F is questionable.

Another limiting factor for the applicability of the classical capillary theory of
nucleation must also be kept in mind: Only ideal, perfect substrate surfaces are taken
into account. Special defect sites (point defects, edges, dislocations, etc.), which
are extremely important for nucleation, are not considered. Nevertheless, capillary
theory is helpful as a guide for predicting general trends in nucleation and film
growth.

3.6 Film-Growth Studies: Experimental Methods
and Some Results

The standard methods for studying the modes of film growth in situ are Auger Elec-
tron Spectroscopy (AES) and X-ray Photoemission Spectroscopy (XPS) in their sim-
plest form of application (Panel XI and Sect. 6.3). Characteristic Auger transitions
(usually differentiated spectra) or characteristic core-level emission lines (in XPS)
of the substrate and of the adsorbate atoms are measured as a function of cover-
age. In both techniques the detected electrons originate from single atoms in the
substrate or the adsorbate material. In AES they are released from a certain atomic
level and carry an energy characteristic of a certain core-level transition (similar
to characteristic X-ray lines): in XPS their energy corresponds to a characteristic
core-level binding energy. But in both techniques, these electrons have to pene-
trate a certain amount of material, depending on the location of the emitting atom,
before they can leave the crystal or the adsorbate overlayer. Thus, independent of the
mode of excitation, the intensity I of the observed signal outside the film depends
on the mean-free path of electrons of the particular energy and on the amount of
matter which has to be penetrated. Because of the relatively “strong” interaction
with matter (excitation of plasmons, etc.) the mean-free path λ of such electrons is
in the order of a few Ångstroms, i.e. only electrons from the topmost atomic layers
contribute to the detected AES or XPS signal. For the simplest case of layer by layer
growth (FM) and assuming a simple continuum-type description the change of the
AES or XPS line intensity dI is related to the change dh in film thickness by

dI/I = −dh/λ. (3.38)
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As in the case of absorption of electromagnetic radiation (then λ is the extinction
length) one obtains an exponential decay of intensity due to the adsorbate thick-
ness, i.e.,

I F/I F∞ = 1− exp(−h/λ) = 1− exp(−θ ′d/λ). (3.39)

where I F∞ is the intensity measured on bulk film material, and θ ′ is the number
of monolayers of the deposit (thickness of monolayer d). The intensity originating
from substrate atoms after deposition of θ ′ monolayers of the film is then

I S/I 0
S = exp(−θ ′d/λ). (3.40)

where I S
0 is the intensity of the substrate material without any deposited film.

Equations (3.39, 3.40) do not describe the detailed functional dependence. It is
evident that during the growth of a monolayer, the signal intensity changes linearly
with θ ′. But the envelope of the curve being composed of several linear pieces is to
a good approximation, given by an exponential function (Fig. 3.22). More extended
theoretical approaches, taking into account the atomistic nature of the process, are
able to reveal this fine structure [3.20]. It should further be emphasized that for
non-normal emission, i.e. for detection of the AES or XPS electrons at an angle δ,
the exponential extinction length in (3.39, 3.40) is not the free path λ, but must be
corrected for the inclination of the surface to give λ cos δ.

Fig. 3.22 Normalized Auger (AES) line intensities of substrate peak (I S/I S
0 ) and an adsorbate

(overlayer) peak (I F/I F∞) as a function of coverage (in Mono-Layers, ML) for the layer-by-layer
growth mode (Frank-van der Merve, FM). The solid curves are derived from a more detailed cal-
culation [3.19]
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It is evident that for island growth the intensity versus coverage dependence I (θ ′)
will be very different from (3.39, 3.40). During film growth, large areas of the sub-
strate remain free of deposit and the substrate signals are much less suppressed than
in the case of layer-by-layer growth with complete overlayers. Only a slow increase
and decrease of the film and of the substrate signal, respectively, is observed with the
coverage θ ′ (Fig. 3.23c). Layer-plus-island (SK) growth is ideally characterised by a
linear increase or decrease up to one or sometimes a few monolayers followed by a
break point, after which the Auger or XPS amplitude increases or decreases (for film
or substrate) only slowly. This regime corresponds to island formation on top of the
first full monolayer(s). The gradient after the break point is dependent on the island
density and shape and, of course, on the mean-free path of the particular electrons.
Even though the three growth modes give qualitatively different AES and XPS
patterns (Fig. 3.23), a clear distinction solely on the basis of AES or XPS results
may be difficult. Similar AES and XPS dependences are expected, for example,
for inhomogeneous film growth with interdiffusion and precipitations of substrate
material in the film. Usually information from other measurements (SEM, LEED,
RHEED, etc.) is needed to analyse the experimental data. Furthermore, model cal-
culations, assuming, e.g., simple shaped islands (half spheres, circular flat disks,
etc.), can help to quantify an observed I (θ ′) dependence.

An example of layer-by-layer (FM) growth is provided by the system
InSb(110)-Sn [3.21]. Because of the chemical and electronic similarity of α-Sn to
InSb, there is a nearly perfect lattice match of the semiconducting α-Sn modification
(tetrahydrally sp3 bonded) to InSb. As is seen by electron diffraction (LEED), α-Sn
grows epitaxially on InSb(100), whereas on UHV-cleaved InSb(110) surfaces, no
long-range order can be detected when Sn is deposited at room temperature [3.21].
But according to Fig. 3.24 the Auger intensity shows a clearly exponential behavior
with coverage θ ′ over more than an order of magnitude, thus revealing the layer

Fig. 3.23 Schematic Auger (AES) line intensities from deposit and substrate versus amount of
deposited material (coverage θ) for (a) layer growth (FM), (b) layer-plus-island growth (SK), and
(c) island growth (VW)
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Fig. 3.24 Normalized Auger
peak intensity of the In
(410 eV) line versus coverage
(in monolayers) for Sn
deposited on cleaved
InSb(110) surfaces. E0 is the
primary energy and λ the
mean free path of 400 eV
electrons in Sn [3.21]

Fig. 3.25 Normalized Auger
peak intensity of the Sn
(437 eV) line versus coverage
(in monolayers) for Sn
deposited on cleaved
InSb(110) surfaces. E0 is the
primary energy and λ the
mean free path of 400 eV
electrons in Sn [3.21]

growth mode (FM). As expected from the mean-free path of about 10 Å (for 400 eV
electrons) derived from the slope in Fig. 3.24, the AES signal intensity of the Sn film
(Fig. 3.25) saturates near 10 monolayers. For thicker films the intensity does not
increase further since the limiting factor is then the mean free path of the electrons
rather than the amount of deposit.

On UHV-cleaved GaAs(110) surfaces the growth mode of Sn deposited at room
temperature is different [3.22]. Figure 3.26 reveals a break in the substrate Ga emis-
sion line near a coverage of 1 to 2 monolayers, followed by a much slower decrease
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Fig. 3.26 Normalized Auger
peak intensity of the
Ga(LMM) line versus
coverage (in monolayers) for
Sn deposited on cleaved
GaAs(110) surfaces [3.22]

Fig. 3.27 Normalized Auger
peak intensity of the Sn
(430 eV) line versus coverage
(in monolayers) for Sn
deposited on cleaved
GaAS(110) surfaces. As well
as the experimental data
points, results are also given
of a theoretical model
calculation (open symbol),
where island formation on top
of a closed β-Sn film of 3Å
thickness is assumed [3.22].
The solid line is the best fit to
the experimental data points

of the intensity. This behavior, as well as the corresponding intensity dependence
of the Sn AES line (electron energy: 430 eV) is characteristic of Stranski-Krastanov
(SK, layer plus island) growth. In Fig. 3.27 the full curve is obtained from a model
calculation where the behavior of the AES intensity is attributed to the growth of
a closed amorphous metallic β-Sn layer of about 3 Å thickness with hemispherical
islands on top of this layer which grow in diameter with increasing film thickness.
This model of SK growth is confirmed at higher coverages by scanning electron
micrographs (Fig. 3.28), where at a nominal coverage of 38 monolayers of Sn an
average island diameter of a few hundred Å is revealed.

Pure island (VW) growth is not found as often as the other two growth modes.
The behavior of the characteristic Auger (or XPS) line intensities of deposit and
substrate with coverage, as qualitatively shown in Fig. 3.23c, is sometimes difficult
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Fig. 3.28 Scanning electron
micrograph of an Sn film
(nominal coverage 38
monolayers) deposited on a
cleaved GaAs surface [3.22]

to distinguish from the case of SK growth. Different experimental techniques have
to be applied to discriminate between the two modes.

A number of experimental examples for the different types of film growth are
listed in Table 3.3. The compilation does not explicitly take into account the type of
interface formed: abrupt, more gradual, or with the formation of new chemical com-
pounds as in the case of transition metals on Si (layer growth), where at the interface
a new crystalline metallic compound, a Pt, Pd or Ni silicide, is formed, depending on
the substrate temperature. On top of this silicide, layer-by-layer growth of the pure
metal then occurs. It must be further emphasized, that the type of growth indicated in
Table 3.3 is usually found only within certain substrate temperature ranges. Outside
this range the growth behavior may be different.

An important class of experimental techniques for investigation of thin films
grown under well-defined conditions is based on diffraction. Electron diffraction,

Table 3.3 Overview of some layer systems and their growth modes FM, SK, VW

Layer growth Frank-van der Merwe Layer plus island growth Island growth
(FM) Stranski-Krastanov (SK) Volmer-Weber (VW)

many metals on metals e.g., Pd/Au,
Au/Pd, Ag/Au, Au/Ag, Pd/Ag,
Pb/Ag, Pt/Au, Pt/Ag, Pt/Cu

some metals on metals,
e.g., Pb/W, Au/Mo, Ag/W,
rare gases on graphite

most metals on alkali
halides most metals on
MgO, MoS2 graphite,
glimmer

alkali halides on alkali halides many metals on
semiconductors, e.g.:

III-V alloys on III-V alloys Ag/Si, Ag/Ge
e.g., GaAlAs/GaAs, InAs/GaSb Au/Si, Au/Ge
GaP/GaAsP, InGaAs/GaAs Al/GaAs, Fe/GaAs,

Sn/GaAs
IV semiconductors on some Au/GaAs, Ag/GaAs
III-V compounds, e.g.,
Ge/GaAs, Si/GaP, α-Sn/InSb
transition metals on Si Pt/Si, Pd/Si,
Ni/Si (silicides)
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which includes both LEED and RHEED (Panel VIII: Chap. 4), yields information
about the crystallographic order of the deposit. The information, however, is limited
by the finite coherence length of the electron beam. Only ordering over a range of a
few hundred Angstroms contributes to the sharpness of the diffraction pattern. The
observation of sharp LEED spots, therefore, indicates a well ordered crystal lattice
only over such distances. Well developed Bragg spots do not necessarily indicate
long-range crystallographic order. RHEED, in contrast to LEED, also gives infor-
mation about the growth mode of the film. A flat surface, i.e. layer by layer growth
means that the third Laue equation imposes no restriction; 2D elastic scattering usu-
ally gives rise to sharp diffraction stripes (Panel VIII: Chap. 4). The occurrence
of 3D island growth brings the third Laue equation into play and spots rather than
stripes are observed in the RHEED pattern.

Besides these diffraction techniques, which yield essentially a Fourier trans-
form of the real-space structure, there are other techniques important in the study
of film growth, that give real space images. Scanning electron microscopy (SEM
[3.23], Panel V: Chap. 3) can provide a direct image of the film morphology
(Fig. 3.28) down to dimensions of 10 Å in favorable cases. This lateral reso-
lution in SEM is essentially determined by the diameter of the electron beam.
SEM is usually performed ex situ, i.e. films prepared under UHV conditions have
to be transferred through the atmosphere into the microscope. This might give
rise to contamination-induced changes of the film structure, in particular in the
low-coverage range. Only in special cases is SEM equipment available with UHV
conditions and transfer units from the preparation chamber. It should also be noted
that the SEM picture is produced by secondary electrons, whose emission intensity
is not only affected by geometrical factors such as the type of surface, inclination to
the primary beam, etc., but also by electronic properties of the surface such as work
function and surface-state density, etc. Some of the intensity contrast in the image
might therefore not be related to geometrical inhomogeneities but to electronically
inhomogeneous areas. In particular, isolated islands of overlayer atoms should not
be confused with patches of varying work function on the surface of a geometrically
flat film.

Another direct imaging technique for the study of thin films is scanning tunneling
microscopy (STM [3.24], Panel VI: Chap. 3). In this, the electron tunneling current
between a metal tip of atomic dimensions and the film surface is measured as a
function of lateral position of the tip. Scanning the tip over the surface yields a
“real-space” image of the film surface. Even though it is actually an outer electron
density contour that is probed rather than a geometrical surface, this type of surface
imaging resembles a real “sensing” comparable to macroscopically drawing a pencil
over a rough surface. Electronically processed two-dimensional scanning images or
line scans can give a clear impression of the roughness and general morphology of
a film surface right down to atomic dimensions (Fig. 3.29). The spatial resolution
both laterally, i.e. parallel to the surface, and vertically, i.e., normal to the surface,
is in the range of Ångstroms.

Direct imaging is, of course, also performed in transmission electron microscopy
(TEM) [3.26]. Because of the limited penetration depth of electrons through solid
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Fig. 3.29 Scanning
Tunneling Microscope (STM)
image of a Si(111)-(7× 7)
surface (superstructure seen
in the right-hand part)
covered with a FeSi2 layer
(left-hand part). Within the
FeSi2 layer a step is evident.
The data were taken with a
tunnel current of 1 μA and a
tip voltage of 1.8 V; i.e. the
filled Si states are seen [3.25]

material, conventional TEMs with acceleration voltages below 200 keV allow the
analysis of samples having a maximum thickness of about 1 μm. Using high voltage
instruments (acceleration voltages up to 3 MeV) thicker samples can be investigated.
TEM can be used in a variety of ways to study thin films and overlayers. In the
classical experiments on island growth and 3D nucleation, metal is deposited by
evaporation onto alkali halide surfaces prepared by cleavage in UHV. Subsequently,
the metal film consisting of more or less coalescent islands (VW growth mode)
is fixed by a deposited carbon film. Outside the UHV chamber the alkali halide
substrate is dissolved from the carbon film by water treatment and the films with
the embedded metal clusters and islands are analysed with respect to shape, dis-
tribution, and number of islands by conventional TEM techniques. In particular,
nucleation rates of metals versus temperature T (or versus 1/T ) have been studied
for alkali-halide surfaces. For Au on KCl(100) surfaces (Fig. 3.30) an exponential
dependence of the nucleation rate JN on 1/T , as predicted by (3.37), was found
[3.16]. Additionally the nucleation rate depends quadratically on the adsorption rate
u the density of adsorbed atoms is uτa (where τa is the adsorption time). From
plots such as Fig. 3.30, the free enthalpy of cluster formation�G( jcr) (3.37) can be
derived.

More refined preparation techniques are needed to study the crystallo-
graphic quality (dislocations, etc.) of thin films and the degree of perfection of
heterointerfaces in TEM. The film must be imaged in a plane normal to the film–
substrate interface. The sample therefore has to be cut normal to the interface, and
thin slices have to be prepared by chemical etching and ion milling. Local thinning
has to proceed down to dimensions of 10 to 100 nm, such that the electron beam
can be transmitted. With conventional resolution, dislocations in the film can be
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Fig. 3.30 Nucleation rate JN
divided by square of
adsorption rate u for Au
nuclei on a KCl surface,
plotted versus reciprocal
substrate temperature [3.16]

studied and their number and density can be evaluated (Fig. 3.31). For this purpose
the sample is oriented in the electron beam slightly off from the Bragg condition.
The strain field surrounding a dislocation causes the Bragg condition to be fulfilled
locally, and part of the incoming beam is diffracted out of the transmitted beam. Part
of the strain field of the dislocation then appears as a bright structure in a dark field
or dark in a bright field image. In high-resolution TEM even the atomic structure of
an interface can be resolved (Fig. 3.32). It must be emphasized, however, that the
contrast seen in such a high-resolution electron micrograph is not directly related to
single atoms. Rows of atoms are imaged and an involved theoretical analysis (taking
into account details of the electron scattering process) is necessary for a detailed

Fig. 3.31 Transmission
Electron Micrograph (TEM)
of dislocations in an epitaxial
(110)GaAs overlayer on a Si
substrate [3.27]
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Fig. 3.32 High-resolution
TEM of an AlAs/GaAs
double heterostructure. The
dark and bright points are
correlated with single rows of
atoms [3.28]

interpretation of the dark and light spots in terms of atomic positions. Nevertheless,
information about the quality of an interface, in particular about the orientation of
lattice planes, etc., can be obtained by simple inspection.

Optical methods are also successfully applied to the study of thin films. The
Raman effect [3.29, 3.30] (inelastic scattering of photons in the visible or UV spec-
tral range) allows one to study the vibrational properties of thin films, which can
yield interesting information about their morphology. An example is exhibited in
Fig. 3.33. Sb overlayers have been deposited under UHV conditions on cleaved

Fig. 3.33 a,b Raman spectra
of Sb overlayers on lightly
n-doped GaAs(110) surfaces
prepared by cleavage in
UHV; excitation by laser
lines at 406.7 nm and
530.9 nm. The substrate
temperatures T during
deposition were 90 K (a) and
300 K (b). The coverage θ is
given in MonoLayers (ML)
on the spectra [3.30]
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GaAs(110) surfaces. From LEED and other techniques it is known that the first
monolayer of Sb is well ordered with a (2 × 1) superstructure. Additional depo-
sition of Sb on top of this first layer leads to thicker layers which do not show
any crystallographic order in LEED. Characteristic phonons of Sb, as measured
by the Raman effect, reveal more details about these thicker overlayers. Because
of its rhombohedric (D3d) symmetry, crystalline Sb has two Raman active phonon
modes at the Γ point, one of type A1g and the other a twofold degenerate Eg mode.
The corresponding lines are seen for thicker layers (θ ′ = 50 ML, Fig. 3.33b) after
deposition at 300 K. Since photons transfer only a negligible wave vector q in the
scattering process, and since for a crystalline solid with 3D translational symmetry
wavevector conservation applies, only phonons with a well-defined q vector near
Γ contribute to the relatively sharp phonon lines (FWHM � 10 cm−1). Their
sharpness, together with the lack of any long range order in LEED, indicates a
polycrystalline morphology of the Sb layers deposited at 300 K and with thick-
ness exceeding about 10 ML. For thinner layers (θ ′ < 10 ML, Fig. 3.33b) a broad,
smeared-out structure is seen. This clearly demonstrates that the Sb overlayers are
amorphous. Due to the lack of translational symmetry in amorphous material, the
wave vector is not conserved upon light scattering and phonons from all over the
Brillouin zone contribute to give essentially an image of the phonon density (versus
energy) rather than of single sharp phonon branches. Deposition at 90 K leads to
amorphous Sb layers even in the high coverage regime as is seen from the feature-
less, broad spectral structure in Fig. 3.33a. It is obvious that phonon-line broadening
in a Raman spectrum can thus be used to get information about the degree to which
wave vector conservation is violated due to finite crystallite size in a polycrystalline
layer. Not only can the amorphous state be distinguished from a polycrystalline
morphology, but the crystallite size can also be estimated. According to a num-
ber of experimental data, sharp phonon lines, as expected for large bulk crystals,
are observed in Raman scattering for crystallites with diameters exceeding 100 to
150 Å.

Among the various optical measurements on thin films, ellipsometry (Panel XII:
Chap. 7), in particular when used as a spectroscopy, is of considerable importance.
In ellipsometry, the optical reflectivity of the film–substrate system is determined by
measuring the change of the polarisation state of light upon reflection [3.31]. The
reflectivity measurement is thus reduced to a measurement of angles (Panel XII),
which yields extremely high surface sensitivity (< 10−1 monolayers of an adsor-
bate) in comparison with conventional intensity measurements. The underlying rea-
son for this surface sensitivity is the high accuracy by which the angle of polarisation
can be measured in contrast to a reflection intensity measurement, which is inher-
ently less accurate. The change of the state of polarisation upon reflection can be
expressed in terms of the ratio of the two complex reflection coefficients r‖ and r⊥
for light polarized parallel and perpendicular to the plane of incidence (containing
incident and reflected beam), r being the ratio of reflected and incident electric field
strength. The complex quantity

ρ = r‖/r⊥ = tanψ exp(i�) (3.41)
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defines the two ellipsometric angles � and ψ that are measured in ellipsometry
(Panel XII: Chap. 7). � and ψ completely determine the two optical constants n
(refractive index) and κ (absorption coefficient) or Re{ε} and Im{ε} (dielectric func-
tions) of an isotropic reflecting medium (semi-infinite halfspace). For film growth
and adsorption studies in interface physics one usually measures changes δ� and δψ
in the values of� and ψ for the clean surface and for the film (or adsorbate) covered
surface. Most interesting are in situ measurements under UHV conditions. Even in
the simplest one-layer model five parameters, the dielectric functions of substrate
(Re{εs}, Im{εs}) and film (Re{εf}, Im{εf}) and the film thickness d determine δ�
and δψ [3.31]. The commonly applied analysis of experimental spectra δ�(h̄ω) and
δψ(h̄ω) is based on known substrate optical constants (Re{εs}, Im{εs}) and fitting
spectra calculated with assumed film optical constants to the experimental spectra.
The approximate film thickness is obtained from a measurement of the total amount
of deposited film material by means of a quartz balance. The optimum fit then
yields the dielectric functions Re{εf}, Im{εf} of the film. Ellipsometric spectroscopy,
when used in film growth studies, is most frequently applied to the determination of
film optical constants and thus yielding integral information about the chemical and
structural nature of a film and its global electronic structure. Figure 3.34 shows, as
an example, results [3.32] obtained on the same InSb(110)-Sn system, as discussed
in connection with Figs. 3.24 and 3.25. For coverages below about 500 Å (≈ 200
monolayers of Sn) the dielectric functions (Fig. 3.34a) with their spectral structure
due to electronic interband transitions are characteristic of semiconducting (gray)

Fig. 3.34 a,b Real and imaginary parts of the dielectric function εf of Sn overlayers deposited
in UHV on clean cleaved InSb(110) surfaces. The ellipsometric measurements were performed in
situ on overlayers with differing thickness (coverage in MonoLayers, ML) [3.32]



3.6 Film-Growth Studies: Experimental Methods and Some Results 107

α-Sn, whereas for thicker Sn layers (> 500 Å) the well-known behavior of the
dielectric response of a quasi-free electron gas is observed (Fig. 3.34b). Sn layers
at higher coverage are thus deposited as metallic β-Sn. Simultaneous LEED studies
show that neither the α-Sn nor the β-Sn modification possesses long-range order; the
deposit is in both cases polycrystalline. The stabilization of the tetrahedrally bonded
α-Sn species even at room temperature (usually it is stable only at low temperature)
is obviously due to the isoelectronic nature of α-Sn and InSb.

In applied technology, ellipsometry using a single light wavelength is often
employed to determine film thicknesses. In this case the optical constants of the
substrate and of the film material must be known and only d is calculated via Fres-
nel’s formulae from the measured δ� and δψ .

An important technique for studying thin films and interfaces between over-
layers and substrates is ion scattering with medium and high-energy (Rutherford
BackScattering, RBS). In Sects. 4.9–4.11 the method and the underlying physics are
described in more detail. A whole variety of information can be extracted from RBS
measurements. Energy analysis of the backscattered ions (primary energy between
5 keV and 5 MeV) can be used as a chemical surface analysis technique, i.e., to
probe the chemical nature of a particular surface layer, or a segregation on top of
it (Sect. 4.10, Fig. 4.10). Measurement of the angular distribution of the backscat-
tered particles and of the scattering yield as a function of angle of incidence gives
detailed information about (i) the crystallographic quality of an epitaxial film and
(ii) relaxations, lattice mismatch and internal strain (Sect. 4.11, Figs. 4.35, 4.36).
The concept on which these measurements rely is that of “shadowing and blocking”
of ion beams in certain crystallographic directions (Sect. 4.11).

In conclusion, the study of film growth is an expanding field, both in fundamental
and in applied research. Many experimental techniques are available, on the macro-
scopic level as well as with atomic resolution. A complete compilation is beyond
the scope of the present book; the aim of this chapter was to give the reader a first
impression and an overview of this wide field of research.
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Panel V
Scanning Electron Microscopy (SEM)
and Microprobe Techniques

Scanning techniques (see also Panel VI: Chap. 3) have the common feature that a
certain physical quantity is measured with spatial resolution and recorded as a func-
tion of position on the surface. The local distribution of this quantity is obtained
electronically and viewed on an optical display, usually a TV screen. Of prime
importance for the characterization of microstructures on a scale down to 10 Å are
Scanning Electron Microscopes (SEM) [V.1] and microprobes. In addition to simple
imaging of surface topography (SEM), a local surface analysis in terms of chemical
composition can also be performed by the scanning electron microprobe.

The basic principle of these techniques consists in scanning a focussed elec-
tron beam (primary energy typically 2–10 keV) over the surface under study and
simultaneously detecting electrons emitted from the surface. The intensity of this
emitted signal determines the brightness of the spot on a TV tube. The formation
of a topographical image is due to local variations of the electron emissivity of the
surface. The operation of a SEM is described in more detail in Fig. V.1. The scanned
electron beam is produced in an electron microscope column. Electrons are emitted
from a heated Wor LaB6 cathode (or field emission cathode) and are focussed by the
Wehnelt cylinder and an anode aperture into a so-called cross-over point. The cross-
over point is projected by a first magnetic lens onto a smaller image point, which is
further reduced by a second magnetic lens onto the sample surface. This image on
the sample is reduced by a factor of about 1000 with respect to the primary spot. The
best SEM columns can achieve focussing on the sample surface into a spot of about
10 Å. This spot size is the essential factor determining the spatial resolution of the
SEM. Magnetic lenses [V.2] are used since they are more effective for high electron
energies than electrostatic lenses (F = ev × B); aberration errors are smaller, too.
The x-y scan is usually performed by two magnetic coils arranged perpendicular
to one another between the two magnetic lenses. The amplification of the SEM is
produced simply by electronically varying the deflection angle of the scanning elec-
tron beam. A video tube is employed as optical display; its electron beam is scanned
synchronously with the primary probing beam of the microscope column, i.e. both
beams are controlled by the same scanning electronics and the amplification of the
SEM is adjusted by a scaling factor introduced essentially by a resistance divider
circuit. The intensity of the electrons emitted from the sample determines (through
an amplifier) the intensity of the TV tube beam. Different detectors sensitive to
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Fig. V.1 Schematic set-up of a scanning electron microscope or microprobe

various energy ranges of the emitted electrons can be used. A solid surface irradi-
ated by an electron beam of energy E0 emits electrons of various origin (Fig. V.2).
Besides elastically backscattered electrons of energy E0 (Region I), there is a regime
of inelastically backscattered electrons (II), where the spectral structure stems from
energy losses due to plasmon excitation and interband transitions (Chap. 4). These
excitations are specific to every solid. A detector tuned to this energy range (BE in
Fig. V.1) thus yields an image of the surface which is extremely sensitive to compo-
sition. A high contrast results from the material specificity of the emitted electrons.
Because of the high degree of forward scattering (dielectric scattering with small
wave-vector transfer q‖, Sect. 4.6) in this loss regime, strong shadowing effects are
observed for the threedimensional microstructures being imaged.

The spectrum of emitted electrons exhibits two other characteristic energy
ranges, the next of these being a flat part between the above-mentioned loss regime
and energies down to about 50 eV (Region III). With sufficient amplification (and
detection usually in the differentiated mode dN/dE) the Auger emission lines char-
acteristic for each chemical element can be detected in this energy range. The major
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Fig. V.2 Qualitative large-scale overview of the energy distribution of electrons emitted from a
surface which is irradiated by an electron beam of primary energy E0. The true secondary-electron
contribution is indicated by the dotted curve

part of the emission, the so-called true secondary electrons, form a strong and broad
spectral band between 0 and 50 eV (Region IV), but extend as a weak tail up to
E0 The true secondary background originates from electrons that have undergone
multiple scattering events (involving plasmons, interband transitions, etc.) on their
way to the surface. Their spectral distribution and their intensity is thus not very
specific to a particular material; nor is there a strong angular dependence of the true
secondary emission as was the case for the inelastic losses in Region II. The detector
SE in Fig. V.1 is tuned to record the lowenergy true secondary electrons and thus
yields a different image of the surface from that obtained by detector BE. Due to the
lack of forward scattering, less shadowing is observed. The contrast due to chemical
composition is poorer but instead variations in surface roughness and work function
are made visible. A topographical image similar to that from the detector SE, but
with inverted contrast can be obtained by recording the total electric current from
the sample, i.e. the total difference between the numbers of incident and emitted
electrons (essentially the true secondaries).

Although, in principle, SEM pictures are not stereoscopic, good insight into the
geometry of an object or a surface can be achieved by using different detectors
and different irradiation geometries. However, one must expect some difficulties
in the interpretation, since not only geometrical factors (inclination of planes, etc.)
but also work-function variations and other electronic factors give rise to contrast
changes. As an example of the application of SEM to the study of metal overlay-
ers on semiconductors in microelectronics (Fig. V.3) shows golds contacts (bright
structures) on a GaInAs/InP heterostructure. In the upper left part of the figure the
GaInAs overlayer is seen, whereas the deeper laying InP substrate is exposed in
the lower-right hand [V.4]. A further example is the SEM picture of a clean GaAs
(110) surface (Fig. V.4a) which has been annealed in a separate UHV chamber up



Panel V: Scanning Electron Microscopy (SEM) and Microprobe Techniques 111

P
an

el
V

Fig. V.3 Scanning electron
micrograph of gold contacts
(bright structures) deposited
on a GaInAs/InP
heterostructure [V.4]

to temperatures around 1150 K. Segregation of material into islands is observed on
the surface. The SEM pictures of Figs. V.3 and V.4a are obtained in a standard SEM
under high vacuum conditions (≈ 10−5 Pa), whereas the surfaces were prepared
under UHV conditions in a separate chamber. Between preparation and the SEM
study a transfer of the sample through air is necessary. This drawback of standard
equipment has now been overcome by the development of SEMs that work under
UHV conditions. These more advanced instruments can be connected via load lock
chambers to other UHV equipment, such that, after preparation, SEM investigations
of a surface or interface can be performed in situ.

In addition to measuring the secondary electron yield as a function of spatial
position as in the SEM, other quantities can also be studied. The primary electron
beam of a SEM also induces Auger processes (Panel III: Chap. 2) and the emission
of X-rays [V.3]. Both Auger electrons and X-ray photons can be detected as a func-
tion of position by suitable detectors, Auger electrons by an electron analyzer (e.g.,
CMA; Panel II: Chap. 2) and photons, e.g., by an energy dispersive semiconductor
photon-sensitive detector. Both the Auger signal and the X-ray emission are specific
to a given element. Recording these quantities thus yields a spatially resolved pic-
ture of the distribution of chemical elements on a surface. The apparatus which is
equipped with the appropriate instruments is sometimes called a microprobe. As an
example Fig. V.4b shows the X-ray signals of the characteristic As line at 10.53 keV
and the Ga line at 9.25 keV photon energy along a line scan intersecting the seg-
regation in Fig. V.4a. The spatially resolved element analysis clearly exhibits the
segregation of Ga islands on the GaAs surface after extended heating.

An example of a scanning Auger image is depicted in Fig. V.5. Sb has been
evaporated on a UHV-cleaved GaAs(110) surface at a substrate temperature of about
300 K. After transfer through air the relative intensity of the Sb Auger line (integral
over 454 and 462 V lines) (ISb−Iback)/Iback was measured and the spatially resolved
intensity distribution is displayed. The relatively homogeneous gray background
indicates a quasi-uniform coverage of the GaAs surface with Sb. The dark spots
are regions of lower cover age, i.e. they indicate deficiencies in the Sb overlayer.
The bright spots (diameter ≈ 350 Å) originate from Sb islands which are formed
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Fig. V.4 (a) Scanning electron micrograph of a GaAs(110) surface prepared by cleavage in UHV
with subsequent annealing to 1150 K. The micrograph was taken ex situ after transfer through
air. Segregation of substrate material into islands is visible. (b) X-ray emission signal for As
(10.53 keV) and Ga (9.25 keV) measured along a line AB intersecting the segregation region in
(a) [V.5]

on top of the more or less complete Sb underlayer. The AES image shows Stranski-
Krastanov growth for the Sb overlayers on GaAs(110).

Although both the Auger intensity distribution and the characteristic X-ray emis-
sion pictures yield a local-element analysis of the surface, different depth infor-
mation is obtained by the two probes. The absorption of X-ray photons by matter is
weak, and thus the emitted photons originate from a depth range which is essentially
determined by the penetration depth of the high-energy primary electrons. Depend-
ing on the material and the primary energy, the information depth for the X-ray
probe is thus 0.1–10 μm. For the Auger probe, on the other hand, the information
depth is given by the distance that the Auger electrons can travel without losing
energy by scattering. This length is material dependent and is typically smaller by a
factor of 102 to 104, as compared with the information depth of the X-ray probe. The
characteristic differences between the information depth and the volume probed by
the different techniques is shown schematically in Fig. V.6. Backscattered electrons
and X-ray photons originate typically from a pearshaped zone below the surface,
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Fig. V.5 Scanning Auger electron micrograph of a GaAs(110) surface cleaved in UHV and covered
with a nominal 5 monolayers of Sb. The Auger micrograph was recorded ex situ with a primary
energy of 20 keV. The intensity distribution of the Sb lines (454 eV, 462 eV), i.e. (ISb− Iback)/Iback
displayed with a magnification of 10 000 [V.6]

whereas the low-energy secondary electrons and the Auger electrons carry informa-
tion from the small, narrow neck of the “pear”. The pear shape of the probed region
arises from elastic and inelastic scattering of the high-energy primary electrons. It
is evident from the distribution in Fig. V.6 that much better spatial resolution is
obtained by the Auger probe (≥ 10 nm as with SEM) than by using X-ray photons.
On the other hand, the X-ray probe offers better depth analysis for the investiga-
tion of layer structures. For scanning Auger studies, UHV conditions are necessary
because of the significant influence of surface contamination, whereas the X-ray
probe can be used under conditions of poorer vacuum.

Fig. V.6 Schematic overview of the pear-shaped volume probed by different microprobe signals
(electron and X-ray emission), when a primary electron beam is incident on a solid surface. Auger
electrons originate from a depth of 5–20 Å, whereas the X-ray information depth is 0.1–10 μm
with much less spatial resolution
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Panel VI
Scanning Tunneling Microscopy (STM)

The Scanning Tunneling Microscope (STM), developed by Binning and Rohrer
[VI.1], delivers pictures of a solid surface with atomic resolution. A direct realspace
image of a surface is obtained by moving a tiny metal tip across the sample surface
and recording the electron tunnel current between tip and sample as a function of
position [VI.2]. In this sense the STM belongs to the wider class of scanning probes
(Panel V: Chap. 3), in which a certain signal – in this case the tunnel current – is
recorded and displayed electronically versus surface position.

Tunneling is a genuine quantum mechanical effect in which electrons from one
conductor penetrate through a classically impenetrable potential barrier – in the
present case the vacuum – into a second conductor [VI.3]. The phenomenon arises
from the “leaking out” of the respective wave functions into the vacuum and their
overlap within classically forbidden regions. This overlap is significant only over
atomic-scale distances and the tunnel current IT depends exponentially on the dis-
tance d between the two conductors, i.e. the tip and the sample surface. The now
classic work of Fowler and Nordheim [VI.4] yields, as a first approximation, the
expression

IT ∝ U

d
exp

(
−K d

√
φ

)
(VI.1)

where U is the applied voltage between the two electrodes, tip and sample, φ
their average work function (φ � eU ), and K a constant with a value of about
1.025 Å−1 · (eV )−1/2 for a vacuum gap. IT is easily measurable for distances d
of several tens of Ångstroms and, in order to get interesting information about the
surface, d must be controlled with a precision of 0.05–0.1 Å [VI.5].

To achieve a lateral resolution that allows imaging of individual atoms, the move-
ment of the tiny metal tip across the surface under investigation must be controlled
to within 1–2 Å. The high sensitivity of the instrument to the slightest corrugations
of the surface electron density is due to the exponential dependence (VI.1) of IT
on d and (φ)1/2. Experimentally the stringent requirements for precise tip move-
ment are satisfied by a two-step approach (Fig. VI.1): The sample is mounted on a
piezoelectrically driven support called louse. This name derives from the fact that
the stepwise movement of this support over distances of 100–1000 Å is achieved
by three metallic legs carrying a piezoelectric plate. The legs act as electrostatic
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clamps which are successively attached to the metallic support plate by applying a
voltage. When unbiased they move laterally by the action of the piezoelectric plate
(voltage-induced tensions). This facility is employed for rough adjustment of the
sample surface in front of the tip. The scanning of the tip across the surface is per-
formed by means of a piezoelectric triple leg. Tip movement along three directions
(x and y parallel, and z normal to the surface) with an accuracy of better than 1 Å
are obtained by biasing the piezodrives by several tenths of a volt. Surface areas of
typically 100× 100 Å2 are scanned.

Recent, more easily operated STMs have been built with particular attention to
a compact arrangement of sample, piezodrives and tip. A very compact construc-
tion (Fig. VI.1b), which is relatively insensitive to thermal drifts and mechanical

Fig. VI.1 (a) Schematic of the classic Scanning Tunneling Microscope (STM) [VI.1]. The metallic
tip of the microscope is scanned over the surface of the sample with a piezoelectric tripod (x , y, z).
The rough positioner or “louse”, driven by controlled piezoelectric deformation of its main body,
brings the sample within reach of the tripod. A vibration filter system P protects the instrument
from external vibrations. (b) Schematic of the recent compact STM of Besocke [VI.6]. A large
area sample, e.g. a semiconductor wafer, with its lower surface under study is carried by three
piezoelectric actuators (carriers) which are used to produce microscopic shifts of the sample. A
fourth piezoelectric rod (scanner) allows scanning of the metallic tip across the sample surface. (c)
A function diagram of piezoelectric actuator element of part (b) equipped with tip and electronic
connections for scanner operation. The carrier elements are identical in size and operation
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vibrations, uses three piezoelements as sample holder and distance control between
tip and sample surface. A similarly constructed piezoelement in between carries the
tip and is used as scanner. The piezoelements (Fig. VI.1c) are long rods with four
separate metal electrodes. Biasing these electrodes causes bending of the rods. Actu-
ating the x and y component of the three carriers simultaneously causes the sample
to shift in the xy plane. Movements of the sample over macroscopic distances can
be carried out by the simultaneous application of appropriate voltage pulses to all
three carrier piezos. Adjustment and scanning of the tip are performed by suitably
biasing the electrodes of the central scanner piezo.

Two major experimental difficulties had to be overcome in the development of
the STM: suppression of mechanical vibrations of the whole equipment in its UHV
chamber, and the preparation of a tip with atomic dimensions. Since the distance
between tip and sample surface must be controlled down to an atomic radius, vibra-
tional amplitudes must be damped down to less than an Ångstrom. In the origi-
nal version of the STM, this vibrational damping was achieved by suspending the
central part (Fig. VI.1a) on very soft springs and by the additional action of eddy
currents induced in copper counter plates by powerful magnets. The development
of more compact and simpler arrangements (Fig. VI.1b) is still continuing.

The tip is prepared from Ir or W wire (1 mm in diameter), which is grounded
at one end to yield a radius of curvature below 1 μm. Chemical treatment follows,
and the final shape of the tip end is obtained by exposing the tip in situ to electric
fields of 108 V/cm for about ten minutes. The detailed mechanism of tip formation
(adsorption of atoms or atomic migration) is not well understood at present. The
method of preparation does not usually lead to very stable tips: Optimum resolution
can only be achieved for a limited time and after a while the sharpening procedure
has to be repeated.

According to (VI.1) the tunnel current depends both on the distance d between
tip and surface, and on the work function. Changes of IT might therefore be due to
corrugation of the surface or to a locally varying work function. The two effects can
be separated by an additional measurement of the slope of the tunnel characteristic
during scanning. The normal measurement of surface corrugation is based on the
assumption of constant φ; then keeping IT constant, the voltage Uz on the z piezo-
drive is measured as a function of the voltages Ux , Uy on the x and z piezodrives
(Fig. VI.1). The topography of the surface is obtained in terms of the corrugation
function z(x, y). IT usually changes by an order of magnitude for changes in the
distance d on the order of an Ångstrom. By keeping the tunnel current constant,
changes in the work function are compensated by corresponding changes in d. Spu-
rious structures in the surface morphology induced by work function changes can
be identified by measuring φ separately. This is done by recording the first derivate
of IT versus d using a modulation of the distance d, i.e. a modulation voltage Uz for
the z-piezodrive (Uz = U 0

z +Ũz) and phase-sensitive detection (lock-in). According
to (VI.1) the average work function φ is easily obtained by

φ � (∂ ln IT/∂d)2. (VI.2)
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By recording both the signal IT (or equivalently the compensating voltage Uz) and
the derivative (VI.2) a distinction between topographical and work function changes
becomes possible. Part of a commonly used electric circuit for this measuring pro-
cedure is shown schematically in Fig. VI.2. The essential parts are the feedback
electronics for the z piezodrive and a circuit (including an xy ramp) controlling the
x and y piezodrives. Figure VI.3 depicts a line scan (along x) over a cleaved Si(111)
surface on which Au had been deposited [VI.7]. By comparison to the direct signal
IT (d) and its derivative [∝ (φ)1/2] the structures A and B are seen to be caused by
workfunction inhomogeneities, i.e. Au islands.

A classic example of the use of the STM in surface structure analysis is the
study of the Si(111)-(7 × 7) surface (Sect. 6.5). In the STM relief of the (7 × 7)

Fig. VI.2 (a) Main components of the electronics of a STM. The tunneling current through tip and
sample controls the tip (z) movement via feedback electronics and a High Voltage (HV) amplifier.
A digital ramp is used for the xy scan

Fig. VI.3 a,b Line scans over a cleaved Si(111) surface on which Au has been deposited [VI.7]. (a)
Direct measurement of the corrugation z(x) and (b) derivative measurement ∂ ln IT/∂d according
to (VI.2), which yields information about the average workfunction
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reconstructed surface (Fig. VI.4) several complete unit cells are discernible on
the basis of their deep corner minima [VI.8]. This realspace STM image of the
Si(111)-(7 × 7) surface allowed to discard many of the existing structural models
proposed for this surface. Although precise structural details cannot be established
from Fig. VI.4 alone, there were many arguments in favor of a modified adatom
model (Fig. 6.37), which finally led to a structure model for the (7 × 7) surface
of Si(111) (Sect. 6.5). The STM results demonstrated, in particular, that the two
halves of the unit mesh are not completely equivalent because of the slightly differ-
ent heights of the minima and maxima (Fig. VI.4).

Since electron tunneling can occur from the metal tip to the semiconductor
surface, or vice versa, depending on the direction of the bias, more information
about the electronic structure of the surface can be obtained by studying the depen-
dence of the STM signal on the sign and magnitude of the tip-sample voltage.
This is qualitatively shown for opposite bias voltages in the tunnel-band schemes
in Fig. VI.5. For positive bias in Fig. VI.5a, tunneling of electrons can only
occur from occupied metal states into empty surface states or conduction-band

Fig. VI.4 STM relief of the
(7× 7) reconstructed Si(111)
surface [VI.8]. The large unit
mesh is discernible by the
deep corner minima. The two
halves of the unit mesh are
not equivalent as evidenced
by the different intensities of
the minima and maxima

Fig. VI.5 a,b Electronic-band scheme of the semiconductor sample and the metal tip for two
opposite values of bias voltage. (a) Tunneling of electrons from the metal tip into empty surface
states in the sample, and (b) tunneling of electrons from occupied surface states in the sample into
the metal tip
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states in the semiconductor. When the metal tip is positive with respect to the
semiconductor surface (Fig. VI.5b) elastic tunneling of electrons from the metal
into the semiconductor is not possible, only occupied states can be reached because
of the Fermi-level position. The measured tunneling current IT therefore originates
from occupied surface or valence-band states in the semiconductor. Depending on
the bias direction, therefore, occupied or empty states of the surface under investi-
gation can be probed. By measuring the dependence of the current IT on the applied
voltage one can even obtain an image of the state distribution. An example of this
kind of application is the STM study of the clean, cleaved Si(111)-(2 × 2) surface

Fig. VI.6 STM relief of a
cleaved Si(111) surface,
measured at a sample voltage
of +0.6 V. The image extends
laterally over an area of
70× 70 Å2, with the vertical
height given by the scale on
the left-hand side of the
figure. The (2× 1) π -bonded
chains are seen at the left
thand side, and a disordered
region is seen on the right
[VI.9]

Fig. VI.7 Schematic view of the surface states on a (2 × 1) Si(111) surface for (a) the buckling
model, and (b) the π -bonded chain model. Dangling bonds on the surface result in two bands of
surface states above and below the Fermi level EF. The corrugation z(x) of these bands is measured
separately by applying positive or negative voltages. (c) Experimentally determined line scans of
the corrugation z(x) measured with sample voltages +0.8 and −0.8 V. A monatomic step is seen
at the left hand edge of the scans [VI.9]
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(Sect. 6.5). A real space STM image [corrugation z(x, y)] (Fig. VI.6) depicts a linear
corrugation along (011̄) with an amplitude of 0.54 Å and a raw spacing of about
6.9 Å [VI.9]. This spacing is not consistent with the surface atomic distances in a
buckling model (Fig. VI.7a), but good agreement exists with the distance between
two dangling bond chains in a π -bonded chain model (Sect. 6.5 and Fig. VI.7b).
Further strong support for the π -bonded chain model is obtained from line scans
of the tunnel current, i.e. the corrugation along (211), at opposite biases of +0.8
and −0.8 V. Although the occupied and empty surface states are probed separately
in these two cases (Fig. VI.5), the maxima and minima of the corrugation occur at
the same location, as is expected for the π -bonded chain model (Fig. VI.7b). The
spatial phase shift that would be associated with the buckling model (Fig. VI.7a)
is not observed. A measurement of the differentiated tunnel characteristics dIT/dU
(lock-in technique) as a function of positive and negative bias (Fig. VI.8a) then
gives a qualitative picture of the spectral distribution of the occupied and empty
surface states on Si(111)-(2 × 2). Good agreement with the distribution of π and
π∗ states predicted by the π -bonded chain model (Figs. VI.8b and 7.13) is found.
The four dominant peaks are due to flat areas in the occupied bonding π and empty
antibonding π∗-state bands.

Fig. VI.8 (a) Ratio of differential to total tunneling conductance (dIT/dU )/(IT/U ) versus elec-
tron energy (relative to the Fermi energy EF) measured by an STM on a cleaved Si(111)-(2 × 1)
surface. The different symbols refer to different tip-sample separations [VI.10]. (b) Theoretical
Density Of States (DOS) for the bulk valence and conduction bands of Si (dashed line) [VI.11], and
the DOS from a one-dimensional tightbinding model of the π -bonded chains (solid line) [VI.10]
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The present examples clearly demonstrate the great value of the STM in studies
of the geometric and electronic structure of solid surfaces. The STM and a modifi-
cation of this instrument, the Atomic Force Microscope (AFM) [VI.12, VI.13] has
meanwhile also opened pathways to a new branch of science: Nanotechnology.

Nanotechnology, i.e., nanopositioning of atoms and molecules as well as controll
of chemical processes on a nanometer (10−9 m) scale and nanoprecision machining
has become possible by means of the STM and AFM. By scanning the tip of an STM
while tip and substrate are in intimate contact, submicrometer-wide lines can be
drawn by scratching the surface of a solid. By increasing the tip-sample interaction
at a particular surface location indentations can be produced with an STM or AFM.
Van Loenen et al. [VI.14] could produce holes of 2–10 nm diameter in a clean Si
surface by means of an STM with a tungsten tip.

Even single atoms and molecules can be pulled and pushed on a substrate surface
under UHV conditions at low temperature by an STM, as was first demonstrated by
Eigler and Schweizer [VI.15]. After adsorption of Xe atoms on a Ni(110) surface
single Xe atoms could be moved along the surface to form special figures or letters.
For this purpose the tip is first positioned above the selected atom (pictured in the
microscope mode). The interaction of the tip with this Xe atom, being essentially
due to van der Waals forces, is then increased by approaching the tip toward the
atom (Fig. VI.9). The tip is then moved laterally under constant-current conditions
while carrying the Xe atom with it. Upon reaching the desired destination, the tip
is finally withdrawn by decreasing the set-value of the tunnel current, leaving the
Xe atom at the desired new position. By applying the sliding procedure to other
adsorbed atoms as well (Fig. VI.9), overlayer structures can be fabricated atom by
atom. For another example, see [VI.16].

Fig. VI.9 Schematic illustration of sliding and positioning an atom across a surface by means of
an STM. The tip is placed over the Xe atom (a), subsequently lowered to (b), where the atom-tip
attractive force is sufficient to keep the atom beneath the tip. The tip is subsequently moved across
the surface (c) to the desired destimation (d). Finally the tip is withdrawn to a position (e) where
the atom-tip interaction is negligible. Thus the atom is releaved from the tip at a new location on
the surface [VI.15]
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Fig. VI.10 Constant-tunneling-current STM image of a quantum corral consisting of 48 Fe atoms
assembled in a ring on a Cu(111) surface at 4 K (imaging bias: 0.02 V). The ring with a diameter
of 142.6 Å encloses a defect-free area of the surface. Inside of the corral a circular standing wave
of electrons in sp-like surface states of the Cu(111) surface is visible. The bias parameters during
the sliding process were 0.01 V and 5 · 10−8 Å [VI.17]

A second type of moving an atom on a metal surface to a desired position is
by simply pushing it by the STM tip. For this purpose the tip is lowered on top of
the particular atom until strong interaction between the atom and the tip occurs. By
moving the tip to the disered position the atom is dragged with it. The atom moving
across the surface does not really break its chemical bond to the electron “sea” of
the metal surface. Only the diffusion barrier being essentially 1/10 of the binding
energy has to be surmounted by the tip adatom interaction.

A nice example of an artificial nanostructure prepared on a copper surface under
UHV conditions by an STM is displayed in Fig. VI.10. Crommie et al. [VI.17] have
assembled a so-called quantum corral by pushing and pulling 48 Fe atoms adsorbed
at 4 K on a Cu(111) surface into a ring of radius 71.3 Å. Beside two seperate Fe
atoms the circular corral consisting of the 48 Fe atoms is imaged by the STM after
positioning them individually at the correct sites. Tunneling microscopy performed
inside of the corral reveals a series of discrete resonances forming a kind of a ring-
like standing wave. Since an STM probes electronic wave functions the standing
wave within the corral must be due to electrons located at the Cu surface. As will
be shown in Sect. 6.4, there are so-called electronic surface states at the Cu(111)
surface which have free-electron character (Parabolic dispersion in Fig. 6.18). Elec-
trons occupying these states are located at the very surface and their motion parallel
to the Cu(111) surface is essentially that of free electrons. For these electrons the Fe
atoms forming the circular corral are strong scattering centers, such that an electron
is confined by the circular barrier. The spatial variation of the electronic density of
states inside of the Fe ring can be described, even quantitatively, by the distribution
of round-box eigenstates (Bessel functions) of electrons within sp-like Cu surface
states near the Fermi level [VI.16].
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Panel VII
Surface Extended X-Ray Absorption Fine
Structure (SEXAFS)

Besides ion scattering, scanning tunneling microscopy (Panel VI: Chap. 3) and
LEED intensity analysis (Sect. 4.4, Panel VIII: Chap. 4), Surface Extended X-ray
Absorption Fine Structure (SEXAFS) measurements have become a major source of
information about surface atomic structure [VII.1–VII.3]. In principle, the technique
is an indirect surface-sensitive measurement of the X-ray absorption in the energy
range up to about 10 keV. Before discussing SEXAFS it is thus useful to examine
the more direct technique EXAFS, which, from the experimental point of view, is
a straightforward X-ray absorption measurement [VII.4]. Since such an absorption
measurement is not particularly sensitive to the topmost atomic layers, EXAFS is
generally used to study the bulk atomic structure, i.e. bond length and coordination
numbers of materials. Figure VII.1 presents a typical K-shell absorption spectrum
of Cu [VII.5]. The insert is a schematic absorption spectrum over a wide range
of photon energies. The absorption coefficient μ(h̄ω) for X-rays, defined by the
exponential decay law of the intensity

I = I0e−μx , (VII.1)

decreases monotonically with photon energy except at absorption edges (LI, LII, . . .,
K . . .) where the photon energy reaches the ionization energy of a particular atomic
shell; photoelectrons are produced and a steep edge, i.e. a strong enhancement of the
absorption occurs. In condensed matter the absorption coefficient on the high-energy
side of this excition edge exhibits a characteristic oscillatory fine structure which is
clearly seen in Fig. VII.1 for the K-absorption edge of Cu. The origin of this fine
structure is an interference effect of the photoelectron wave function (Fig. VII.2).
The photoelectron produced by the ionization of a particular atom is scattered from
neighboring atoms. The direct outgoing wave ψ0 and the waves ψs backscattered
from the various neighboring atoms superimpose to yield the final state of the excita-
tion. The overlap, i.e. the interference condition of this total final-state wave function
with that of the core level initial-state wave function changes with photon energy
depending on the phase difference between ψ0 and ψs, thus causing the observed
variations in μ(h̄ω). The absorption coefficient μ is conveniently expressed as

μ = μ0K(1+ χ)+ μ0. (VII.2)
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Fig. VII.1 K-shell X-ray
absorption coefficient μ of
Cu versus X-ray photon
energy. Insert: qualitative
overview of the absorption
coefficient μ(h̄ω) for a wide
range of photon energies
covering two L edges and one
K edge [VII.5]

Fig. VII.2 The EXAFS
mechanism (schematic). The
final-state wave function is a
superposition of the
unscattered outgoing wave
ψ0 and waves ψs that are
backscattered from the
neighbors of the atom that
has been photoexcited

where μ0K and μ0 are monotonic functions due to K shell excitation (μ0K) and
excitation of weaker bound L and M electrons (μ0). The structural information, i.e.
bond length and coordination numbers are then contained in χ . According to the
experimental data (Fig. VII.1) χ is a function of photon energy h̄ω, but because of
energy conservation in the photoexcitation process, i.e.

h̄2k2

2m
= h̄ω − EB + V0, (VII.3)

one can also express χ as a function of the wave vector k. In (VII.3) EB is the
binding energy of the electron in its initial state, and V0 the inner potential of the
solid (the photoelectron is excited in this potential rather than into vacuum). V0 is
usually not well known and for the data analysis a reasonable estimate is taken. A
theoretical expression for χ(k) is calculated using dipole matrix elements between
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the initial K-shell wave function and the superposition of ψ0 (outgoing wave) and
ψs (waves backscattered from neighboring atoms):

χ(k) =
∑

i

Ai (k) sin[2k Ri + ρi (k)]. (VII.4)

This expression contains the structure of the photoelectron final state due to inter-
ference between ψ0 and several other waves reflected from neighboring atoms at a
distance 2Ri (Fig. VII.2). The distance of travel in the interference term is therefore
2Ri . A number Ni of identical scatterers are grouped together at a distance Ri in
a scattering shell. The scattering phase ρi (k) at the i th neighbor takes into account
the influence of the absorbing and scattering potentials on the photoelectron wave.
The EXAFS amplitudes Ai (k) are proportional to the backscattering amplitudes of
the surrounding atoms. They allow one to distinguish between different neighbors.
Furthermore thermal vibrational amplitudes and damping due to inelastic scattering
of the photoelectrons are contained in Ai (k).

Figure VII.3 illustrates qualitatively how the fine structure reacts to variations in
the nearest neighbor distance Ri and in the coordination number. For smaller Ri the
first maximum occurs at shorter wavelengths, i.e. higher photon energies. Higher
coordination increases the number of scatterers and thus the oscillation amplitude.

The analysis of EXAFS data includes several steps: the smooth decreasing back-
ground μ0K in the absorption coefficient (VII.2) is substracted and the oscillating
term χ amplified and recorded taking its average value as the zero line. In the
simplest case Ri can be obtained according to (VII.4) simply from the energetic

Fig. VII.3 a–c Influence of
different bonding geometries
on the EXAFS oscillations
(qualitative). A larger
bonding length decreases the
oscillation period (a, b); a
greater number of scatterers
increases the oscillation
amplitude (c)
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Fig. VII.4 Experimental
set-up for SEXAFS.
Polarized synchrotron
radiation is used as the light
source and the Auger yield or
secondary partial yield is
measured by a CMA. The
information depth is
essentially given by the
projection of the mean-free
path λ of the electrons

separation �E between the first maximum and the first minimum [Ri/Å ≈
(151/�E)1/2;�E in eV]. To achieve better accuracy the measured χ(k) is Fourier-
transformed according to

F(r) = 1√
2π

∫ kmax

kmin

χ(k)W (k)k3e2ikr d(2k). (VII.5)

Maxima in F(r) then correspond to the major oscillation periods in χ(k) and indi-
cate the sequence of distance Ri of shells of neighbors.

In (VII.5) the factor k3 compensates for the rapid decrease of χ(k) at large k
values. The window function W (k) is used to smooth χ(k) at the boundaries kmin
and kmax in order to avoid artificial side bands in F(r).

Up to this point EXAFS is not a surface-sensitive technique; adsorbate overlay-
ers or the topmost atomic layers of a solid give only a small, frequently negligi-
ble, contribution to the total X-ray absorption. Instead of measuring the absorption
coefficient μ directly, one can also record any deexcitation product of the photoion-
ization process. This is an indirect way to measure μ; the absorption coefficient is
proportional to the probability of ionization, i.e. of producing a hole in the K (or L)
shell. Every process for which the probability is proportional to the deexcitation
of that hole can be used to measure the absorption coefficient. Possible deexcia-
tion channels are the emission of an X-ray photon or the emission of an Auger
electron (Panel III: Chap. 2). EXAFS becomes a surface-sensitive method – then
called SEXAFS – when the photoemitted Auger electrons are recorded by means
of an electron analyser and a detector, or without any analyser simply by means
of a channeltron. The surface sensitivity arises from the limited escape depth of the
Auger electrons (Fig. 4.1). Because of inelastic interactions (excitation of plasmons,
etc.) the average free path of electrons varies between a few Ångstroms and about
100 Å for electron energies between 20 eV and a few keV. The surface sensitivity is
particularly high if only electrons from a depth of a few Ångstroms below the sur-
face contribute to the measured yield. As light source, a tunable high intensity X-ray
source is necessary. Synchrotron radiation from storage rings is ideal. Figure VII.4
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Fig. VII.5 Sulfur K-edge
SEXAFS spectrum for half a
monolayer of sulfur on
Ni(100) [c(2× 2) LEED
pattern] recorded at 45◦
X-ray incidence. The
SEXAFS oscillations after
background subtraction are
shown in the lower half
[VII.6]

shows schematically such an experimental set-up for SEXAFS studies at a storage
ring. As in AES, a CMA (Panel II: Chap. 2) is used as electron analyser: its energy
window is typically set at energies between 20 and 100 eV to ensure maximum
surface sensitivity.

As an experimental example we consider a SEXAFS study of sulfur (S) adsorp-
tion on Ni(100) [VII.6]. Figure VII.5 shows the corresponding Auger electron yield
measured by means of a CMA. The sample was held at room temperature during
adsorption and during the measurement. The energy window of the CMA was fixed
at 2100 eV near the KLL-transition of S and measurements were performed with
angles of incidence of the synchrotron X-ray beam of 10◦, 45◦ and 90◦. The com-
plex Fourier transform F(r), in particular |F(r)| and Im{F(r)}, of the measured
SEXAFS oscillations (Fig. VII.6) clearly exhibits two main features. Peak A at
2.23± 0.02 Å corresponds to the S–Ni neighbor distance whereas peak B indicates
that the second neighbor distance is 4.15 ± 0.10 Å. From other measurements it is
known that the bulk S–Ni distance in NiS is 2.3944±0.0003 Å. The S–Ni separation
for the adsorbed S layer on Ni(100) is thus smaller by 0.16± 0.02 Å.

Additional information is needed to yield an unequivocal structure model for the
site geometry of the adsorbed S atoms. Taking into account the c(2× 2) superstruc-
ture observed in LEED there are three different possibilities for S adsorption sites.
Considering also the intensities of the Fourier bands and using information about
the scattering phases, etc., the only remaining possibility is a fourfold coordinated
site, where an S atom forms the top of a pyramid whose rectangular basis is formed
by four surface-layer Ni atoms.
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Fig. VII.6 Absolute magnitude (solid line) and imaginary part (dashed) of the Fourier transform
of the SEXAFS signal for c(2 × 2) S on Ni(100) recorded at 90◦ X-ray incidence. Peaks A
and B correspond to S–Ni nearest neighbor and second nearest neighbor distances, respectively
[VII.6]

References

VII.1 P.A. Lee, P.H. Citrin, P. Eisenberger, B.M. Kincaid: Extended X-ray absorption fine
structure – its strengths and limitations as a structure tool. Rev. Mod. Phys. 53, 769
(1981)

VII.2 B. Lengeler: Adv. Solid State Phys. 29, 53 (1989)
VII.3 D. Koningsberger, R. Pries (eds.): Principles, Techniques and Applications of EXAFS, SEX-

AFS and XANES (Wiley, New York 1988)
J. Stöhr: NEXAFS Spectroscopy, Springer Ser. Surf. Sci., Vol. 25 (Springer, Berlin,
Heidelberg 1992)

VII.4 B.K. Agarwal: X-Ray Spectroscopy, 2nd edn., Springer Ser. Opt. Sci., Vol. 15 (Springer,
Berlin, Heidelberg 1991)

VII.5 B. Lengeler (ISI, Research Center Jülich): Priv. commun. (1991)
VII.6 S. Brennan, J. Stöhr, R. Jäger: Phys. Rev. B 24, 4871(1981)



Problems 131

Problems

Problem 3.1 Prove that in two-dimensional Bravais lattices an n-fold rotation axis
with n = 5 or n ≥ 7 does not exist. Show first that the axis can be chosen to pass
through a lattice point. Then argue by “reductio ad absurdum” using the set of points
into which the nearest neighbor of the fixed point is taken by the n rotations to
construct a point closer to the fixed point than its nearest neighbor.

Problem 3.2 Chemisorption of group-III atoms such as B, Al, Ga and In on Si(111)
surface [1/3 of a monolayer coverage on Si(111)-7 × 7] leads to the formation of
a (
√

3 × √3)R30◦ superstructure. Construct the corresponding reciprocal lattice
vectors and plot the LEED pattern.

Problem 3.3 On a crystal surface with 〈100〉 orientation, the deposition of a thin
film in the initial growth mode leads to island formation. The crystalline islands
of the deposited film material exhibit surfaces with 〈100〉 and 〈110〉 orientations.
Plot different stages of the island growth under the assumption that 〈100〉 is a fast
growing surface, whereas the 〈110〉 surfaces are slowly growing ones.

Problem 3.4 Upon co-deposition of arsenic and gallium on Si(111) surfaces an ini-
tial exponential decrease of the Auger intensity of the Si(LVV) line at 92 eV is
observed as a function of coverage. The intensity decays from the normalized value
1 on the clean surface to 0.6 at a nominal monolayer coverage of GaAs; at higher
coverages between 1 and 3 monolayers, saturation occurs and a constant intensity
value of 0.55 is reached.

(a) Calculate the mean free path of Si(LVV) Auger electrons in GaAs (lattice con-
stant 5.65 Å).

(b) From experiment, arsenic is known to form a saturation coverage of 0.85 mono-
layers on Si(111) at typical growth temperatures. Can the described experimen-
tal finding be explained in terms of layer-by-layer growth of GaAs on top of
this partial arsenic layer?



Chapter 4
Scattering from Surfaces and Thin Films

As in many branches of modern physics, scattering experiments are an important
source of information in surface and thin film research. The scattering process on a
surface is therefore a central topic among the various interactions of a solid. Like
in bulk solid-state physics, elastic scattering can tell us something about the sym-
metry and the geometric arrangement of atoms near the surface, whereas inelastic
scattering processes, where energy quanta are transferred to or from the topmost
atomic layers of a solid, yield information about possible excitations of a surface
or interface, both electronic and vibronic ones. In principle, all kinds of particles,
X-rays, electrons, atoms, molecules, ions, neutrons, etc. can be used as probes. The
only prerequisite in surface and interface physics is the required surface sensitivity.
The geometry and possible excitations of about 1015 surface atoms per cm2 must
be studied against the background of about 1023 atoms present in a bulk volume of
one cm3. In surface and interface physics the appropriate geometry for a scattering
experiment is thus the reflection geometry. Furthermore, only particles that do not
penetrate too deeply into the solid can be used. Neutron scattering, although it is
applied in some studies, is not a very convenient technique because of the “weak”
interaction with solid material. The same is true to some extent for X-ray scatter-
ing. X-rays generally penetrate the whole crystal and the information carried by
them about surface atoms is negligible. If used in surface analysis, X-ray scatter-
ing requires a special geometry and experimental arrangement. In this sense ideal
probes for the surface are atoms, ions, molecules and low-energy electrons [4.1].
Atoms and molecules with low energy interact only with the outermost atoms of a
solid, and low-energy electrons generally penetrate only a few Ångstroms into the
material. The mean-free path in the solid is, of course, dependent on the energy of
the electrons, as may be inferred from Fig. 4.1. In particular, for low-energy elec-
trons, the “strong” interaction with matter – i.e. with the valence electrons of the
solid – leads to considerable problems in the theoretical description; in contrast to
X-ray and neutron scattering multiple-scattering events must be taken into account,
and thus the simple analogy to an optical diffraction experiment breaks down. In
quantum-mechanical language, the Born approximation is not sufficient. A detailed
treatment using the so-called dynamic theory (Sect. 4.4) takes into account all these
effects by considering the boundary problem of matching all possible electron waves
outside and inside the solid in the correct way.

H. Lüth, Solid Surfaces, Interfaces and Thin Films, 5th ed., Graduate Texts in Physics,
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Fig. 4.1 Mean free path of electrons in solids as a function of their energy; a compilation of a
variety of experimental data [4.2]. The quasi-universal dependence for a large number of different
materials is due to the fact that the major interaction mechanism between the electrons and the solid
is the excitation of plasmon waves whose energy is determined by the electron density in the solid

Nevertheless, a simple treatment of the surface scattering process within the
framework of single-scattering events, i.e. along the lines of the Born approxi-
mation, yields insights into the important features of scattering at surfaces. This
approach is called the kinematic theory; it is applicable to all kinds of particle-
surface scattering, elastic and inelastic, but cannot describe the details of the inten-
sity distribution in low-energy electron scattering.

4.1 Kinematic Theory of Surface Scattering

We shall refer in the following to electron scattering, although other kinds of wave-
like projectiles such as atoms, molecules, etc. can also be described in the same
manner. The interaction of the particle with the solid – in particular with its surface –
is described by a potential

V (r, t) =
∑

n

v[r − ρn(t)], (4.1)

where n (= triple m, n, p) labels the atoms in a primitive lattice, and v is the interac-
tion potential with a single near-surface atom (substrate or adsorbate) at the instan-
taneous position ρn(t) · ρn(t) contains the time-independent equilibrium position
rn and the displacement sn(t) from equilibrium: ρn(t) = rn + sn(t). Monoener-
getic particles with energy E are incident with a wave vector k(E = h̄2k2/2m)



4.1 Kinematic Theory of Surface Scattering 135

and are scattered into a state k′. According to time-dependent quantum-mechanical
perturbation theory, the scattering probability per unit time from k into k′ is

Wkk′ = lim
τ→∞

1

τ
|ckk′(τ )|2 (4.2)

with the transition amplitude

ckk′(τ ) =
−i

h̄

∫
dr
∫ τ

0
dtψ∗s (r, t)V (r)ψi(r, t). (4.3)

For the incident and the scattered waves, ψi and ψs, we assume a plane wave char-
acter, i.e.,

ψi(r, t) = V−1/2ei(k·r−Et/h̄), (4.4a)

ψs(r, t) = V−1/2ei(k′·r−E ′t/h̄). (4.4b)

The probability amplitude for scattering within a time τ is therefore

ckk′(τ ) =
−i

h̄

∑
n

∫ τ

0
ei(E ′−E)t/h̄

∫
ei(k−k′)·rv[r − ρn(t)]drdt. (4.5)

The vector r − ρn(t) = ξ describes a position of a moving atom, whose nucleus is
at the instantaneous position ρn(t), i.e., with dr = dξ ,

ckk′(τ ) =
−i

h̄

∑
n

∫ τ

0
dt ei(E ′−E)t/h̄ei(k−k′)·ρn(t)

∫
dξv(ξ)e−i(k−k′)·ξ . (4.6)

The last time-independent term is an atomic scattering factor. It describes the
detailed scattering mechanism at the single atom. With the scattering vector

K = k′ − k (4.7)

it becomes

f (K ) =
∫

dξv(ξ)e−iK ·ξ . (4.8)

The instantaneous position of an atom near the surface can be described as

ρn(t) = rn + sn(t) = rn‖ + z p ê⊥ + sn(t). (4.9a)

The splitting into two components parallel (‖) and perpendicular (⊥) to the surface
[n = (n ‖, p)], with n ‖ as a vector parallel to the surface, is convenient because of
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the translational symmetry parallel to the surface which allows a Fourier represen-
tation:

ρn(t) = rn‖ + z p ê⊥ +
∑
q‖

ŝ(q‖, z p) exp
[±iq‖ · rn‖ ± iω(q‖)t

]
. (4.9b)

In this representation the displacement from equilibrium sn(t) is described by a
harmonic wave with frequency ω(q‖) and wave vector q‖ parallel to the surface.
The most general excitation would be a superposition of modes with different ω(q‖)
From (4.6) it follows that

ckk′(τ ) =
−i

h̄
f (K )

∑
n‖,p

∫ τ

0
dt ei(E ′−E)t/h̄

× exp

⎧⎨
⎩−iK ·

⎡
⎣rn‖ + z p ê⊥ +

∑
q‖

ŝ(q‖, z p) exp(±iq‖ · rn‖ ± iω(q‖)t)

⎤
⎦
⎫⎬
⎭ .
(4.10)

Because the displacements from equilibrium are small, the exponential function can
be expanded:

exp

⎧⎨
⎩−iK ·

⎡
⎣∑

q‖
ŝ(q‖, z p)e

±i...

⎤
⎦
⎫⎬
⎭

� 1− iK ·
⎡
⎣∑

q‖
ŝ(q‖, z p) exp[±i(q‖ · rn‖ + ωt)]

⎤
⎦+ . . . . (4.11)

Taking into account only the first two terms in the expansion, one arrives via (4.10)
at a sum of two different (elastic and inelastic) contributions to the probability
amplitude:

ckk′(τ ) =
−i

h̄
f (K )

∑
n‖,p

∫ τ

0
dt exp[i(E ′ − E)t/h̄] exp[−iK · (rn‖ + z p ê⊥)]

×
⎧⎨
⎩1− i

∑
q‖

K · ŝ(q‖, z p) exp[±i(q‖ · rn‖ ± ωt)]
⎫⎬
⎭ . (4.12)

The first “elastic” term does not contain the vibrational amplitudes ŝ. In the cal-
culation of the elastic scattering probability Wkk′ according to (4.2), the time limit
τ →∞ yields a delta function δ(E ′ − E); the summation over the two-dimensional
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(2D) set n‖ = (m, n) runs over the whole surface to infinity; it contains terms of the
form

∑
m,n

e−iK ·(ma+nb) =
∑
m,n

(
e−iK ·a)m (

e−iK ·b)n
(4.13)

where a and b are the basis vectors of the 2D unit mesh within the surface. As in the
case of a three-dimensional (3D) lattice sum, an evaluation via a geometrical series
gives, in the limit m, n→∞, a nonvanishing contribution only for

K · a = 2πh, K · b = 2πk; h, k integer. (4.14a)

With K = K ‖ + K⊥ ê⊥, (4.14a) is fulfilled when

K ‖ = k′‖ − k‖ = G‖. (4.14b)

The conditions (4.14) are the 2D analogs of the three Laue equations for the bulk
scattering of X-rays. The third Laue equation is missing, since the third summation
index p in (4.12) does not run from −∞ to +∞ because of the boundary at the
solid surface (z = 0).

For the elastic scattering probability and with N being the number of surface
atoms, one finally obtains

W (el)
k′k =

2π

h̄
N

∣∣∣∣∣ f (K )
∑

p

exp(iK⊥z p)

∣∣∣∣∣
2

δ(E ′ − E)δK‖,G‖ , (4.15)

where the Kronecker delta δK‖,G‖ expresses the condition (4.14b). With c as the
periodic repeat distance perpendicular to the surface, i.e. z p = pc, a summation of
p up to infinity would yield the third Laue condition. The sum over p, however,
extends only over those atomic layers below the surface which lie within the finite
penetration depth of the incident particles. For low-energy atom and molecular scat-
tering, p is restricted to the topmost atomic layer; for slow electrons it might extend
over a few of atomic layers, whereby the exact number depends on the primary
energy. Further consequences of (4.14 and 4.15) are considered in Chap. 5.

For the second term in (4.12), the inelastic scattering amplitude, one obtains

cinel
kk′ (τ ) =

−i

h̄
f (K )

∑
n‖,p

∫ τ

0
dt exp[i(E ′ − E)t/h̄] exp[−iK · (rn‖ + z p ê⊥)]

× (−i)
∑
q‖

K · ŝ(q‖, z p) exp[±i(q‖ · rn‖ + ωt)]
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= −h̄−1 f (K )
∑

n‖,p,q‖
K · ŝ(q‖, z p) exp

[−i(K ‖ ∓ q‖) · rn‖
]

× exp(−iK⊥z p)

∫ τ

0
exp[i(E ′ − E ± h̄ω)t/h̄]dt. (4.16)

Similar arguments to those in (4.13–4.15) yield the inelastic scattering probability

W inel
kk′ =

2π

h̄
N
∑
q‖
δ(E ′ − E ± h̄ω(q‖))δK‖±q‖,G‖

×
∣∣∣∣∣ f (K )

∑
p

K · ŝ(q‖, z p) exp(−iK⊥z p)

∣∣∣∣∣
2

(4.17)

where N is the number of surface atoms. The delta function and the Kronecker
symbol ensure energy conservation

E ′ = E ∓ h̄ω(q‖), (4.18a)

and the conservation of the wave-vector component parallel to the surface (K ‖ =
k′‖ − k‖)

k′‖ = k‖ ± q‖ + G‖, (4.18b)

i.e. in all inelastic surface scattering processes the energy lost (or gained) in scat-
tering must be found as the quantum energy h̄ω(q‖) of an excited surface mode
(e.g., vibrational). An extension of the present formalism can be made to include
electronic excitations of the surface. Equation (4.18b) is a straightforward conse-
quence of the 2D translational symmetry within the surface. Perpendicular to the
surface the translational symmetry is broken and thus only the parallel component
of the particle wave vector is conserved. The change in the wave vector k‖, upon
scattering is given (to within an undetermined 2D reciprocal lattice vector G‖) by
the wave vector q‖ of the excited surface mode.

The second factor in (4.17) is also of importance since it yields a selection rule
for surface scattering, which helps to identify the symmetry of an excited vibrational
(or electronic) surface excitation: the inelastic scattering probability vanishes if K
is perpendicular to ŝ(q‖, z p). ŝ are the Fourier components of the atomic vibration
and therefore have the direction of the atomic displacement (or the electronic dipole
moment). In an inelastic-scattering experiment one sees only those excitations for
which the atomic displacement has a component parallel to the scattering vector
K = k′ − k. This is illustrated in Fig. 4.2 for the vibration of an adsorbed atom. For
scattering in the specular direction only modes with vibrational direction normal to
the surface are detectable. Vibrations parallel to the surface can only be studied if
one observes scattering with off-specular geometry. In calculating K = k′ − k one
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Fig. 4.2 Surface scattering on an adsorbed atom (full circle) with detection in specular (a) and
in off-specular geometry (b). The energy loss h̄ω is assumed to be small in comparison with the
primary energy E , i.e. |k′| � |k|. In (a) the scattering vector K is perpendicular to the surface,
the s2 bending vibration of the adsorbed atom is therefore not detectable, only the stretch vibration
s1 normal to the surface. In (b) K has components parallel and normal to the surface, thus both
vibrations s1 and s2 can be studied

has, of course, to take into account that due to the inelastic process |k′| is different
from |k| and that therefore, even for specular detection, there is a small component
of K parallel to the surface. The size of this component depends on the ratio h̄ω/E .

4.2 The Kinematic Theory of Low-Energy Electron Diffraction

In almost every surface-physics laboratory Low-Energy Electron Diffraction
(LEED) is used as the standard technique to check the crystallographic quality of
a surface, prepared either as a clean surface, or in connection with ordered adsor-
bate overlayers [4.3]. In this experiment a beam of electrons with a primary energy
between 50 and 300 eV is incident on the surface and the elastically backscattered
electrons give rise to diffraction (or Bragg) spots that are imaged on a phosphorous
screen (Panel VIII: Chap. 4).

To understand the essential features of such an experiment, kinematic theory is
sufficient. The condition for the occurrence of an “elastic” Bragg spot is given by
(4.14), i.e., the scattering vector component parallel to the surface (K ‖ = k′‖ − k‖)
must equal a vector of the 2D surface reciprocal lattice G‖. This condition is valid
for the limiting case where only the topmost atomic layer is involved in scattering.
For the component K⊥ perpendicular to the surface, no such condition applies. In
order to extend the well-known Ewald construction to our 2D problem we must
therefore relax the restriction of the third Laue equation (perpendicular to the sur-
face). This is done by attributing to every 2D reciprocal lattice point (h, k) a rod
normal to the surface (Fig. 4.3). In the 3D problem we have discrete reciprocal
lattice points in the third dimension rather than rods, and these are the source of the
third Laue condition for constructing the scattered beams.

In the 2D case, the possible elastically scattered beams (k′) can be obtained by
the following construction. According to the experimental geometry (orientation of
primary beam with respect to surface) the wave vector k of the primary beam is
positioned with its end at the (0, 0) reciprocal lattice point and a sphere is con-
structed around its starting point. As is seen from Fig. 4.3, the condition K ‖ = G‖
is fulfilled for every point at which the sphere crosses a “reciprocal-lattice rod”. In
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Fig. 4.3 Ewald construction
for elastic scattering on a 2D
surface lattice. The
corresponding 2D reciprocal
lattice points (hk) are plotted
on a cut along kx . The
scattering condition (4.14) for
the plotted beams is fulfilled
for the reciprocal lattice point
(hk) = (20); but a number of
other reflexes are also
observed (4̄0), (3̄0). . .(30),
(22), . . .(11). . .

contrast to the 3D scattering problem in bulk solid-state physics, the occurrence of a
Bragg reflection is not a singular event. No special methods like the Debye-Scherrer,
or Laue techniques, etc., need to be applied to obtain a diffraction pattern. The loss
of the third Laue condition in our 2D problem ensures a LEED pattern for every
scattering geometry and electron energy.

These considerations are exact only in the limit of scattering from a true 2D net-
work of atoms. In a real LEED experiment, however, the primary electrons penetrate
several atomic layers into the solid. The deeper they penetrate, the more scattering
events in the z-direction perpendicular to the surface contribute to the LEED pattern.
In (4.15) the summation index p must run over more and more atomic layers with
increasing penetration depth, and the third Laue condition becomes more and more
important. This leads to a modulation of the intensities of the Bragg reflections in
comparison with the case of pure 2D scattering. In the Ewald construction (Fig. 4.3)
one can allow for this situation qualitatively by giving the rods periodically more
or less intensity. In the extreme case of 3D scattering, where the three Laue con-
ditions are exactly valid, the thicker regions of the rods become points of the 3D
reciprocal lattice. An Ewald construction for the intermediate situation where the
periodicity perpendicular to the surface enters the problem to a certain extent is
shown in Fig. 4.4. When the Ewald sphere crosses a “thicker” region of the rods, the
corresponding Bragg spot has strong intensity whereas less pronounced regions of
the rods give rise to weaker spots. Another important consequence is the following:
if we change the primary energy of the incoming electrons the magnitude of k, i.e.,
the radius of the Ewald sphere, changes. As k is varied, the Ewald sphere passes
successively through stronger and weaker regions of the rods, and the intensity of a
particular Bragg spot varies periodically. Experimentally, this provides evidence for
the limited validity of the third Laue condition (perpendicular to the surface). The
effect can be checked by measuring the intensity of a particular Bragg reflex (hk) in
dependence on primary energy of the incident electrons. The result of this type of
measurement is known in the literature as an I -V curve (I : intensity, V : accelerating
voltage of the electrons).
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Fig. 4.4 Ewald construction for elastic scattering on a quasi-2D surface lattice, as in Fig. 4.3, but
now not only scattering from the topmost lattice plane, but also from a few underlying planes, is
taken into account. The “thicker” regions of the rods arise from the third Laue condition, which
cannot be completely neglected. Correspondingly the (30) reflex has high intensity, whereas the
(3̄0) spot appears weak

As is seen from Fig. 4.5, there is indeed some structure found in the I -V curves
measured on Ni(100) which seems to be similar to that expected from the appli-
cation of the third Laue condition [4.4]. But the maxima of the observed peaks
are generally shifted to lower primary energies and there are additional structures
which cannot be explained in terms of the simple picture developed so far. The
shift to lower energies is easily explained by the fact that inside the crystal the
electrons have a wavelength different from that in the vacuum due to the mean inner
potential in the crystal. The potential difference is related to the work function of
the material. The shift can therefore be used to get some information about this
“inner” potential. The explanation of the additional features in the I -V curves is

Fig. 4.5 Intensity versus
voltage (I -V ) curve for the
(00) beam from a clean
Ni(100) surface. The
diffracted intensity I00 is
referred to the intensity of the
primary beam I0 [4.4]
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more involved. It requires a more thorough description of the scattering process of
low-energy electrons, going beyond the approximation of kinematic theory. Due to
the “strong” interaction of electrons with matter, multiple scattering processes must
be taken into account. This is done in the “dynamic” theory of electron scattering to
be discussed in Sect. 4.4.

4.3 What Can We Learn from Inspection of a LEED Pattern?

As is clear from the discussion in the previous section, a detailed understanding of
the intensity of a LEED pattern involves the complex problem of describing multiple
scattering processes within the topmost atomic layers of a crystal. The evaluation
of the geometric positions of surface atoms from the LEED pattern – a so-called
structure analysis – requires detailed interpretation of the intensities (as for X-ray
scattering in bulk solid-state physics). This problem is therefore beyond the applica-
bility of kinematic theory; it will be treated in the next section. Nonetheless, simple
inspection of a LEED pattern and measurement of the geometrical spot positions
can yield a great deal of useful information about a surface.

At the beginning of an experiment on a crystalline surface the first step, after
looking with AES for possible contamination, consists in checking the crystallo-
graphic quality of the surface by LEED. The LEED pattern must exhibit sharp
spots with high contrast and low background intensity. Random defects or crystallo-
graphic imperfections will broaden the spots and increase the background intensity
due to scattering from these statistically distributed centers. One has to keep in mind,
however, that the information obtained about the surface always originates from an
area with a diameter smaller than the coherence width of the electron beam, i.e. for
conventional LEED systems smaller than ≈ 100 Å (Panel VIII: Chap. 4).

In the simplest case, the LEED pattern of the clean surface exhibits a (1 × 1)
structure which reflects a surface 2D symmetry equal to that of the bulk. Figure 4.6
shows the (1 × 1) LEED pattern obtained for a clean nonpolar ZnO(101̄0) surface
which was prepared in UHV by cleavage along the hexagonal c-axis of the wurtzite
lattice. The rectangular symmetry of this particular surface is revealed and the spot
separations, on conversion from reciprocal space to real space (Sect. 3.3), give the
dimensions of the 2D unit mesh. It should be emphasized that the observed (1× 1)
pattern does not mean that the atomic geometry is equal to that of the “truncated”
bulk. Atomic positions within the 2D unit mesh might be changed and also a perpen-
dicular relaxation towards or away from the surface is possible. Essentially the same
(1× 1) LEED pattern as in Fig. 4.6 is also found on GaAs(110) surfaces cleaved in
UHV (Sect. 3.2).

More complex LEED patterns are obtained when a reconstruction with super-
structure is found. In Fig. 4.7 the well-known (2 × 1) reconstruction of Si(111) is
displayed. This type of reconstruction is always found when a Si(111) or Ge(111)
surface is prepared by cleavage in UHV at room temperature. The (111) lattice plane
of these diamond-type elemental semiconductors has a sixfold symmetry which
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Fig. 4.6 LEED pattern of a
clean cleaved nonpolar
ZnO(101̄0) surface. Primary
voltage U0 = 140 V

would also be found in the LEED pattern if the surface were to have the same
symmetry as the truncated bulk. The LEED spots in Fig. 4.7c, however, indicate that
in one direction the periodicity in real space has doubled (Fig. 4.7a). This causes
half-order spots between the main Bragg spots thus giving a rectangular surface
lattice in reciprocal space (LEED pattern) (Fig. 4.7b). A further complication arises
since there are three possible orientations of the (2× 1) unit mesh. During cleavage
the double periodicity can show up in three symmetrically equivalent directions and
all three may exist in different domains. If several of these domains are hit by the
primary beam, the LEED pattern will consist of a superposition of patterns rotated
against each other. This situation is shown in the LEED pattern of Fig. 4.7d. The
nature of the (2×1) reconstruction, i.e. the detailed atomic positions on this surface,
is discussed in Sect. 3.2.

Superstructures with non-integer Bragg spots can also arise from adsorbed atoms
or molecules that are positioned at certain symmetry sites of the substrate surface. In
Fig. 4.8 such an adsorbate superstructure is shown for the example of chemisorbed
oxygen atoms on Cu(110) [4.5]. At low coverage atomic O causes half-order LEED
spots in one direction of the rectangular network of (110) substrate spots. The
adsorbed O atoms therefore occupy sites that are separated by twice the period
of the Cu surface. Information from other experimental techniques is necessary
to determine the exact adsorption sites. Care must be taken in attributing a super-
structure that appears after adsorption to the adsorbate itself. An adsorbate-induced
reconstruction of the substrate surface can also occur.

In some cases, the geometry of a LEED pattern can also give information about
crystallographic defects on a surface. The simplest situation is a regular array of
atomic steps on the surface. Cleaved semiconductor surfaces and poorly oriented
metal surfaces often show such step arrays. Their presence can be deduced from
splitting of the LEED spots. A regular step array with a definite step height d and
a constant number N of atoms on the terraces between the steps means for the
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Fig. 4.7a–d (2× 1) LEED pattern of a clean cleaved Si(111) surface. (a) (2× 1) unit mesh in real
space; lattice points are indicated by circles. (b) reciprocal lattice points of the LEED pattern; the
(2×1) half-order spots are indicated by crosses. (c) LEED pattern measured with a primary energy
E0 = 80 eV (single domain). (d) LEED pattern showing the superposition of two domains rotated
by 60◦ to one another

Fig. 4.8 a,b LEED pattern obtained after adsorption of atomic oxygen at low coverage on Cu(110).
(a) (2 × 1) superstructure as seen on the phosphorus screen. (b) schematic of the (2 × 1) pattern
with substrate spots as circles and half order spots as crosses [4.5]
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surface symmetry that the lattice periodicity (lattice constant a) is superimposed on
a second periodicity with repeat distance Na (Fig. 4.9). In the Ewald construction
(Fig. 4.4a) second reciprocal lattice with rod spacing Q = 2π/Na has to be taken
into account along with that of the surface (reciprocal lattice vector G‖). The two
arrays of rods are inclined with respect to one another by the angle α between the
stepped surface and the exposed lattice plane (Fig. 4.9). According to the general
principle of the Ewald construction, Bragg spots appear whenever the reciprocal
lattice rods intersect the Ewald sphere. In the present case of two superimposed
rod arrays this condition must be fulfilled by both rod systems simultaneously. Two
situations can be distinguished. The primary wave vector k has a length such that the
scattered wave vector k′(|k′| = |k|) reaches a point A, where the two rod systems
intersect one another on the surface of the Ewald sphere (not shown in Fig. 4.9).
Then one single Bragg spot is observed in the LEED pattern. A second situation can
occur for a larger primary wavevector k (this Ewald sphere is shown in Fig. 4.9)
where the Ewald sphere crosses a rod of the normal reciprocal lattice (point B)
but the rods of the step periodicity exhibit crossing points that do not quite coin-
cide with this. Because of the finite number of atoms on the terraces the LEED
spots are not ideally sharp and this configuration leads to two separate intensity
maxima; the LEED spot is split into two components with an angular separation δϕ.

Fig. 4.9 Ewald construction for a surface with a regular step array. The steps with a height d and a
terrace width aN (a is the lattice constant) cause an inclination angle α between the macroscopic
surface and the main lattice plane. Corresponding to the lattice distance a, the reciprocal lattice
vector is G‖. The step array is described by a superimposed inclined reciprocal lattice of periodicity
Q = 2π/Na. The primary electrons are described by the wavevector k (two different primary
energies with two different lengths of k are considered) and two different scattered beams (k′ and
k′′) are plotted (k = k′ and k = k′′)
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This angle can be directly measured on the phosphorus screen and from Fig. 4.9 it
follows that

δϕ = Q

k′′ cosϕ
= Q

k cosϕ
= λ

Na cosϕ
. (4.19)

The step width Na can thus be determined by finding a primary voltage (corre-
sponding electron wavelength λ) at which a particular LEED spot at a scattering
angle ϕ is split into two components. The angular splitting δϕ then determines Na
according to (4.19).

According to Fig. 4.9, the step height d can be determined from the two primary
energies E ′ and E ′′ at which the same LEED beam occurs as a single (point A) and
as a double spot (point B), respectively. Or, equivalently, one can change the primary
energy E stepwise and look for two subsequent positions at which the same spot
G‖ = Ghk occurs as a single or as a double spot. For such two subsequent energies
Fig. 4.9 yields

2νκ =
√
|k|2 + k′′⊥, with ν = 1, 2, 3, . . . , (4.20a)

2νκ =
√

2m E

h̄2
+
√

2m E

h̄2
− |G‖|2 (4.20b)

where k′′⊥ is the normal component of the scattered wave vector k′′. The inclination
angle α can be expressed in real space:

Q

2κ
= 2π

2κNa
= sinα � tanα = d

Na
, (4.21)

2κ = 2π/d. (4.22)

With (4.20b) one obtains

ν
2π

d
=
√

2m E

h̄2
+
√

2m E

h̄2
− |G‖|2, with ν = 1, 2, 3, . . . . (4.23)

From two different primary-energy readings Eν at which double or single spots are
observed (4.23) allows the determination of the step height d. For the (00) LEED
spot with G‖ = 0 one has the simple relation

Eν(0, 0) = h̄2

2m

(π
d
ν
)2
, with ν = 1, 2, 3, . . . . (4.24)
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Another kind of defect is also easily seen from the LEED pattern: Facetting is
the formation of new crystal planes, which are inclined to the original surface.
The effect is often observed even on clean surfaces after annealing. The cause is
the tendency of a crystal to lower its surface free energy by the formation of new
lower-energy planes with different crystallographic orientations. These facets give
rise to a secondary LEED pattern with spot separations different from that of the
normal surface. The reciprocal lattice rods of these facets are strongly inclined with
respect to those of the normal surface. The (00) spot originating from the facets will
therefore be found far away from the normal (00) beam. For normal incidence of
the primary beam the (00) spot of the original surface is located in the center of
the diffraction screen. With increasing electron energy all other spots move contin-
uously towards the (00) spot, whose position remains fixed. By the same argument
the spots originating from the facets will move towards a certain position far out
from the center of the screen. A similar consideration to that of Fig. 4.9 based on
the Ewald construction allows the determination of the angle of inclination of the
facets.

4.4 Dynamic LEED Theory, and Structure Analysis

As is seen in Fig. 4.5, there are so-called secondary Bragg peaks in the reflected
intensity versus energy (I -V ) curves of a LEED spot. These structures cannot be
explained by simple kinematic theory, i.e., by taking into account only single-
scattering events and a limited validity of the third Laue condition. The reason
is that multiple-scattering processes are taking place in the solid as a result of
the large atomic scattering cross section for low-energy electrons. The multiply-
scattered electrons also contribute to the LEED spots (Fig. 4.10). In addition, strong
inelastic-scattering processes are responsible for the fact that the electrons detected
in a LEED experiment originate only from the first few atomic layers close to the
surface. These complications require a more thorough theory which is usually called

Fig. 4.10a–c Schematic representation of single and multiple scattering processes in LEED.
(a) single-scattering events at the “lattice planes” cause a regular Bragg reflection. (b) Double-
scattering events with forward- and subsequent back-scattering contribute to the (00) Bragg spot.
(c) Double-scattering event with back-scattering and subsequent forward-scattering
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dynamic theory [4.6]. The word dynamic implies that the complete dynamics of the
electrons, and not merely the simple lattice geometry, is included.

Two approaches may be used. The straightforward solution to the problem con-
sists in solving the complete Schrödinger equation for a perfect semi-infinite 3D
lattice, using Bloch waves which satisfy the boundary conditions at the surface.
The exact solution for the diffraction by the semi-infinite solid is then obtained by
matching these Bloch waves to the wave functions of the incident and the reflected
electrons. In the alternative approach only the 2D periodicity of the surface net is
assumed, and the field solution of the Schrödinger equation is built up from contri-
butions of successive atomic layers.

4.4.1 Matching Formalism

The matching formulation for the wave functions will be considered first. A particle
beam is incident on a surface of a solid. For charged electrons this surface represents
a potential step. Due to the potential difference refraction occurs (Fig. 4.11). At
the surface (z = 0) the beam diameter changes but the total current I remains
unchanged, since particles do not accumulate at the interface, i.e.,

I = I ′, j · A = j ′ · A, (4.25)

where j and j ′ are the particle current densities on the two sides of the interface,
and A is the area on the interface which is hit by the beam (Fig. 4.11). From the
expression for the current density

j = h̄

2im
(ψ∗∇ψ − ψ∇ψ∗) (4.26)

and from (4.25) we obtain the following matching conditions for the electronic wave
functions ψ0 and ψi outside and inside the crystal

ψ0|z=0 = ψi |z=0, (4.27a)

∂

∂n
ψ0

∣∣∣∣
z=0
= ∂

∂n
ψi

∣∣∣∣
z=0

, (4.27b)

Fig. 4.11 A plane-wave
electron beam hits an
interface at z = 0 on an area
A and is refracted due to a
potential step. The total
current I remains constant
(I = I ′)
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where ∂/∂n is the derivative in the direction normal to the surface. With E =
h̄2k2/2m as the incident energy, the primary electrons are described by the wave
function

ϕ0 = exp[ik‖ · r‖ + ik⊥z], (4.28)

with

r‖ = (x, y), k = (k‖, k⊥) and E = h̄2

2m
(k2‖ + k2⊥).

The full wave function ψ0 outside the crystal consists of this incoming wave and the
diffracted waves. The surface scattering potential has 2D periodicity. Upon scatter-
ing, therefore k‖ is conserved to within a 2D reciprocal lattice vector G‖ = Ghk =
ha∗1 + ka∗2 and the complete wavefunction outside becomes

ψ0 = ϕ0 +
∑
hk

Ahk exp[i(k‖ + Ghk) · r‖ − ik⊥,hk z]. (4.29)

Ahk describes the amplitudes of the scattered waves (h, k), and k⊥,hk are the wave-
vector components normal to the surface, which are determined by energy conser-
vation:

E = h̄2

2m
(|k‖ + Ghk)|2 + k2⊥,hk). (4.30)

Inside the solid the wavefunctions of the electrons are Bloch waves

ψi = uk(r) exp(ik · r) =
∑

G

cG(k) exp[i(k + G) · r]; (4.31)

uk(r) has the periodicity of the 3D lattice and can therefore be represented as a
Fourier series in 3D reciprocal space. k in (4.31) can also be split up into com-
ponents k‖ and k⊥ parallel and normal to the surface. The coefficients cG(k) and
the wave vectors k⊥ are determined by the periodic potential and the energy. They
are found by substituting the above expression (4.31) into the Schrödinger equation
for the periodic crystal potential. The matching conditions (4.27) imply for the wave
functions (4.29 and 4.31) outside and inside the crystal, that the parallel wave-vector
components k‖ and the total energy E coincide outside and inside. The matching
conditions (4.27) can lead to severe restrictions on the possible diffracted beams
in comparison with pure kinematic theory. For a certain energy E , which is deter-
mined by the acceleration voltage V of the primary beam, the matching conditions
can only be fulfilled if there exist electronic states inside the crystal at this energy.
The electronic band structure with its allowed and forbidden bands is therefore of
considerable importance for the intensity of a particular reflected beam (hk). If
the energy E falls in a forbidden gap of the band structure, the wave functions
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Fig. 4.12a–c The band structure and the reflectivity of a semi-infinite cubic array of s-wave scat-
terers with a (100) surface exposed. (a) Free-electron band structure along the symmetry direction
Γ − X of the Brillouin zone. (b) Calculated band structure along Γ − X . The periodic potential
causes a splitting into allowed bands (full line) and “forbidden” bands of states with complex wave
vector (dotted lines). (c) Reflectivity of electrons at normal incidence on the (100) surface; i.e. I -V
curve for the (00) spot in a LEED experiment. The arrows denote the positions of maxima from
kinematic theory (3rd Laue condition). The energy scale E is in atomic units times (2π/d)2 [4.7]

outside can not be matched to a Bloch state inside, and a peak in the reflected LEED
intensity results (Fig. 4.12). The model calculations in Fig. 4.12 [4.7] have been
performed on a semi-infinite cubic array (primitive lattice) of s-wave scatterers.
Such a potential has essentially the same properties as an array of δ-function poten-
tials. Normal incidence on the (100) face of this model crystal is considered, i.e.
the band structure along the Γ − X symmetry line of the Brillouin zone is impor-
tant. Figure 4.12 exhibits both the free-electron band structure (a) and the bands
calculated under the assumption of s-wave scatterers. In Fig. 4.12c the calculated
reflected intensity of a normally incident electron beam is displayed. Gaps in the
band structure are related to maxima in the reflectivity, since here no Bloch states
are available inside the crystal for matching to the outside wave field. On the other
hand, the external electronic wave functions in these regions cannot abruptly end
at the surface. A detailed calculation, however, shows that, for energies within the
forbidden gaps, electronic states exist at the surface. Their wave functions decay
exponentially into the interior of the crystal. These states are localized at the surface
(Chap. 6); in contrast to the Bloch states with real wave vectors k in (4.31) they are
characterized by a complex k. The imaginary part Imk⊥ gives the decay length of
the wave functions. These decaying states are used to match the outside wave field at
energies where Bloch states are forbidden. The regions of high reflectivity shown in
Fig. 4.12c thus correspond to the phenomenon of total reflection of electromagnetic



4.4 Dynamic LEED Theory, and Structure Analysis 151

waves on a dielectric surface. The arrows in Fig. 4.12c depict the energetic positions
expected for the maxima in the I -V curve on the basis of simple application of the
third Laue condition (in the z-direction) in kinematic theory. When compared with
an experimentally determined I -V curve (Fig. 4.5) the higher energy peaks of the
calculated I -V curve are sharper and more intense. The reasons for this discrep-
ancy might lie in the neglect of all inelastic scattering processes of electron-electron
interactions.

4.4.2 Multiple-Scattering Formalism

In the second dynamic approach to understand the LEED intensity patterns, the
scattered wave field is built up from scattering processes on different lattice planes
below the surface. In this formalism, the first step is the calculation of the scattering
amplitudes from a single atom. For different primary energies, scattering phases are
calculated, usually for s, p and d scattering. Muffin-tin potentials are often used for
this purpose. The next step involves the calculation of scattering processes within a
single atomic layer, to give the so-called intra-layer multiple scattering.

The final solution is then obtained by considering scattering between different
atomic planes, or the so-called inter-layer multiple scattering. How many layers
have to be taken into account depends on the penetration depth of the primary
electrons. For 1000 eV electrons, this depth is approximately 10 Å (Fig. 4.1); cal-
culations based on 8 atomic layers yield an estimated accuracy of about 1%. The
wave field between the different atomic layers is composed of sets of forward and
backward travelling beams, e.g. forward scattering on the first layer contributes
to the amplitude backscattered at the second layer, etc. This multiple scattering
approach to the LEED problem gives essentially the same results as the matching
formalism. This has been shown for several model calculations. In Fig. 4.13 the I V
curves of the (00) and (10) beams are plotted for the same model crystal as above
(semi-infinite cubic array of s-wave scatterers). The calculations are made both on
the basis of the matching method and using the multiple scattering formalism [4.8].
Both approaches yield essentially the same features. It is worth mentioning that
dynamic LEED theory has been extended to spin-dependent scattering [4.9]. In this
case, instead of the Schrödinger equation, the relativistic Dirac equation is used
to describe the dynamics of the electrons. The degree of spin polarization in the
scattered electron beam is calculated as a function of primary energy and scattering
angle.

4.4.3 Structure Analysis

The analysis of experimental data using the dynamic theory of elastic electron
scattering is now established as one of the major tools in the determination of
atomic surface structure. From simple inspection and measurement of the geometric
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Fig. 4.13a–d Dynamic
calculations of the I -V
curves of the (00) and the
(10) Bragg spots for a
semi-infinite cubic array of
s-wave scatterers. The
primary electron beam is
incident normal to the (100)
face; (a and c) by means of
the matching formalism;
(b and d) by means of the
multiple scattering formalism
[4.7, 4.8]

separation of the LEED spots on the phosphorus screen, only the dimensions and the
symmetry of the 2D surface lattice can be determined. In other words, the reciprocal
lattice depicted in the diffraction pattern yields information only about distances and
angles of the 2D unit mesh in real space (Sect. 4.3). As in bulk solid-state physics,
the atomic configuration, i.e. the atomic coordinates within the unit cell, can only be
obtained by measuring the intensity of the Bragg spots. For X-ray scattering from
bulk solids, simple kinematic theory can be used to relate structural models to the
experimentally observed Bragg-spot intensities. This is not the case for a LEED
experiment in surface physics; here the much more complex dynamic approach has
to be applied to relate a structural model, i.e., a proposed set of atomic coordinates in
the topmost atomic layers to the observed LEED spot intensities. For this purpose
the intensity of a number of LEED beams is measured as a function of primary
energy (I -V curves). A set of possible atomic coordinates for the atoms in the top-
most layers is used as input for a dynamic calculation of these I -V curves and the
results are compared with the experimental data. Depending on the quality of the
fit, the structural model may be modified and a new calculation made; this “trial
and error” procedure (Fig. 4.14) is repeated until satisfactory agreement is obtained.
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Fig. 4.14 Flow diagram for a
LEED structure analysis by
means of dynamic theory.
The calculations require big
computers and the analysis
must be made for a number of
different Bragg spots

One severe problem in establishing a definite model for the surface atomic struc-
ture lies in the procedure for comparing the calculated with the measured I -V
curves. Simple inspection often leads to debate as to what is good and what is
poor agreement. To prove a more objective assessment of the quality of a fit, so-
called reliability functions have been introduced. For a thorough structural analysis,
I -V curves for a considerable number of Bragg spots have to be measured and
calculated.

4.5 Kinematics of an Inelastic Surface Scattering Experiment

In almost all inelastic scattering processes on crystalline surfaces – be it with slow
electrons, atoms, ions, etc. – the energy and the wave vector parallel to the surface
are conserved (4.18), i.e.

E ′ − E = h̄ω, (4.32a)

k′‖ − k‖ = q‖ + G‖. (4.32b)

Equation (4.32b) is a direct consequence of the 2D translational symmetry of a
perfect crystalline surface. G‖ is an arbitrary 2D reciprocal lattice vector. If the
scattering process involves irregularly distributed centers on the surface, e.g. sta-
tistically adsorbed atoms or defects, then (4.32b) breaks down and only the energy
conservation (4.32a) is valid. The energy h̄ω and wave vector q‖ may be transferred
to collective surface excitations like phonons, plasmons, magnons, etc. to single
particles like electrons in the conduction band (intra-band scattering), or to electrons
excited from an occupied electronic band into an empty one (inter-band scattering).



154 4 Scattering from Surfaces and Thin Films

In all these cases, the characteristic excitation energy h̄ω requires a definite q‖
transfer. On a periodic crystal surface collective excitations are described by a
dispersion relation h̄ω(q‖) and in scattering processes within or between elec-
tronic bands the band structure E(k) fixes the q‖ transfer for a particular energy
transfer h̄ω:

E ′(k′‖)− E(k‖) = h̄ω(q‖). (4.33)

The determination of such dispersion relations or surface band structures E(k‖) is
one of the major incentives for performing inelastic scattering on surfaces. In these
experiments, therefore, the energy of the incident particles (E) and of the scattered
particles (E ′) has to be determined by energy analysers (Panel II: Chap. 1). The
wave vectors k and k′ are determined by the energy and the scattering geometry.
Applying energy and wave-vector conservation (4.32b) the experimental geometry
uniquely relates the q‖ transfer to the energy transfer h̄ω. Figure 4.15 depicts the
geometry of a surface scattering experiment. The incoming particles have the wave
vector k. Scattering in the specular direction with |ks| = |k| represents the elastic
process, whereas inelastic processes generally involve scattering out of the specular
direction (described by the angles ψ and ϕ). The scattered wave vector k′ then
differs from the specular vector ks by the transfer vector q, i.e. for the case G‖ = 0,

k′ = k −
⎛
⎝ qx

qy

�kz

⎞
⎠ . (4.34)

For the transfer vector q = (qx , qy,�kz) only the components qx and qy parallel
to the surface are fixed by a conservation law, i.e. can be found in a corresponding
surface excitation. �kz is determined from the energy and scattering geometry only

Fig. 4.15 (a) Geometry of an inelastic scattering experiment. The plane of incidence is the xz
plane of the coordinate system (x axis parallel to surface). The primary beam is described by the
wave vector k (angle of incidence θ). Elastically scattered particles escape with a wave vector
ks (specular direction). Inelastically scattered particles are found with a wavevector k′. The wave
vector change is q. The zero of the angle ϕ is in the plane of incidence. (b) Special case of “planar
scattering” where the detection direction is in the plane of incidence (ϕ = 0). ψ is measured from
the specular direction
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and is in no way related to any excitation. The excitations can have any wave-vector
component normal to the surface. Energy conservation (4.33) is expressed as

h̄2k′2

2m
= h̄2k2

2m
− h̄ω, (4.35a)

k′ = k(1− h̄ω/E)1/2. (4.35b)

The geometric relation between k′ and k in Fig. 4.15 is most readily derived in a
coordinate system whose z-axis is along the specular direction, i.e., a system which
is rotated by the angle θ with respect to the z-axis depicted in Fig. 4.15. In this
rotated system, the specular wave vector ks and the inelastically scattered wave
vector k′ have the simple representations

ks = k

⎛
⎝ 0

0
1

⎞
⎠ and k′ = k′

⎛
⎝− sinψ cosϕ

sinψ sinϕ
cosψ

⎞
⎠ . (4.36)

Their representation in the coordinate system of Fig. 4.15 with the z-axis normal
to the surface, is obtained by a rotation around the y-axis (parallel to surface) by
means of the rotation matrix

R =
⎛
⎝ cos θ 0 sin θ

0 1 0
− sin θ 0 cos θ

⎞
⎠ . (4.37)

We thus obtain for the specular and for the inelastically scattered beam:

ks = k

⎛
⎝ sin θ

0
cos θ

⎞
⎠ . (4.38)

k′ = k′
⎛
⎝− sinψ cosϕ cos θ + cosψ sin θ

sinψ sinϕ
sinψ cosϕ sin θ + cosψ cos θ

⎞
⎠ . (4.39)

Combining (4.34, 4.38, 4.39) with the energy conservation (4.35b) one arrives at

k − k′ = q =
⎛
⎝ qx

qy

�kz

⎞
⎠

= k

⎡
⎣
⎛
⎝ sin θ

0
− cos θ

⎞
⎠−

√
1− h̄ω

E

⎛
⎝ cosψ sin θ − sinψ cosϕ cos θ

sinψ sinϕ
sinψ cosϕ sin θ + cosψ cos θ

⎞
⎠
⎤
⎦ . (4.40)
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In an inelastic scattering experiment now the orientation of the primary beam rel-
ative to the surface determines the angle of incidence θ , and the position of the
entrance aperture to the energy analyser is described by the angles ψ and ϕ with
respect to the specular direction (Fig. 4.15a). An observed energy transfer h̄ω (loss
or gain) at a particular primary energy E then corresponds to a certain wave-vector
transfer q via (4.40). The component q‖ = (qx , qy) parallel to the surface is con-
served in the scattering process, i.e., it can be found as the wave vector of a particular
surface excitation. The component �kz is determined by energy conservation, but it
has no meaning for the surface excitations.

Equation (4.40) simplifies considerably for the special case of planar scattering
where the scattered beam is detected in the plane of incidence (parallel to x-axis in
Fig. 4.15). The wave-vector transfer parallel to the surface q‖ = qx , is then given by
(ϕ = 0, π ):

q‖ = k[sin θ +√1− h̄ω/E(sinψ cos θ − cosψ sin θ)]. (4.41)

For a typical, inelastic-scattering experiment with low-energy electrons (HREELS,
Panel IX: Chap. 4) the dependence of the energy loss h̄ω on the wave-vector transfer
q‖ according to (4.41) is plotted in Fig. 4.16. For detection in the specular direc-
tion (ψ = 0) the curves originating at the zero point are calculated for different

Fig. 4.16 Energy transfer (loss) h̄ω as a function of the corresponding wavevector transfer q‖
for inelastic scattering of low energy electrons. For the specular detection (ψ = 0) the curves
for different primary energies E = 1.5, 2, . . . 20 eV all pass through the origin. The curves for
off-specular detection with ψ = 5◦, 10◦, 15◦, 20◦ are for a fixed primary energy of E = 2 eV
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primary energies E ranging between 1.5 and 20 eV. For a fixed primary energy of
2 eV, curves are shown for detection directions deviating from the specular direc-
tion by the angles ψ = 2◦, 10◦, 15◦, 20◦. As is clearly seen from (4.41) and from
Fig. 4.16, the wavevector transfer q‖ in an inelastic scattering experiment can be var-
ied by changing the ratio h̄ω/E or by changing the detection angle ψ (off-specular
detection). Figure 4.16 displays the situation for a typical HREELS experiment, but
similar curves with loss energies and q‖ values on a different scale are obtained
for the scattering of atoms or ions. For He atoms scattered inelastically from a
crystalline surface with loss or gain energies in the 10 meV range, q‖ transfers in
the 1 Å−1 range can easily be obtained (Panel X: Chap. 5).

A particularly simple situation occurs for specular detection (ψ = 0) and primary
energies E that are large in comparison to the observed loss energies (h̄ω/E � 1).
In this case (4.41) simplifies to

q‖ � k sin θ(h̄ω/2E). (4.42)

This case of small h̄ω/2E and specular detection is important when low-energy
electrons are scattered on a dynamic long-range potential. Such a potential, if
expanded into a Fourier series, gives only components at small q‖ values. There-
fore the inelastically scattered intensity is peaked around q‖ � 0, i.e. around the
specularly reflected beam (Sect. 4.6).

4.6 Dielectric Theory of Inelastic Electron Scattering

Among the variety of particles that can be used for surface scattering experiments,
low-energy electrons play a rather important role. There are several reasons for this:
slow electrons can be produced by a simple electron gun and like all charged par-
ticles can easily be dispersed by electrostatic energy analysers and detected by a
channeltron or another kind of electron multiplier. On the theoretical side, a rather
simple mathematical approach is possible for inelastic scattering in long-range
potentials. For electrons an example of such long-range scattering potentials are
oscillating dipole fields on a surface. These dipole fields may originate from collec-
tive excitations such as surface lattice vibrations (phonons) and surface plasmons
(Chap. 5) or from dynamic dipole moments of vibrating adsorbed molecules and
atoms. Scattering cross sections can, of course, be calculated by using the dipole
fields as scattering potentials within the formalism of Sect. 4.1.

It must be emphasized, however, that apart from this type of scattering by long-
range dipole fields there exist other – from the theoretical standpoint more com-
plex – scattering mechanisms for slow electrons [4.10]. Interaction with the local
atomic potential of a surface atom must be described in a more localized picture
since the scattering potential extends only over atomic dimensions. An expansion of
such a short-range scattering potential as a Fourier series in wave vectors q‖ includes
rather large q‖ values and thus leads to scattering at large angles from the specu-
lar direction (Fig. 4.15a). This type of scattering is often called impact scattering.
A possible mechanism involves the virtual excitation of an electronic state of a
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surface atom (in the substrate or the adsorbate); the inelastically scattered electron
briefly occupies an excited state of this atom and escapes with an energy differing
from the primary energy by a vibrational quantum (phonon, plasmon or adsorbate
vibration).

From these qualitative arguments about the spatial range of the scattering poten-
tial and the resulting wave-vector transfers, it is evident that impact scattering
and scattering in long-range dipole fields can be distinguished experimentally by
the angular distribution of the inelastically scattered electrons around the specular
reflection direction. Strong peaking of the scattered intensity in this direction clearly
indicates scattering in long-range dipole fields. Care has to be taken in the interpre-
tation of data when Umklapp processes (G‖ �= 0) are involved.

We will see in the following that these qualitative arguments follow quite natu-
rally from the simple theoretical approach to scattering in long-range dipole fields,
the so-called dielectric theory.

4.6.1 Bulk Scattering

The dielectric approach was first applied by Fermi [4.11], and Hubbard and Fröhlich
[4.12] to inelastic scattering of high-energy electrons (several keV range) which
penetrate thin solid films. Because of the long-range nature of the scattering poten-
tial a quasi-continuum theory is used, in which the dielectric properties of the solid
are described by its complex dielectric function ε(ω) = ε1 + iε2. We first consider
briefly the bulk scattering process, where an electron penetrates a solid and loses
part of its energy inside the bulk. This energy transfer is ascribed to the shielding of
the Coulomb field of the moving electron due to the surrounding dielectric medium.
The total energy transfer W is thus given by the change in the energy density of
the Coulomb field inside the solid. Since in the present model calculation the bulk
solid, which is penetrated by the electron, is assumed to be extended into infinity,
the energy loss per unit time, i.e., the energy transfer rate is calculated as the finite
quantity

Ẇ = Re

{∫
drE · Ḋ

}
. (4.43)

If the complex representations of the E and D fields are used, only the real part of
the integral describes an energy loss.

The fields are expanded in Fourier series

E(r, t) =
∫

dωdqÊ(ω, q)e−i(ωt+q·r) (4.44)

and similarly for D(r, t), whose Fourier components D̂(ω, q) are related to
Ê(ω, q) via

D̂(ω, q) = ε0ε(ω, q)Ê(ω, q). (4.45)
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For the calculation of (4.43) it is convenient to substitute ω by −ω′ in D̂(ω, q):

Ẇ = Re

{∫
drdω′dωdq ′dq

iω′

ε0ε(ω, q)
D̂(ω, q) · D̂(−ω′, q ′)ei(ω′−ω)t e−i(q+q′)·r

}
.

(4.46)
With the representation for the δ-function

∫
dre−i(q+q′)·r = (2π)3δ(q + q ′) (4.47)

one obtains

Ẇ = (2π)3Re

{∫
dω′dωdq

iω′

ε0ε(ω, q)
D̂(ω, q) · D̂(−ω′,−q)ei(ω′−ω)t

}
. (4.48)

Since the D field is directly related to the moving point charge e through divD =
eδ(r − vt), the Fourier components D̂(ω, q) include the time and spatial structures
of the field of the moving electron. From

D = − e

4π
∇ 1

|r − vt | =
e

4π |r − vt |3 (r − vt) (4.49)

the Fourier transform is calculated by using the relations

e−αr

r
=
∫

f (q)eiq·rdq, (4.50a)

f (q) = (2π)−3
∫

e−αr

r
e−iq·rdr. (4.50b)

With α = 0 and by use of the representation dr = dϕdθ sin θr2dr in spherical
coordinates it follows

1

r
= (2π)−3

∫
dq
(

4π

q2

)
eiq·r (4.51)

and

D(r, t) = e(2π)−3
∫

dqq−2qe−iq·(r−vt), (4.52)

respectively. Using the identity

eiq·vt =
∫

dωe−iωtδ(ω − q · v) (4.53)
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one finally obtains

D̂(ω, q) = e

(2π)3
q

1

q2
δ(ω + q · v). (4.54)

With δ(x) = δ(−x) the following expression follows for the energy-loss rate (4.43)

Ẇ = e2

ε0(2π)3

× Re

{∫
dω′dω iω′

q2ε(ω, q)
δ(ω′ + q · v)δ(ω + q · v)ei(ω′−ω)t dq

}
. (4.55a)

For a particular q it follows ω′ = ω and the time dependence in (4.55a) disappears:

Ẇ = e2

ε0(2π)3

∫
dωdq

ω

q2
Im

{ −1

ε(ω, q)

}
δ(ω + q · v). (4.55b)

We decompose the wave-vector transfer q into the components q‖ and q⊥ paral-
lel and perpendicular to the electron velocity (cylindrical coordinates around the
electron trajectory) and find by means of

q · v = q‖v, q2 = q2‖ + q2⊥, dq = q‖dϕdq‖dq⊥ (4.56)

from the δ-function in (4.55b), that maximum energy transfer takes place for

v =
∣∣∣∣ ωq‖

∣∣∣∣ . (4.57)

An energy loss thus results when harmonic excitations of the solid have a phase
velocity ω/q‖ which equals the electron velocity; i.e., in order to take over energy
from the moving electron, the solid excitation must propagate in phase with the
electron.

Using (4.56) and the relation δ(ω + q‖v) = v−1δ(ω/v + q‖) one obtains for the
energy-loss rate (4.55b)

Ẇ = e2

(2π)3ε0v

∫
dωdq⊥dϕω

q⊥
(ω/v)2 + q2⊥

Im

{ −1

ε(ω, q)

}
. (4.58)

For a circular analyser aperture the integration over ϕ yields 2π and the q depen-
dence in ε(ω, q) can be neglected since for higher electron velocities q‖ is negligibly
small. It thus follows with q⊥dq⊥ = dq2⊥/2:

Ẇ = e2

4π2ε0v

∫
ωdωIm

{ −1

ε(ω)

}∫
q⊥dq⊥

(ω/v)2 + q2⊥
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= e2

4π2ε0v

{
�n

[(ω
v

)2 + q2⊥
]}∣∣∣∣

qc

0

∫
ωdωIm

{ −1

ε(ω)

}
, (4.59)

where the upper possible wave-vector transfer qc can be at most the reciprocal lattice
constant 1/a of the crystalline solid.

The total energy transfer rate (4.59) is composed of components with differ-
ent angular frequencies ω. The solid can, however, offer only particular charac-
teristic excitations with quantum energy h̄ω, to which energy can be transferred.
The spectral response of the solid in an inelastic electron scattering experiment is
thus described within the framework of dielectric theory by the so-called bulk-loss
function

Im

{ −1

ε(ω)

}
= ε2(ω)

ε2
1(ω)+ ε2

2(ω)
. (4.60)

Essential spectral structure in an electron energy loss spectrum therefore occurs
when the nominator in (4.60), ε2(ω), i.e., essentially the optical absorption of the
material exhibits peaks, e.g., due to electronic interband transitions. But the main
spectral features arise from the condition ε1(ω) � 0 in regions, where ε2(ω) is
small and monotonic. The condition Re{ε(ω)} � 0 determines, on the other hand,
the frequencies ω of the longitudinal collective excitations of a solid as, e.g., the
plasma waves of a free electron gas [4.13].

In electron energy loss experiments, where bulk scattering prevails, the essential
spectral structure, therefore, is due to the excitation of the bulk plasmon, whose
excitation energy is found, in accordance with bulk electron densities in the 1022 to
1023 cm−3 range, between 5 and 20 eV (Figs. 4.23, IX.4 and IX.5).

4.6.2 Surface Scattering

In surface physics the primary energy (E < 20 eV) used in reflection scattering
experiments is so small that the electrons penetrate only a few Ångstroms into the
solid (Fig. 4.1). The time which they spend within the material is so short that bulk
scattering according to (4.60) is a negligible process. Nevertheless, the long-range
Coulomb field of the electrons penetrates into the solid as they approach the surface
and on their way back after reflection (Fig. 4.17). Thus, while in the vicinity of the
surface, they interact with the material via their Coulomb field. The shielding of the
penetrating field gives rise to surface scattering processes [4.10, 4.14] which can
be treated mathematically in a similar way to the above bulk scattering mechanism.
For this purpose the electron trajectory s(t) is assumed to be essentially that of an
elastically scattered electron (velocity v). The time t = 0 is taken to be the moment
of the reflection at the solid surface (z = 0). The position and velocity of the electron
are described according to Fig. 4.17 by

s(t) = vt = v‖t + v⊥t êz, (4.61a)
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Fig. 4.17 Schematic plot of the inelastic dielectric scattering process of a low-energy electron
(velocity v) on a semi-infinite halfspace (z > 0). The energy transfer (energy loss) to the solid is
due to shielding of the interior electric field Ei of the electron outside the surface. Since the energy
transfer (loss) is assumed to be small in comparison with the kinetic energy of the electron, the
electron trajectory is quasi-elastic

and because of the small energy losses h̄ω � E

v⊥(t < 0) = |v⊥| � −v⊥(t > 0), (4.61b)

where ‖ and ⊥ denote the components parallel and normal to the surface. êz is a
unit vector in the z-direction. The D field of the moving electron far away from
the surface is the same as it would be if the semi-infinite solid at z > 0 were
not present (4.52). According to classical electrodynamics the external field of a
point charge outside a semi-infinite dielectric medium can be described by an image
charge inside the solid; the field Ei in the interior of the medium, however, has radial
symmetry as if no interface were present, but it is shielded by a factor 2/(ε+1) with
respect to the field E of the free electron. Thus, for the Fourier components Êi we
have

Ê i(q, ω) = 2

ε(ω)+ 1
Ê(q, ω) = D̂i(q, ω)

ε0ε(ω)
. (4.62)

For our present problem of surface scattering, the conventional 3D Fourier series
(4.44) is not a convenient representation of the electric field, since in a surface
scattering experiment only the wave-vector component q‖ parallel to the surface is
conserved rather than q (4.18b). The scattering cross section we are seeking should
therefore be expressed as P(h̄ω, q‖), and an expansion of the fields E , D and Ei, Di
in surface waves exp(iq‖ · r‖ − q‖|z|) would be more appropriate. This expansion is
indeed possible since we can integrate the 3D Fourier series (4.51) of the Coulomb
potential over a coordinate normal to the surface. With

dq = dq‖dq⊥ and q · r = q‖ · r‖ + zq⊥ (4.63)
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we obtain from (4.51)

1

r
= 1

2π2

∫
dq‖ exp(iq‖ · r‖)

∫
dq⊥

eiq⊥z

q2‖ + q2⊥

= 1

2π

∫
dq‖

1

q‖
exp(iq‖ · r‖ − q‖|z|), (4.64)

i.e., a representation in terms of surface waves which have wave character along
the surface and decay exponentially into the semi-infinite halfspace. Since the inte-
rior fields Di and Ei are just derivatives of the 1/r potential (4.52) the following
representations are possible

E i(r, t) = 1

2π

∫
dωdq‖Ê i(ω, q‖) exp(−q‖|z|) exp[i(q‖ · r‖ − ωt)] (4.65a)

Ḋi(r, t) = 1

2π

∫
dω′dq ′‖(−iω′) D̂i(ω

′, q ′‖) exp(−q ′‖|z|) exp[i(q ′‖ · r‖ − ω′t)].
(4.65b)

The electric field has to be a real quantity, thus we have

Ê∗i (ω, q‖) = Ê i(−ω,−q‖), (4.66)

and the total energy transfer to the solid can be written in analogy to (4.43) as

W = Re

{∫ +∞
−∞

dt
∫ ∞

z=0
drE i(r, t) Ḋi(r, t)

}
. (4.67)

In contrast to (4.43) the total energy transfer W rather than the rate Ẇ can be calcu-
lated since in surface scatering the scattering volume is finite and the time integral
in (4.67) gives finite expressions. With the expansions (4.65) and the δ-function
representation we obtain

W = 2πRe

{∫ ∞
0

dz
∫

dωdω′dq‖dq ′‖(−iω′) exp(−zq‖ + zq ′‖)

×δ(ω + ω′)δ(q‖ + q ′‖)Ê i(ω, q) D̂i(ω
′, q ′)

}
. (4.68)

Relating this to the field D̂ of the free electron (without the solid) we get

W = 2πRe

{∫
dωdq‖

iω

2q‖
2

(ε(ω)+ 1)

2ε∗(ω)
(ε∗(ω)+ 1)

1

ε0
| D̂(ω, q‖)|2

}
, (4.69)
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and finally

W = 4π

ε0

∫
dωdq‖

ω

q‖
| D̂(ω, q‖)|2Im

{ −1

ε(ω)+ 1

}
. (4.70)

To calculate the expansion coefficients D̂(ω, q‖) of the field, we use (4.52) and the
expansion of the Coulomb field in surface waves (4.64)

D(r, t) = − e

4π
∇ 1

|r − vt |
= e

8π2

∫
dq‖(−iê‖, 1) exp(iq‖ · r‖ − zq‖) exp(−iq‖ · v‖t + q‖v⊥t). (4.71)

The last exponential function of the integrand is now Fourier-transformed with
respect to time:

exp(−iq‖ · v‖t + q‖v⊥t) =
∫ +∞
−∞

dωg(ω)e−iωt (4.72)

to yield, with |v⊥| � const and |v‖| � const,

g(ω) = 1

2π

2q‖v⊥
(q‖v⊥)2 + (q‖ · v‖ − ω)2

. (4.73)

Equation (4.73) inserted into (4.72) and finally into (4.71) gives D̂(ω, q‖), and the
total energy transfer (4.70) follows as

W = 8πe2

(2π)4ε0h̄2

∫
d(h̄ω)dq‖h̄ω

q‖v2⊥
[(q‖v⊥)2 + (q‖ · v‖ − ω)2]2

Im

{ −1

ε(ω)+ 1

}

=
∫

d(h̄ω)dq‖h̄ωP(h̄ω, q‖). (4.74)

The scattering probability P(h̄ω, q‖) for the transfer of an energy quantum h̄ω, and
a wave vector q‖ parallel to the surface is thus obtained as

P(h̄ω, q‖) =
e2

2π3ε0h̄2

q‖v2⊥
[(q‖v⊥)2 + (q‖ · v‖ − ω)2]2

Im

{ −1

ε(ω)+ 1

}
. (4.75)

It is convenient to express the inelastic scattering cross section P(h̄ω, q‖) or
d2S/d(h̄ω)dq‖ as a differential cross section d2S/d(h̄ω)dΩ for scattering into a
solid angle element dΩ . Measured spectra can then be calculated by integrating
over the acceptance angle of the electron analyser ΩApert. For this purpose we use
the relations (4.35–4.39) and Fig. 4.15 to express the element dq‖ = dq‖x dq‖y , in
terms of a solid angle element dΩ:

dΩ = sinψdψdϕ. (4.76)
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Because of (4.32b) one has

dk′‖ = dq‖, (4.77)

and for small-angle scattering (q‖ � k) with ψ � 1 and ϕ � 0, i.e. sinϕ � 0 and
cosϕ � 1, one has

dq‖ = dq‖x dq‖y = k′2 cosΘ sinψdψdϕ = k′2 cosΘdΩ. (4.78)

For most experimental conditions the energy loss h̄ω is small in comparison to the
primary energy E , i.e.

h̄ω � E, k′2 � k2, (4.79)

and because

E = h̄2k2

2m
= 1

2
mv2 = 1

2

mv2⊥
cos2Θ

(4.80)

it follows that

k′2 cosΘ � m2v2⊥
h̄2 cosΘ

. (4.81)

From (4.79) one finally obtains

dq‖ =
m2v2⊥

h̄2 cosΘ
dΩ, (4.82)

and for the differential scattering cross section [from (4.75)]:

d2S

d(h̄ω)dΩ
= m2e2|R|2

2π3ε0h̄4 cosΘ

v4⊥q‖
[v2⊥q2‖ + (ω − v‖ · q‖)2]2

Im

{ −1

ε(ω)+ 1

}
(4.83)

The reflection coefficient R allows for the fact that not every primary electron
is reflected from the surface. A high percentage penetrates into the solid and
can be detected as a current. Apart from a Bose occupation factor [n(h̄ω) + 1]
for the excitation h̄ω this formula (4.83) coincides with the expression derived
by Mills [4.10] on the basis of a quantum mechanical treatment (Sect. 4.1),
where scattering is described as originating from long-range charge density
fluctuations. The scattering potential is evaluated in this calculation in terms
of surface waves (4.65a) and the scattering process is described in the Born
approximation.
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Dielectric scattering of low-energy electrons according to (4.83) is characterized
by two terms, the so-called surface loss function

Im

{ −1

ε(ω)+ 1

}
= ε2(ω)

[ε1(ω)+ 1]2 + ε2
2(ω)

. (4.84)

and a prefactor

v4⊥q‖
[v2⊥q2‖ + (ω − v‖ · q‖)2]2

(4.85)

which bears some resemblance to a resonance term.
The surface loss function (4.84) determines the essential spectral structures of a

loss spectrum. Thus, as in the bulk scattering process, spectral structure is expected
where ε2(ω) = Im{ε(ω)} exhibits strong features. Since ε2(ω) also determines the
optical absorption constant of a material, optical transitions of all kinds, e.g. inter-
band excitations, excitons, phonons etc. can be observed in inelastic low-energy
electron scattering. Additionally, prominent maxima in the scattering probability
occur when the condition

ε1(ω) � −1 (4.86)

is fulfilled in regions of small, monotonic ε2(ω). As will be shown in the next chap-
ter, this condition (4.86) determines the frequencies of collective excitations such
as surface phonons and plasmons (polaritons) of a semi-infinite dielectric halfspace.
Such excitations may therefore be conveniently studied by inelastic scattering of
low-energy electrons.

The resonance-type prefactor (4.85) in the scattering probability (4.83) can most
readily be discussed for grazing incidence (v⊥ � v‖). In this situation, strong peaks
in the scattering cross section occur for

v‖ = ω

q‖
, (4.87a)

i.e. when the electron velocity parallel to the surface v‖ equals the phase velocity
ω/q‖ of the surface excitation (phonon, plasmon, etc.) that is responsible for the
surface scattering process. Optimal coupling of the primary electron to the excited
surface mode is obtained when the electron moves as a “surf-rider” on the phase of
this surface excitation. We therefore call (4.85) the “surf-rider” term, and (4.87) the
“surf-rider” condition for dielectric scattering. Using E = h̄2k2/2m = mv2/2 we
can express (4.87a) as

q‖ = k
h̄ω

2E
. (4.87b)

For Θ � 90◦ (grazing incidence), (4.87b) is identical to (4.42); the condition for
maximum dielectric scattering cross section restricts the q‖ transfer to values that are
small in comparison with the Brillouin-zone diameter. For primary energies in the
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10 eV range and losses below 100 meV, q‖ is estimated according to (4.87) to be in
the range of 10−2 Å−1. According to Fig. 4.15a such small q‖ transfers mean scatter-
ing into small angles around the specular direction. Dielectric scattering due to long-
range charge density fluctuations can therefore be distinguished experimentally
from other scattering processes by measuring the angular distribution of the scat-
tered electrons. In the case of dielectric scattering, the distribution is sharply con-
centrated into a lobe of angular width about 1 to 2◦ around the specular direction. For
conventional electron spectrometers the acceptance aperture is also in the range of
1to2◦ and therefore ideally meets the requirements for studying dielectric scattering.

Figure 4.18a illustrates the calculated, total dielectric scattering cross section
[angular integration over (4.83)] versus aperture angle of the detecting spectrometer
ψc; a circular aperture is assumed. The parameters E = 5 eV (primary energy),

Fig. 4.18 (a) Total inelastic scattering cross section calculated according to dielectric theory (4.83)
for scattering into an increasing angular aperture ψc (abscissa) around the specular direction. The
parameters primary energy E , loss energy h̄ω and angle of incidence Θ are chosen for the exam-
ple of scattering from surface phonons on GaAs(110). (b) Total inelastic scattering cross section
according to (4.83) as a function of angle of incidence. Specular detection is assumed, a primary
energy of 5 eV and a loss energy of 36 meV. The integration is performed over a circular aperture
(angle ψc = 0.8◦) [4.15]
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Fig. 4.19 Total inelastic
scattering cross section (4.83)
versus primary energy. The
integration of (4.83) is
performed over an aperture
angle of ψc = 0.8◦, the angle
of incidence is Θ = 70◦,
specular detection is
considered and the loss
energy is assumed to be
h̄ω = 36 meV [4.15]

h̄ω = 36 meV (loss energy) and Θ = 70◦ are convenient for surface phonons in
GaAs (Chap. 5). Figure 4.18a clearly reveals that the inelastically scattered electrons
are mainly concentrated in an angle of ψc � 1◦. For the same scattering parameters,
Fig. 4.18b displays the total scattering cross section into a circular aperture of ψc =
0.8◦ versus angle of incidence Θ . The (cosΘ)−1 dependence of (4.83) is clearly
revealed. This (cosΘ)−1 dependence stems from the time τ ∼ (cosΘ)−1 E−1/2,
during which the primary electron is moving in close proximity to the surface. The
corresponding dependence of the scattering cross section on E−1/2 is depicted in
Fig. 4.19.

4.7 Dielectric Scattering on a Thin Surface Layer

The dielectric surface scattering mechanism considered so far is restricted to the
interaction of electrons with a homogeneous semi-infinite halfspace. The scattering
cross section (4.75, 4.83) given in Sect. 4.6 cannot therefore be used to describe
inelastic scattering from quasi-2D excitations which are limited in space to a few
Ångstroms below the surface. Physical examples of such excitations are transitions
between electronic surface states (Chap. 6), excitations of a 2D electron gas in
adsorbed metal layers or in tight accumulation layers of semiconductors (Chap. 7),
surface lattice vibrations with a finite vibrational amplitude only in the topmost
atomic layers, and vibrational excitations of adsorbed molecules or atoms. In
principle, a quantum mechanical approach is appropriate for the description of scat-
tering on these systems with atomic dimensions normal to the surface. In a rough
approximation, however, the elementary excitations connected with such a thin sur-
face layer are often described in a continuum model in terms of a surface dielectric
function εs(ω). This dielectric function is used to model the dielectric response of
the topmost atomic layers (thickness d). The underlying bulk material is described
by a bulk dielectric function εb(ω) (Fig. 4.20). As an example one might consider a
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Fig. 4.20 Schematic plot of the inelastic dielectric scattering process of a lowenergy electron
(velocity v) on a semi-infinite halfspace (dielectric function εb for the bulk) covered with a thin
surface film (dielectric function εs). The interior electric field Ei of the electron outside the solid is
assumed to be unchanged by the thin overlayer

thin coherent metal film with a thickness of several monolayers on a semiconductor.
In this case εb(ω) is the dielectric function of the semiconductor and εs(ω), the
dielectric function of the metal, contains as the essential part the Drude dielectric
response of a free electron gas [4.16].

If we consider a spectral range of loss energies h̄ω, where substrate excitations
can be neglected, the reflected electron can only transfer energy h̄ω and wave vector
q‖ to excitations within the surface layer. In the simplest approximation we assume
the thickness of the surface layer to be so small (q‖d � 1) that the field inside the
bulk is not significantly perturbed by the surface layer. As in Fig. 4.17 the fields
Eb and Db inside the bulk have axial symmetry around the normal through the
primary electron (Fig. 4.20). At the bulk/surface-layer interface the correct boundary
conditions must be fulfilled for the components parallel and normal to the surface:

E‖b = E‖s , D⊥b = D⊥s . (4.88)

Since energy is only transferred to the spatial region of the overlayer, only the “sur-
face fields” Es(r, t) and Ds(r, t) within this layer have to be taken into account in
determining the total energy transfer:

W = Re

{∫ +∞
−∞

dt
∫ 0

z=−d
drEs(r, t) Ḋs(r, t)

}
. (4.89)

Expansion of the fields in terms of surface waves (4.65), and a calculation as in
(4.68) yield

W = 2πRe

{∫ z=0

−d
dz
∫

dωdω′dq‖dq ′‖(−iω′)Ês(ω, q‖) D̂s(ω
′, q‖)

×δ(ω + ω′)δ(q‖ + q ′‖) exp[−(q‖ + q ′‖)z]
}

= 2πdRe

{∫
dωdq‖iωÊs(ω, q‖) D̂

∗
s (ω, q‖)

}
. (4.90)
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In order to fullfill the conditions (4.88) we decompose the fields into components
normal and parallel to the surface, i.e.,

Ês = (Ê‖s , Ê⊥s ), D̂s = εsε0(Ê‖s , Ê⊥s ). (4.91)

Equation (4.90) is then evaluated for each field component separately:

W = 2πdRe

{∫
dωdq‖iω

(
Ê‖s Ê

‖∗
s ε
∗
s ε0 + 1

ε0εs
D̂
⊥
s D̂
⊥∗
s

)}
. (4.92)

Using the boundary conditions (4.88) one can relate this to the bulk fields

W = 2πdRe

{∫
dωdd‖ω

(
ε0Im{εs|Ê‖b|2} +

1

ε0
Im{−ε−1

s | D̂
⊥
b |2}

)}
(4.93)

and finally insertion of the shielding factor (4.62) for a semi-infinite halfspace yields
the energy transfer with respect to the “external” Coulomb field of the primary elec-
tron:

W = 2πd

ε0
Re

{∫
dωdq‖ω

(
4

|εb + 1|2 Im{εs| D̂‖|2}

+ 4|εb|2
|εb + 1|2 Im{−ε−1

s | D̂
⊥|2}

)}
. (4.94)

Using the “Fourier transforms” (4.71–4.73) one obtains

| D̂‖|2 = | D̂⊥|2 = e2

(2π)4
q2‖v2⊥

[(q‖v⊥)2 + (q‖ · v‖ − ω)2]2
. (4.95)

With the definition (4.74) of the probability P(h̄ω, q‖) for scattering from an exci-
tation (h̄ω, q‖) it follows that

P(h̄ω, q‖) =
e2d

2π3ε0h̄2

q2‖v2⊥
[(q‖v⊥)2 + (q‖ · v‖ − ω)2]2

×
(

1

|εb + 1|2 Im{εs} + |εb|2
|εb + 1|2 Im{−1/εs}

)
. (4.96)

Referring this probability to the scattering into an element of solid angle, a result
similar to (4.83) is obtained. As is expected qualitatively, the inelastic scattering
cross section (4.96) for low-energy electrons in a thin dielectric slab on top of the
bulk substrate is proportional to the thickness d of this slab. An important result
is obtained by comparing the two additive terms in (4.49 and 4.96), respectively:

the second term related to electric field components D̂
⊥

normal to the surface
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Fig. 4.21a,b Qualitative explanation of the orientation selection rule for dipole surface scat-
tering: the image dipole within the substrate (shaded) partially compensates the effect of the
adsorbed dipole for parallel orientation (a) but enhances the effect of dipoles with a normal
orientation (b)

is a factor |εb|2 larger in magnitude than the first term. For metal substrates and
even on semiconductor surfaces (Si, Ge, GaAs, etc.) where |εb|2 exceeds 100, the
second term originating from field components normal to the surface dominates the
loss spectrum. The main structure in the loss spectrum is therefore determined by
Im{−1/εs}, the bulk loss function of the thin surface layer, and because of the field

direction normal to the surface ( D̂
⊥

), only those dipoles within this layer that are
oriented normal to the interface contribute to the spectrum. This is the so-called
orientation selection rule. It states that in dielectric theory the excitations (vibra-
tions of adsorbed molecules, electronic surface state transitions, etc.) that give rise
to significant loss structures are those whose dynamic dipole moment is oriented
normal to the surface. A qualitative argument for this selection rule can be derived
from Fig. 4.21. Scattering by dynamic dipole moments on top of a metal or semi-
conductor substrate is considered. In addition to the dipole moments within the
overlayer, image dipoles in the substrate itself contribute to the total scattering cross
section. For a dipole orientation parallel to the surface (a), the image dipole has the
reverse orientation and therefore partially compensates the effect of the overlayer
dipole. For a dipole orientation normal to the surface the image dipole has the same
direction (b) and enhances the overlayer effect. It should be emphasized that this
orientation selection rule has been derived, and is only valid, within the framework
of dielectric theory.

The present derivation of the scattering cross section (4.96) is an approximation
valid in the limit q‖d � 1. Equation (4.96) is valid for layer thicknesses d which are
small in comparison to the inverse wave-vector transfer q‖. The overlayer must not
significantly perturb the Coulomb field inside the bulk substrate. A more general
formula without any limitation on d has been derived by Ibach and Mills [4.10]
by taking into account the correct boundary conditions both for the vacuum and
for the overlayer–substrate interface. According to this derivation, the scattering
cross section for surface scattering in an overlayer of thickness d is given by the
formulae for the semi-infinite halfspace, (4.75, 4.83). But the surface loss function
(4.84) has to be modified by an effective dielectric function ε̃(ω), which contains
both the dielectric function εb(ω) of the bulk substrate and of the overlayer εs(ω).
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The surface loss function, which has to be inserted into (4.75) or (4.83) for the
continuous overlayer model, is

Im

{
−1

ε̃(q‖, ω)+ 1

}
, (4.97)

with an effective dielectric function

ε̃(q‖, ω) = εs(ω)
1+�(ω) exp(−2q‖d)
1−�(ω) exp(−2q‖d)

, (4.98a)

where

�(ω) = εb(ω)− εs(ω)

εb(ω)+ εs(ω)
. (4.98b)

Although both εb and εs are assumed to be independent of q‖, the effective dielectric
function ε̃(q‖, ω) becomes a function of the wave-vector transfer q‖; this is a natural
consequence of the fact that the “information depth” of the scattering experiment is
dependent on q‖(∝ 1/q‖) and therefore the relation between 1/q‖) and the layer
thickness d determines the relative contributions of εb and εs to the total scattering
cross section. For the limiting case d → 0, (4.98a) approaches the dielectric func-
tion εb of the semi-infinite halfspace without overlayer. For d → ∞ the scattering
cross section for a semi-infinite half space with dielectric function εs is obtained.

A further extension of this formalism to dielectric scattering from a multi-layer
structure on top of a semi-infinite solid has been given by Lambin et al. [4.17]. The
model system consists of n layers (numbered by i) each described by a complex
dielectric function εi (ω) and thickness di. The loss function (4.97) is then calculated
by using an effective dielectric function

ε̃(q, ω) = a1(ω)− b2
1(ω)

a1(ω)+ a2(ω)− b2
2(ω)

a2(ω)+ a3(ω)− b2
3(ω)

a3(ω)+ a4(ω)− . . .
(4.98c)

instead of (4.98a).
The coefficients ai (ω) and bi (ω) introduce a wave-vector dependence through

the relations

ai (ω) = εi (ω)/ tanh(q‖di ), bi (ω) = εi (ω)/ sinh(q‖di ). (4.98d)

For a fixed number of layers n on top of a semi-infinite substrate, the series (4.98c)
is terminated by the condition bn+1 = 0. This multilayer formalism can also be used
to approximate any spatially varying dielectric property [ε(ω, z)] near the surface.
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4.8 Some Experimental Examples of Inelastic Scattering
of Low-Energy Electrons at Surfaces

In a surface scattering experiment with low-energy electrons using the reflection
geometry, it is nevertheless possible to detect bulk excitations. This is because the
surface loss function (4.84) for a semi-infinite halfspace contains the imaginary part
ε2(ω) of the bulk dielectric function in the numerator. An experimental example is
illustrated in Fig. 4.22. The electron energy loss spectrum was recorded by means
of a high-resolution spectrometer (Panels II, IX) with a primary energy of 21 eV on
a clean InSb(110) surface, which had been prepared by cleavage in UHV. The broad
loss structure with a threshold slightly below 200 meV is due to bulk interband tran-
sitions across the direct gap (Eg = 180 meV at 300 K) of InSb. The loss spectrum
reflects the frequency dependence of the optical absorption constant of InSb [4.18].

Figure 4.23 displays a series of double-differentiated electron energy loss spectra,
which have been measured by means of a Cylindrical Mirror Analyzer (CMA) on
clean cleaved InSb(110) (a) after deposition of Sn on InSb(100) (b) and InSb(110)
(c and d), and on a clean polycrystalline β-Sn foil (e) [4.20]. In these double-
differentiated curves the negative second derivative of the loss spectrum is recorded,
such that positive peak maxima correspond to peak maxima in the undifferentiated
spectrum and thus indicate loss peak positions.

The relatively high primary energies of between 70 and 100 eV give rise to both
bulk and surface scattering, even though the scattering geometry is that of a reflec-
tion experiment. However, the exact relative contributions of surface and bulk scat-
tering are not known, i.e. it is not clear to what extent the peak positions are deter-
mined by the surface (4.84) or bulk (4.60) loss function. This uncertainty is usually
of minor importance since the energy resolution in these spectra is not better than
800 meV because of lack of monochromaticity of the primary beam. The prominent
peaks near 14 eV in all spectra are due to the excitation of the bulk plasmon, i.e.
they arise from a singularity in Im{−1/ε}. Because of the similarity in the atomic

Fig. 4.22 Low-energy
electron loss spectrum
measured for specular
reflection with a primary
energy E0 of 21 eV on a
clean cleaved InSb(110)
surface. Because of intensity
requirements, the energy
resolution is not sufficient to
resolve surface phonon
excitations. The loss feature
with an onset near 180 meV
is due to electron-hole pair
excitations across the
forbidden gap [4.18]
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Fig. 4.23 Double differentiated electron energy loss spectra measured by means of a CMA (energy
resolution ≈ 0.8 eV, primary energy E0) on various InSb surfaces, clean and with Sn overlayers
prepared in UHV. (a) loss spectrum of the clean cleaved InSb(110) surface; apart from the bulk (BP)
and surface plasmon (SP) losses, two losses due to bulk electronic transitions (E1, E2) and the d
core-level transitions (spin-orbit split) of In and Sb are seen. (b) Loss spectrum of an InSb(100)
surface cleaned by ion bombardment and annealing, after deposition of a 170-Å thick Sn overlayer;
deposition at 300 K leads to epitaxial growth of α-Sn. (c) Loss spectrum of UHV cleaved InSb(110)
surface after deposition of a 200-Å thick Sn overlayer; deposition at 300 K leads to a disordered
α-Sn film. (d) Loss spectrum of a UHV cleaved InSb(110) surface after deposition of a 400-Å thick
Sn overlayer; deposition at 300 K causes the thick Sn overlayer to be in its metallic β-modification,
at least in the topmost region. (e) Loss spectrum of a polycrystalline metallic β-Sn sample, cleaned
by ion bombardment and annealing [4.19]

numbers of InSb and Sn, the bulk plasmon energies are almost identical, reflecting
the very similar valence electron densities. On InSb(110) two double peaks occur
near 17 and 30 eV. Comparison with core-level photoemission data allows one to
interpret these structures in terms of excitations from the In and Sb d-core levels
into the conduction band of the semiconductor. The doublet structure is due to
spin-orbit splitting of the core levels. On the Sn-covered surfaces these structures
are not observed due to shielding by the overlayer. Instead, the spin-orbit split Sn
d-level excitation appears near 24 eV. The peaks near 7 eV in curves (a–c) and near
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10 eV in (d) and (e) are due to the surface plasmon excitations on InSb(110), on
the Sn overlayers and on polycrystalline bulk β-Sn, respectively. The two structures
E1 and E2 below 5 eV loss energy must be interpreted in terms of bulk interband
transitions, which are known from optical data for InSb and tetrahedrally bonded
(semiconducting) α-Sn. The spectra in Fig. 4.23 are good examples of the appli-
cation of EELS (Panel IX: Chap. 4) as a fingerprinting technique for identifying
the nature of a thin overlayer. Comparison of curves (d) and (a) shows that thick
layers of Sn deposited on InSb(110) at 300 K are in the metallic β-modification. The
presence of the two interband transitions E1 and E2 is indicative of a tetrahedrally
bonded semiconductor. Thus in curves (b) and (c) the Sn overlayer consists essen-
tially of tetrahedrally bonded Sn atoms. On InSb(100) (curve b) additional LEED
investigations reveal a crystalline epitaxial Sn layer, i.e., the α-modification of Sn,
usually unstable at room temperature, could be epitaxially grown on the InSb(100)
substrates. On cleaved InSb(110) the Sn overlayer did not give rise to a LEED
diffraction pattern and therefore the Sn must be amorphous or polycrystalline.

Figure 4.24 exhibits electron energy loss spectra that have been measured by
means of a hemispherical electron energy analyzer without monochromatization of
the primary electron beam on a clean Cu(110) surface and after exposure (at 90 K) to
nitrous oxide N2O [4.20]. The energy resolution is≈ 300 meV, which is sufficient to
study relatively broad electronic excitations in the energy range of several electron
volts. The two loss features on the clean surface near 4 and 7 eV arise from singular-
ities of the bulk and/or surface loss functions Im{−1/ε} and Im{−1/(ε + 1)}. They
are due to bulk and surface plasmon excitations of the free electron gas coupled to
d-band transitions.

Fig. 4.24 Electron energy
loss spectra measured by a
hemispherical energy
analyser with an
“unmonochromatised”
primary electron beam
(E0 = 53 eV, energy width
≈ 0.3 eV) on a clean Cu(110)
surface and after exposure to
1.5 L of N2O at 90 K. The
electronic transitions of
gaseous N2O are marked for
comparison by bars [4.20]
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After adsorption of N2O the substrate losses appear to have changed their
intensity and position, and three new loss features characteristic of the adsorbed
molecules emerge near 9.6, 11 and 14.5 eV. As is seen from the bars above the
spectrum, these losses correspond exactly to three electronic excitations of gaseous
N2O. The low-energy loss at 8.5 eV for the gas phase is not seen in the adsorbate
spectrum. Nevertheless, the loss pattern of the adsorbed N2O strongly suggests that
N2O is adsorbed on Cu(110) at 90 K as an undissociated molecule. Since the present
case obviously corresponds to surface scattering on a thin adsorbate overlayer, the
orientation selection rule for dipole scattering (Sect. 4.7) can be applied. Accord-
ingly, the absence of the 8.5 eV loss in the adsorbate spectrum is attributed to the
particular orientation of the corresponding dynamic electronic dipole moment with
respect to the surface. N2O is a linear molecule with an atomic structure N ≡ N = 0;
the excitations at 8.5 and 9.6 eV are interpreted on the basis of molecular orbital
calculations in terms of σ → π∗ and π → π∗ transitions. The σ → π∗ transi-
tion has a dipole moment perpendicular to the molecular axis, whereas the dipole
moment of the π → π∗ transition is oriented parallel to the axis as is easily seen
from a qualitative consideration of the dipole transition matrix element (z is the
molecular axis)

e
∫
ψ∗π∗ zψπdr. (4.99)

Since the π → π∗ transition is clearly seen in the spectrum, an orientation of the
adsorbed molecules with their axis parallel to the surface can be ruled out. On the
other hand, the lack of the σ → π∗ loss with a dipole moment normal to the
molecular axis is consistent with an orientation of the N2O molecules normal to
the substrate surface.

This example of inelastic electron scattering from a molecular adsorbate over-
layer shows how the orientation selection rule for dipoles can yield useful infor-
mation about the orientation of adsorbed molecules. This selection rule is equally
interesting when High-Resolution Electron Energy Loss Spectroscopy (HREELS)
is used to study vibrations of adsorbed molecules [4.10]. Figure 4.25 shows the
example of HREELS spectra for Ni(111) and Pt(111) surfaces [4.21], each covered
with half a monolayer of CO, which orders into a c(4×2) overlayer (as deduced from
LEED). On the Ni surface the vibrational spectrum shows only two characteristic
vibrational bands. The band at a wave number of 1900 cm−1 is due to the C–O
stretch vibration, since the corresponding gas phase excitation has a wave number
of 2140 cm−1. The low-energy structure at 400 cm−1 must be interpreted in terms
of a vibration of the whole molecule against the substrate surface. These substrate-
molecule vibrations usually have energies below 1000 cm−1 or 100 meV. On Pt(111)
the double structures with bands at 2100, 1850 cm−1 and 470, 380 cm−1 clearly
indicate two types of adsorbed CO molecules, in contrast to the Ni case. Vibration
frequencies due to C–O bending modes are not observed on either Ni or Pt. Applying
the orientation selection rule one can infer that the CO has its molecular axis nor-
mal to the surface. In this orientation the stretching modes have a dynamic dipole
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Fig. 4.25 Electron energy loss spectra (HREELS) of the Ni(111) and Pt(111) surfaces, each cov-
ered with half a monolayer of CO which orders into a c(4 × 2) overlayer. On the Ni surface the
vibration spectrum indicates only a single CO species in a site of high symmetry. The only possi-
bility for positioning the two-dimensional CO lattice on the surface consistent with the single type
of adsorption site is to place all CO molecules into two-fold bridges. By similar reasoning, half the
CO molecules must occupy on-top sites on the Pt(111) surface. The qualitative structure analysis
(depicted on the right-hand side) is thus obtained by combining LEED and HREELS results [4.21]

moment normal to the surface, but for the bending modes the moment is parallel to
the surface so that this vibration should not be observed if dipole scattering prevails,
i.e. dielectric theory for a thin overlayer (Sect. 4.7).

A large number of adsorption systems on clean metal surfaces have now been
studied by means of HREELS. Using the orientation selection rule within the frame-
work of dielectric theory this technique has proven to be extremely powerful in
determining the chemical nature, the orientation and sometimes the adsorption site
of relatively complex adsorbed organic molecules on transition metals. It should be
emphasized, however, that there are also adsorption systems, e.g. atomic hydrogen
on W [4.22], where impact scattering rather than dipole scattering from adsorbate
vibrations has been observed. In these cases, of course, the dipole selection rule
cannot be applied.

HREELS on adsorbate vibrations can also give interesting information about
adsorption sites on compound semiconductor surfaces. Figure 4.26 illustrates
an example of a spectrum measured for a cleaved GaAs(110) surface which
was exposed to atomic hydrogen (H) up to saturation [4.23]. The energetically
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Fig. 4.26 Electron energy
loss spectrum (HREELS) of a
cleaved GaAs(110) surface
covered with a saturated
atomic hydrogen adsorbate
layer. Beside multiple
(energetically equidistant)
loss and (one) gain peaks due
to Fuchs-Kliewer surface
phonons (polaritons), two
characteristic adsorbate
losses are observed arising
from Ga–H and As–H
vibrations at 1890 and
2150 cm−1, respectively
[4.23]

equidistant loss (and one gain) peaks below 1500 cm−1 are due to multiple exci-
tations of the Fuchs-Kliewer surface phonon (polariton) of the GaAs substrate. This
kind of loss process is always observed on surfaces of InfraRed (IR) active semicon-
ductors (Sect. 5.5). The scattering process for these excitations must be described
as dielectric scattering from a semi-infinite half space. On the other hand, the two
losses at 1890 and 2150 cm−1 do not occur on the clean cleaved GaAs(110) surface.
They are therefore due to scattering within the thin H adsorbate overlayer. Compari-
son with IR data (AsH3 and Ga–H complexes) shows that the 1890 cm−1 loss arises
from a Ga–H, and the 2150 cm−1 peak from a As–H stretch vibration. Atomic H
therefore adsorbs both on Ga and on As surface atoms. On IR-active materials with
strong phonon losses similar to those seen in Fig. 4.26, combined losses of these
surface phonons and of adsorbate vibrations have also been observed [4.24]. One
must therefore be careful when interpreting vibrational loss spectra of adsorbates
on IR-active semiconductors.

4.9 The Classical Limit of Particle Scattering

So far, the scattering of particles, in particular of electrons, at surfaces has been
described in terms of wave propagation. This picture takes into account the correct
wave nature of matter, as expressed by de Broglie’s relation. The underlying reason
why particle scattering must be treated in this manner is that an electron of pri-
mary energy of about 150 eV has a de Broglie wave-length of 1 Å. This is just the
order of magnitude of interatomic distances. If the scattering potentials vary over
distances comparable with the wavelength of the scattered particles, the complete
wave mechanical formalism has to be applied, as was done above.
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Let us now consider the extreme case of high energy atom or ion scattering which
is also frequently used in the investigation of surfaces, thin overlayers and material
analysis in general [4.25]. According to de Broglie’s relation (v = h/mλ, E =
(1/2)mv2), He atoms with a kinetic energy of 2 MeV have a wavelength of 10−4 Å.
For these particles the scattering potential at a solid surface varies on a scale which
is large compared to their wavelength.

Let us compare the wave-mechanical and the classical (Newtonian) treatment of
the motion of such a high-energy particle (Fig. 4.27a,b). In wave mechanics, the
wave function of a particle (mass m) moving in a potential V (z) extended over a
small region L is

ψ ≈ exp

[−i

h̄

(
p2

2m
+ V

)
t + i

h̄
p · x

]
. (4.100)

In the regions where V vanishes (4.100) becomes the plane wave of a freely moving
particle. In the region L , where V �= 0 the lines of constant phase, and thus also the
node lines are given by

p2/2m + V = const. (4.101)

To find the change in angle of a wave node line after crossing the region L
(Fig. 4.27b) we have to consider paths (a) and (b). Corresponding to the difference
�V = (∂V/∂z)A in potential there is a difference �p in momentum according to
(4.101) of

�(p2/2m) = p�p/m = −�V . (4.102)

The wave number p/h̄ is therefore different along the two paths, i.e. the phase
is advancing at a different rate. The amount by which the phase ϕ on path (b) is
“ahead” of that on path a follows as

�ϕ = L�k = L�p

h̄
= − m

ph̄
L�V . (4.103)

A phase advance �ϕ corresponds to wave nodes advanced by a distance

�x = λ

2π
�ϕ = h̄

p
�ϕ, (4.104)

or to an angle between incoming and outgoing wave of

δθ = �x

A
= − m

p2

L

A
�V . (4.105)

This derivation is valid under the condition that V (z) and ∂V/∂z vary slowly in
comparison with the wavelength λ = h/p of the particle. Classically one can
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Fig. 4.27 Schematic
representation of (a) the
trajectory of a classical
particle (momentum px )
traversing a region (shaded)
with changing potential V (z).
The force acting on the
particle is F = −∂V/∂z. (b)
A quantum mechanical plane
wave (wave vector k)
traversing a region with
changing potential V (z).
When the potential V (z) (and
also ∂V/∂z) varies slowly in
comparison with the
wavelength λ = h/p of the
particle, both descriptions
yield the same angular
deflection δθ

calculate the angular deflection δθ produced by the potential region L as follows
(with p as initial momentum):

δθ = pz

p
= F L

pv
(4.106)

since L/v is the time during which the force F = −∂V/∂z acts on the particle. One
thus gets

δθ = − L

pv

∂V

∂z
≈ − m

p2
L
�V

A
. (4.107)

For the case of a potential that varies slowly in comparison to the wavelength of the
particle, classical dynamics thus gives the results of wave mechanics. Interference
phenomena characteristic of wave propagation can be neglected. For photons this
corresponds to the limit of geometrical optics. The scattering of high-energy atoms
and ions on surfaces can therefore be treated according to the kinematics of clas-
sical particle collisions. A local picture emerges for the scattering process; this is
in contrast to the wave-mechanical treatment in Sect. 4.1. In the kinematic theory
of wave scattering a local interaction with a single surface atom is not sufficient;
the whole neighbourhood, i.e. the 2D translational symmetry of the surface enters
the description of the scattering process. On the other hand, in the classical limit,
the interaction of the scattered particle with the surface reduces essentially to a
two-body interaction of the particle with a surface target atom. This is even true
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for cascade processes, which may be built up from a sequence of separate two-body
collisions.

The essential measured quantity is again the differential cross section dS/dΩ .
For a beam of particles incident on a number Ns of surface target atoms this is
defined as

Number of particles scattered into dΩ

Total number of incident particles
= dS(θ)

dΩ
dΩNs. (4.108)

The average differential cross section S(θ) for scattering into a solid angle Ω in the
direction θ is given by (Fig. 4.28a)

S(θ) = 1

Ω

∫
Ω

dS

dΩ
dΩ. (4.109)

For the geometry in Fig. 4.28a the total number of detected particles in the solid
angle Ω , i.e. the yield Y is

Y = S(θ)ΩNi Ns (4.110)

where Ni is the number of incident particles (time integral over incident current).
The scattering cross section can be calculated from the force that acts during

the collision between the projectile and the target atom (Fig. 4.28b). It is useful
to introduce the so-called impact parameter b as the perpendicular distance between
the incident particle trajectory and the parallel line through the target atom. Particles
with impact parameters between b and b+db are scattered into angles θ and θ+dθ .
For central forces there must be rotational symmetry around the beam axis. One
therefore gets

2πbdb = − dS

dΩ
2π sin θdθ, (4.111a)

or

dS

dΩ
= − b

sin θ

db

dθ
(4.111b)

which relate the scattering cross section to the impact parameter. The minus sign
indicates that an increase in the impact parameter results in less force on the particle,
i.e. in a decrease in the scattering angle. A convenient way to calculate scattering
cross sections is to determine from (4.111b) the so-called deflection function θ(b)
using the interaction force between projectile and target.



182 4 Scattering from Surfaces and Thin Films

Fig. 4.28 a,b The scattering of classical particles: (a) Surface scattering of a primary beam of Ni
particles. Some of the particles are scattered into a solid angle Ω around a direction θ counted
from the direction of incidence. (b) Scattering of a classical particle by a heavy target particle
(atom) at rest. The motion of the incoming projectile is described in terms of its impact parameter
b. The scattering angle θ depends on the impact parameter b. The deflection function θ(b), which
determines the scattering cross section, depends on details of the force acting between target and
projectile. Projectiles arriving with impact parameters between b and b + db are scattered into
directions between θ and θ + db

4.10 Conservation Laws for Atomic Collisions: Chemical
Surface Analysis

In a collision of two classical particles, energy and momentum must be conserved.
These conservation laws alone allow important conclusions concerning energy
transfer from projectile to target atom without going into details of the interatomic
interaction. For this purpose we assume a collision between an incident particle
(mass m1, velocity v1, kinetic energy E1) and a second particle (mass m2) initially
at rest. After the collision the particles have velocities and energies v′1, v′2 and E ′1,
E ′2, respectively (Fig. 4.29a).

With the scattering and recoil angles θ and ϕ energy and momentum conservation
requires

1

2
m1v

2
1 =

1

2
m1v

′2
1 +

1

2
m2v

′2
2 , (4.112)

m1v1 = m1v
′
1 cos θ + m2v

′
2 cosϕ, (4.113a)

0 = m1v
′
1 sin θ + m2v

′
2 sinϕ. (4.113b)

Equations (4.113a,b) describe momentum conservation along the directions parallel
and normal to the direction of incidence (‖v1), respectively. After eliminating first
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Fig. 4.29 a,b Explanation of the mathematical symbols describing a classical two particle scatter-
ing event. (a) A particle with mass m1 is scattered on a target with mass m2 at rest, which receives a
kinetic energy E ′2 and a velocity v′2 after the collision. θ and ϕ are the scattering and recoil angles
in the laboratory system respectively. Θ and Φ are scattering and recoil angles in the center of
mass (CM) frame, respectively. (b) description of the same two particle collision in the center of
mass frame: Ṙ is the velocity of the center of mass (CM); v′1 and V ′1 the velocities of the scattered
projectile after the collision in the laboratory and in the CM frame, respectively; θ and Θ are the
scattering angles in the laboratory and in the CM frame

ϕ and then v′2 one finds the ratio of the particle velocities of the projectile after and
before collision:

v′1
v1
= ± (m

2
2 − m2

1 sin2 θ)1/2 + m1 cos θ

m1 + m2
(4.114)

The plus sign holds for m1 < m2. For this condition m1 < m2 the ratio of the
projectile energies after and before the collision (kinematic factor) follows as

E ′1
E1
=
(
(m2

2 − m2
1 sin θ)1/2 + m1 cos θ

m1 + m2

)2

. (4.115)

The recoil energy, i.e. the energy transfer�E to the target (m2) appears as an energy
loss of the scattered projectile:

�E = �E ′1 − E1 = 1

2
m2v

′2
2 = 4

μ

M
E1 cos2 ϕ, (4.116)

where

M = m1 + m2, (4.117a)

and

μ = m1m2/(m1 + m2) (4.117b)
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are the total and the reduced masses of the two particles, respectively. For the two
simple cases of direct backscattering (θ = 0) and right-angle scattering (θ = 90◦)
(4.115) simplifies to

E ′1
E1
=
(

m2 − m1

m2 + m1

)2

, (4.118)

and

E ′1
E1
= m2 − m1

m2 + m1
, (4.119)

respectively.
The dependence of the kinetic energy E ′1 of the scattered particle on the mass of

the target m2 (4.115–4.119) clearly shows that scattering of ions from a surface can
be used to identify atomic species near or at the surface. Low-energy ions (1–5 keV)
are produced by simple ion guns forming a focused beam which is directed onto
the surface under study. The kinetic energy of the backscattered ions is analysed
with a 127◦ deflector-type analyser (as used for electrons, Panel II: Chap. 1). For
detection one might employ, for example, a channel electron multiplier. For high-
energy scattering (50 keV–5 MeV), accelerators are required as ion sources. Energy
analysis and detection are performed with various electromagnetic energy filters
and with nuclear particle detectors (e.g., solid-state Schottky-barrier-type devices),
respectively.

The low-energy regime (Low-Energy Ion Scattering, LEIS) is experimentally
quite accessible and offers the additional advantage of very high surface sensitivity.
The ions scatter predominantly from the first atomic layer and thus a first monolayer
analysis is possible. As an example, Fig. 4.30 shows an energy spectrum for 20Ne
ions scattered from the surface of an Fe-Mo-Re alloy. The observed peaks at dif-
ferent kinematic factors E ′1/E1 clearly reveal the presence of the different atomic
species in the surface atomic layer [4.26].

A disadvantage of low-energy ion scattering is the high probability of the ions
being neutralized at the surface and thus becoming invisible to any energy analyser
using charge properties. At higher energies (above 50 keV), however, this neutrali-
sation effect is less important, but ions with such high energies may penetrate hun-
dreds and thousands of Ångstroms into the solid depending on their direction of
incidence with respect to the lattice planes. Surface sensitivity can then be arranged
only by utilising the concepts of channeling, blocking, and shadowing (Sect. 4.11).
These techniques rely on the fact that high-energy ions penetrating into a crystal are
forced to move along channels between atomic rows and planes. The penetration
depth and thus also the probing depth depend strongly on the geometrical factors of
the single scattering event, in particular on the direction of incidence and the angular
distribution of the scattering cross section dS/dΩ , (4.111), for a single collision.
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Fig. 4.30 RBS energy spectra for 3He scattering and 20Ne scattering from the surface of an Fe-
Mo-Re alloy. The energy of the incident particles was 1.5 keV [4.26]

4.11 Rutherford BackScattering (RBS): Channeling
and Blocking

In order to derive formulae for the scattering cross section, (4.111), for a twobody
collision, details of the interatomic forces must be known. The most important case
is that of Rutherford scattering, where a charged projectile (mass m1, charge Z1e)
is scattered in a Coulomb field

E = Z2e

4πε0r2
= A

r2
(4.120)

centered at a point C (Fig. 4.31). The Coulomb field might be that of an ion (charge
Z2e) assumed to be much heavier than the particle m1 and thus approximately at
rest. Scattering into an angle θ , i.e. a change of momentum � p from p1 to p′1
means, according to Fig. 4.31b,

1

2

�p

m1v1
= sin(θ/2), �p = 2m1v1 sin(θ/2). (4.121)
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Fig. 4.31 Explanation of the symbols used for the description of a Rutherford scattering event of
a particle with mass m1 from a scattering center C at rest; (a) trajectory of the projectile described
by impact parameter b, initial momentum and velocity p1, p1 and scattering angle θ . (b) Relation
between initial momentum p1, final momentum p′1 after collision and momentum change � p

From Newtons law d p = Edt we obtain the momentum change �p in z direction
(symmetry axis of scattering) according to Fig. 4.30a as

�p =
∫

dpz =
∫

E cosαdt =
∫

E cosα
dt

dα
dα. (4.122)

The derivative dt/dα can be related to the angular momentum of the particle about
the origin. Since the force is central (it acts along the line joining the particle to the
origin C, Fig. 4.31), there is no torque about the origin and the angular momentum
is conserved. Its initial magnitude is m1v1b, and at a later time it can be expressed
as m1r2dα/dt . The conservation condition thus gives

m1r2 dα

dt
= m1v1b, or

dt

dα
= r2

v1b
. (4.123)

With (4.122) we obtain the total momentum change during scattering

�p = A

r2

∫
cosα

r2

v1b
dα = A

v1b

∫
cosαdα,

�p = A

v1b
(sinαf − sinαi). (4.124)

The initial and final angles αi and αf can be expressed in terms of the scattering
angle θ by

sinαf − sinαi = 2 sin(90◦ − θ/2), (4.125)

and the momentum change follows as

�p = 2m1v1 sin(θ/2) = A

v1b
2 cos(θ/2). (4.126)
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The deflection function θ(b) is thus obtained as

b = A

m1v
2
1

cot(θ/2) = Z1 Z2e2

8πε0 E1
cos(θ/2) (4.127)

with E1 being the kinetic energy of the incident ion. According to (4.111b) one
integration yields the Rutherford scattering cross section

dS

dΩ
= − b

sin θ

db

dθ
=
(

Z1 Z2e2

8πε0 E1

)2
1

sin4(θ/2)
. (4.128)

It must be emphasized that in the above derivation the scattering center C is assumed
to be at rest. Equation (4.128) can therefore be used only for collisions between a
light particle m1 and a much heavier target m2 for which the recoil velocity v′2 can
be neglected. As a numerical example we consider 180◦ scattering, i.e. backscat-
tering of 2 MeV He ions (Z1 = 2) from Ag atoms (Z2 = 47). The distance of
closest approach rmin of the projectile to the target may be estimated by equating
the incident kinetic energy E1 to the potential energy at rmin:

rmin = Z1 Z2e2

4πε0 E1
. (4.129)

For the present example (4.129) yields a minimum-approach distance of about
7 · 10−4 Å, i.e. a distance much smaller than the Bohr radius of about 0.5 Å. This
result shows that, for high-energy scattering of light ions, the assumption of an
unscreened Coulomb potential for the calculation of scattering cross sections is
justified. The backscattering cross section follows from (4.128) as dS(180◦)/dΩ ≈
3 · 10−8 Å2.

From Sect. 4.10 it is evident that for general, two-body collisions, without the
assumption of a heavy target at rest, the target will recoil from its initial position
thus implying an energy loss of the projectile (4.116). An exact calculation of the
Rutherford scattering cross section thus involves the treatment of a real two-body
central-force problem. However, by introducing the concept of the reduced mass
μ (4.117b) a reduction to a one-body problem is possible. For the two colliding
particles in Fig. 4.29 Newton’s law is

m1 r̈1 = F and m2 r̈2 = −F. (4.130)

Defining the Center of Mass (CM) coordinate R by

(m1 + m2)R = m1r1 + m2r2

R = m1

M
r1 + m2

M
r2, (4.131)

one obtains from (4.130) by subtraction and elimination of r1 and r2, and with the
relative position vector r = r2 − r1

M R̈ = 0, and μr̈ = F. (4.132)
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The two-body problem can thus be described as a force-free motion of the CM
(4.132a) and a force F acting between the two particles within the moving CM
inertial system. Within this CM system the kinematics of the collision thus reduces
to the above problem of scattering of a particle with mass μ (4.117b) on a spatially
fixed center. Within the CM system the particle coordinates are

R1 = r1 − R = m2

M
r, R2 = r2 − R = −m1

M
r. (4.133)

In analogy with the symbols for the laboratory system (v1, v′1, v′2, θ , ϕ, see
Fig. 4.29a) we call the corresponding velocities and angles in the CM frame V 1,
V ′1, V ′2, Θ , Φ). From the vector diagrams in Fig. 4.29 one thus obtains

tan θ = V1 sinΘ

(Ṙ + V1 cosΘ)
= m2 sinΘ

m1 + m2 cosΘ
(4.134)

for the transformation of the scattering angles between laboratory and CM frame.
In the CM system the Rutherford scattering cross section is the same as (4.128), but
only now expressed in terms of the CM scattering angleΘ , the reduced mass μ, and
the solid angle element dΩ̃ measured in the CM system

dS

dΩ̃
=
(

Z1 Z2e2

4πε0μV 2
1

)2
1

sin4(θ/2)
. (4.135)

The transformation back into the laboratory frame by means of (4.134) yields
a general expression which takes into account the recoil of the target par-
ticle: This transformation involves essentially the solid-angle element dΩ̃ =
d(cosΘ)dφ′ (φ′ being the azimuthal angle in the CM frame). In the laboratory frame
one has

dS

dΩ
= dSdΩ̃

dΩ̃dΩ
= dSd(cosΘ)

dΩ̃d(cos θ)
= dS(sinΘdΘ)

dΩ̃ sin θdθ
, (4.136)

i.e. the derivative dΘ/dθ calculated from (4.134) allows direct transformation of the
scattering cross sections

dS

dΩ
= dS

dΩ̃

(m2
1 + m2

2 + 2m1m2 cosΘ)3/2

m2
2(m2 + m1 cosΘ)

. (4.137)

With (4.134, 4.135) the Rutherford scattering cross section in the laboratory frame
follows as

dS

dΩ
=
(

Z1 Z2e2

8πε0 E1

)2
4

sin4 θ

{[1− (m1/m2)
2 sin2 θ ]1/2 + cos θ}2

[1− (m1/m2)2 sin2 θ ]1/2 . (4.138)
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For particle masses m1 � m2, this expression can be expanded in a power series

dS

dΩ
=
(

Z1 Z2e2

8πε0 E1

)2 [
1

sin4(θ/2)
− 2

(
m1

m2

)2

+ . . .
]
, (4.139)

The next term is of the order of (m1/m2)
4. The leading term gives exactly (4.128),

i.e. the Rutherford scattering cross section for a spatially fixed scattering center. In
many realistic cases the correction 2(m1/m2)

2 is small, e.g. about 4% for He ions
(m1 = 4) incident on Si (m2 = 28). Nevertheless the energy loss of the projectile
(4.116) might be appreciable.

For scattering of ions with lower energy the interaction potential between the
two particles must include the effect of screening. The cross section is then slightly
modified in comparison with (4.139). As an example, Fig. 4.32 shows a series of
trajectories calculated for the scattering of He+ ions (energy 1 keV) incident on
an oxygen atom located at the origin of the diagram [4.27]. In this case an expo-
nentially shielded Thomas-Fermi potential describes the interaction. Figure 4.32
demonstrates the existence of a shadow cone behind the scatterer. If another scat-
terer lies inside this cone, it is not “seen” by the incident ions and thus cannot
contribute to the scattering. In this particular case of low-energy incident ions, a
broad shadow cone of the order of half a typical interatomic distance, at about one
interatomic spacing behind the scatterer, is observed. At high energies the screening
becomes less important, a simple Coulomb potential can be used, and the shadow
cone becomes much narrower. This is the situation in which channeling and block-
ing are very useful techniques for studying surfaces and interfaces as well as thin
overlayers. Figure 4.33 displays high energy ions incident on a crystalline surface at
two different angles for which channeling occurs. For these incidence angles only
atoms in the top two atomic layers are “visible”; all deeper lying atoms lie in the
shadow cones of the topmost layers. Ions on trajectories between these atoms are
“channeled” down the gaps between the atoms and penetrate relatively deep into the
solid. This channeling, occurring for an ion beam that is carefully aligned with a
symmetry direction of a single crystal, is shown more in detail in Fig. 4.34.

Fig. 4.32 Calculated shadow cone of 1-keV He+ ions scattered from an oxygen atom at the
coordinate origin. The trajectories describe ions travelling from left to right. The calculations are
based on the assumption of a Thomas-Fermi-Moliere scattering potential [4.27]
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Fig. 4.33 Sectional view of a surface with relaxation dz of the topmost atomic layer showing
high-energy ion scattering shadow or blocking cones for incidence along two bulk channelling
directions [4.27]

Ions not hitting a surface atom are steered through the channels formed by the
rows of atoms. The ions cannot get close enough to the atomic nuclei to undergo
large-angle Rutherford scattering. Small-angle scattering results with oscillatory
trajectories of the projectile. The interaction can easily be described in a quasi-
continuous model using a continuous rate dE/dx of energy loss along the channel
[4.25]. Because of the large penetration depth of hundreds of Ångstroms (Fig. 4.34),
scattering from the substrate is drastically reduced, sometimes by a factor of 100, as
compared with a non-channeling situation.

The experimental example [4.29] in Fig. 4.35 of 1.4-MeV He+ ions scattered
from a GaAs{100} surface along the surface normal [100] exhibits two sharp peaks
due to scattering from the Ga and As surface atomic layer. The energy losses can
be calculated using (4.116). For energies lower than that of the surface peak a low-
intensity plateau of backscattered ions occurs. These ions result from the few scat-
tering events deeper in the bulk. On their channeling path the incident primary ions
continuously lose small amounts of energy, mainly by electronic excitations such as
the creation of plasmons, etc. The penetrating ions undergo some rare backscattering
events and thus give rise to scattered energies which are reduced in proportion to
their channeling depth.

The situation is different, however, when the angle of incidence does not coincide
with a low index direction and channeling does not occur (Fig. 4.33). Under this
random incidence condition many subsurface atomic layers are hit and backscat-
tering occurs from many deeper lying atoms. The backscattering spectrum exhibits

Fig. 4.34 Schematic representation of particle trajectories undergoing scattering at the surface and
channeling within the crystal. The depth scale is compressed relative to the width of the channel in
order to display the shape of the trajectories [4.25]
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Fig. 4.35 Ion backscattering yield spectra of 1.4-MeV He+ from a GaAs(100) surface along a
“random” non-channeling direction and along the surface normal 〈100〉, amplified by a factor of 5
[4.29]

a high-intensity continuum of scattered energies up to a maximum defined by the
surface peak due to scattering on the topmost atomic layer (Fig. 4.35). Slight vari-
ations of the angle of incidence with respect to the lattice orientation can thus sig-
nificantly change the backscattering yield, in particular for energies lower than the
surface peak. Because of the continuous energy loss of the primary ions on their
path through the crystal there is also a simple relation between scattering depth and
energy loss. These properties can be applied in a number of ways to obtain inter-
esting information about the incorporation of impurities, relaxation effects, quality
of interfaces and overlayers, etc. [4.25]. In Fig. 4.36a qualitative overview of some
examples of backscattering spectra is presented. The dashed spectra represent the
scattering yield from a crystal with an ideal surface under channeling conditions.
The surface peak is due essentially to scattering from only the topmost atomic
layer (a). If a reconstruction is present for which the surface atoms are displaced
in the plane of the surface (b), then the second atomic plane is no longer com-
pletely shadowed and therefore contributes to the backscattering yield. For a major
reconstruction, the surface peak might reach an intensity of twice that of the ideal
crystal. In the case of a relaxation (c), where the topmost atomic layer is displaced
normal to the surface, non-normal incidence is necessary for the investigation.
A geometry is used in which the shadow cones arising from the surface atoms are
not aligned with the atomic rows in the bulk. In this situation both the surface and
the second atomic layer contribute to the surface peak and increase its intensity. A
measurement at normal incidence would yield a surface peak intensity equivalent
to scattering on one atomic layer. An adsorbate layer on top of an ideal surface
(d) gives rise to a new surface peak shifted in energy with respect to that of the
clean surface. The sensitivity of ion scattering to atomic mass (Sect. 4.10) allows
discrimination between substrate and adsorbate. If the adsorbate atoms lie directly
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Fig. 4.36a–e Qualitative overview of some applications of ion backscattering and the correspond-
ing spectra N (E): (a) Scattering from an ideal clean crystal surface under channeling conditions.
The backscattering spectrum (dashed curve) consists of a surface peak due to scattering on the
topmost atomic layer and a low intensity plateau at lower kinetic energies which arises from scat-
tering events deep in the bulk. (b) Scattering on a reconstructed surface causes a considerable
increase of the surface peak (up to double intensity) in comparison with the ideal surface spectrum
(dashed curve). The second atomic plane contributes to the scattering events due to incomplete
shadowing. (c) For a relaxed surface, non-normal incidence under channeling conditions causes a
similar intensity increase of the surface peak due to incomplete shadowing (dashed curve: spectrum
of unrelaxed ideal surface). (d) Scattering on an ideal surface covered with an adsorbate overlayer
under channeling conditions. The adsorbate layer gives rise to a second surface peak (shaded) due
to scattering on atoms with different mass. Due to shadowing, the original surface peak (dashed
curve) is reduced in intensity. (e) Scattering on a crystal covered with an amorphous overlayer gives
rise to a broad plateau instead of a sharp surface peak. Many atoms out of registry contribute to the
scattering in deeper layers. For comparison, the dashed line shows the spectrum for scattering on
an ideal crystal surface [4.25]

above the substrate atoms, the substrate surface peak is strongly reduced in intensity.
The case of an amorphous overlayer on top of a crystalline substrate (produced,
e.g., by ion bombardement or laser irradiation) is illustrated in Fig. 4.36e. Since the
atoms within the amorphous overlayer are out of registry, channeling is no longer
possible. A broad plateau with high intensity is obtained in the backscattering yield,
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Fig. 4.37 Backscattering
channeling spectrum (ion
yield versus kinetic energy)
of a 4000-Å thick amorphous
Si-layer on top of a Si(100)
surface. The spectrum was
obtained under channeling
conditions with 2-MeV 4He
ions (inset). Using a
mathematical model for the
Rutherford backscattering
processes, the energy scale is
converted into a depth scale
(upper abscissa). For
comparison, the spectra of the
Si surface before
amorphization are also given,
for channeling conditions by
the dashed line, and for
“random” conditions by the
full line [4.28]

since numerous atoms contribute to scattering as in the case of random incidence
on a crystalline material. The energetic width of the plateau is directly related to
the thickness of the amorphous layer and the presence of the amorphous-crystalline
interface is seen from the decrease of the backscattered intensity at lower energies.
The intensity does not drop to the values for the completely crystalline material
(a-d), since a high number of ions are deflected from their channeling direction
within the amorphous overlayer. As an experimental example of such a system
Fig. 4.37 exhibits the channeling spectrum of an approximately 4000 Å thick amor-
phous Si layer on Si(100) [4.28]. 2-MeV 4He ions were used in this investigation.
The energy spectrum of the backscattered ions is transformed into a thickness scale
(upper abscissa). For comparison, the spectrum of the clean Si(100) surface before
amorphization is also shown.

Further information can be obtained from RBS experiments by studying the
angular dependence of the backscattering yield. In Fig. 4.38 a Si film with 1.5 ·
1021 cm−3 As atoms incorporated has been investigated [4.30]. The Si and the
As backscattering yields show a very similar angular dependence. The minimum
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Fig. 4.38 Angular
dependence of the
backscattering yield around
the channeling direction (tilt
angle �θ = 0) for 1.8 MeV
He ions on a Si-film, which is
doped with 1.5 · 1021 As
atoms/cm3. The angular
dependence of the Si and of
the As backscattering peak
are compared [4.30]

yield corresponds, of course, to the channeling direction. The similarity of the two
curves clearly indicates that the perturbation of the lattice due to As incorporation
is negligible. As is built in as a substitutional impurity. In complete contrast are the
angle-resolved spectra (Fig. 4.39) for Yb implanted into a Si film (concentration
5 ·1014 cm2). Exactly in the Si channeling direction (minimum of Si signal) a strong

Fig. 4.39 Angular
dependence of the
backscattering yield
(normalized) around the
[110] channeling direction
(tilt angle �θ = 0) for 1 MeV
He ions on a Si film, into
which 5 · 1014 Yb atoms/cm2

are implanted (60 keV,
450◦C). The Si signal (�) is
compared with the Yb signal
(◦) [4.31]
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Fig. 4.40 Double-alignment
scattering geometry,
schematic view of a (010)
scattering plane perpendi-
cular to the (100) surface for
the example of silicon

peaking of the Yb signal is observed thus demonstrating that Yb is not incorporated
on Si sites but rather as an interstitial.

A further RBS technique used in surface crystallography is the so-called double
alignment (Fig. 4.40). The primary ion beam is aligned with a low-index crystal
direction for channeling, such that only atoms in the first two atomic layers are
hit. All deeper lying atoms are shadowed. An ion immediately below the surface
can leave the crystal in any direction except that in which its outgoing trajectory
is blocked by an atom in the topmost atomic layer. In this direction there will be
a minimum in the yield of ions backscattered from the surface, the surface block-
ing minimum. Deviations of the observed minimum position from that calculated
for an ideal surface give information about surface reconstructions and relaxations.
The Si(100) surface with adsorbed atomic hydrogen [hydrogen-stabilized Si(100)-
(1×1)2H] has been studied in this way (Fig. 4.41). The observed shift of the surface
blocking minimum from its calculated position (arrows and dashed curves) leads to
the conclusion that the surface is relaxed inward by (−0.08±0.03) Å, or (−6±3)%
of the interplanar distance [4.32].

Fig. 4.41 Experimental surface blocking profiles obtained in a scattering geometry as in Fig. 4.40
for H+ (protons) with energies of 50, 100 and 150 keV scattered on a hydrogen stabilized Si(100)-
(1 × 1)2H surface. Circles and triangles represent results from different experimental runs. The
arrows indicate the position of the blocking minimum; the dashed curves are calculated for a
truncated bulk without any relaxation [4.32]
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Panel VIII
Low-Energy Electron Diffraction (LEED) and
Reflection High-Energy Electron Diffraction
(RHEED)

Elastic scattering or diffraction of electrons is the standard technique in surface
science for obtaining structural information about surfaces. The method is applied
both to check the crystallographic quality of a freshly prepared surface and as a
means of obtaining new information about atomic surface structure. As in all diffrac-
tion experiments, the determination of an atomic structure falls naturally into two
parts: the determination of the periodicity of the system and thus the basic unit of
repetition or the surface unit mesh, and the location of the atoms within this unit.
The first part, the evaluation of the surface unit mesh is straightforward and involves
simple measurements of symmetry and spot separation in the diffraction pattern.
Since the diffraction pattern corresponds essentially to the surface reciprocal lat-
tice (Sect. 4.2), the reverse transformation yields the periodicity in real space. The
second part, the determination of atomic coordinates, requires a detailed measure-
ment of diffracted intensities. The LEED technique is frequently used for this pur-
pose, even though the theoretical problem of deriving an atomic structure from the
measured intensities is far from simple, due to the “strong” interaction of slow elec-
trons with a solid. The analysis of the geometry and intensity of a LEED diffraction
pattern is discussed in Sects. 4.2–4.4.

The standard experimental set up for LEED consists of an electron gun to pro-
duce an electron beam with primary energies in the range of 20–500 eV and a
display system for observing the Bragg diffraction spots. The energy range below
300 eV is particularly suited to surface studies since the mean-free path of these
slow electrons in the solid is short enough to give good surface sensitivity (Chap. 4).
Furthermore, according to the de Broglie relation

λ = (150.4/E)1/2 (VIII.1)

(λ in Å and E in eV), typical LEED wavelengths are in the Ångstrom range, com-
parable with wavelengths used in X-ray crystallography, and of the same magnitude
as the interatomic distances in a solid.

A typical three-grid LEED system is exhibited in Fig. VIII.1a. The electron gun
unit consists of a directly or indirectly heated filament with a Wehnelt cylinder W
followed by an electrostatic lens with apertures A, B, C, D. The acceleration energy
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Fig. VIII.1 (a) Schematic of a three-grid LEED optics for electron diffraction experiments. The
integrated electron gun consists of a heated filament, a Wehnelt cylinder (W) and the electron optics
containing the apertures A–D. B and C are usually held at potentials between those of A and D.
(b) Circuit for using a four-grid LEED optics as a retarding field (RF) electron energy analyser.
The retarding voltage U determines what fraction of the inelastically scattered electrons reaches the
collector. Differentiation of the measured electron current i(U+u sinωt)with respect to U is done
by means of the superimposed AC voltage u sinωt (u ≈ 1 V) and subsequent Lock-in detection
of i . For u � U one has i(U + u sinωt) = i(U ) + i ′(U )u sinωt + (1/2)i ′′(U )u2 sin2 ωt + . . .,
and phase-sensitive detection at the first harmonic ω yields an output signal which is proportional
to the derivative i ′(U )

(20–500 eV) is determined by the potential between the cathode and apertures
A and D. Apertures B and C have potentials intermediate between A and D and
are used to focus the electron beam. Initial collimation is achieved by the Wehnelt
cylinder which has a somewhat negative bias with respect to the cathode filament.
The last aperture D, also called the drift tube, is usually at the same (earth) potential
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as aperture A and the sample; the same is true for the first and last grids in front of
the fluorescent screen. Thus a field-free space is established between the sample and
the display system through which the electrons travel to the surface and back after
scattering. The fluorescent screen (collector) has to be biased positively (≈ 5 kV) in
order to achieve a final acceleration of the slow electrons; only high-energy electrons
can be made visible on the screen. Besides elastic scattering, inelastic scattering also
occurs at the sample surface, thus giving rise to electrons of lower energy. These
electrons are scattered through wide angles and produce a relatively homogeneous
background illumination of the phosphor screen. This background illumination is
suppressed by giving the middle grid a somewhat negative bias. The inelastically
scattered electrons are thus prevented from reaching the collector.

The emission current of standard equipment is on the order of 1 μA; it varies
with primary energy but electronic stabilization may be used to fix its value. The
energy spread is about 0.5 eV, attributable mainly to the thermal energy distribution.
The diameter of the primary beam is on the order of 1 mm.

As is shown in Fig. VIII.1b, standard LEED optics (four grids are preferred in
this case) can also be used as an energy analyser. The electrons coming from the
sample have to overcome a retarding field before they reach the collector. For a
retarding voltage, U , the current reaching the collector is

i(U ) ∝
∫ ∞

E=eU
N (E)dE, (VIII.2)

where N (E) is the energy distribution of the incoming electrons. By superposing an
AC voltage u sinωt (u � U ) and using phase-sensitive detection i(U ) in (VIII.2)
can be differentiated allowing N (E) to be easily obtained (Fig. VIII.1b).

The standard LEED equipment displayed in Fig. VIII.1a is used mostly for
characterizing the crystalline perfection etc., of a clean surface. For investigating
adsorbate layers, semiconductor surfaces and for LEED intensity studies this setup
has severe disadvantages. The current density of ≈ 1 μA in the primary beam is
rather high. Thus organic adsorbates and clean semiconductor surfaces may suffer
severe damage. Furthermore the measurement of intensity-voltage i(V ) curves for a
number of diffraction beams and several surface orientations requires the collection
of very many data. Recent experimental developments have thus aimed to decrease
the primary current and enable much faster data acquisition. Figure VIII.2 shows
an advanced display system, where the primary current is decreased by four orders
of magnitude to 10−10 A. A bright LEED pattern is then obtained by two channel
plates which amplify the backscattered electron currents by a factor of about 107.
Since inspection of the fluorescent screen (fiber optics with phosphor coating) is
possible from behind via a mirror, the whole unit is extremely versatile; it can be
flanged to standard ports of a UHV chamber. By changing the potentials at the grids
or the channel plates, etc, (Fig. VIII.2) the same unit can be used for measure-
ments of the angular distribution of (ionic) Electron Stimulated Desorption products
(ESDIAD, Panel XIV: Chap. 10). In these experiments an electron beam is incident
on an adsorbate covered surface and the angular distribution of the desorbing ions
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Fig. VIII.2 Schematic of a low-current optical display for LEED and ESDIAD (electron stimu-
lated desorption ion angular distribution, Panel XIV: Chap. 10). In LEED primary beam currents
in the 10−10 A range can be used, the channel plates enable amplification of the detected electron
currents by factors in the 107 range. Typical bias potentials [eV] are also indicated. For ESDIAD
the potentials are given in brackets; U0 is the acceleration (primary) voltage [VIII.1]

yield information about the bonding geometry of the adsorbed species (Panel XIV:
Chap. 10).

Another modern improvement to the LEED equipment is to be found in so-called
DATALEED (Fig. VIII.3). Here, extremely fast data acquisition is achieved by the
application of an electronic video (TV camera) unit to measure the LEED spot
intensities accompanied by computer-controlled data handling. At present the time
required to determine the integral intensity of a LEED beam at a particular energy
is 20 ms including background subtraction. A whole LEED intensity spectrum is
measured by this equipment in about 10 s depending on the energy steps and the
energy range covered. Thus time-dependent LEED intensity analysis (Sect. 4.4),
i.e. structure analysis during, e.g., surface phase transitions, becomes feasible.

Besides LEED, the second important electron diffraction technique in interface
and thin film physics is RHEED (Reflection High-Energy Electron Diffraction).
High energy electrons with primary energies between 10 and 100 keV are incident
under grazing angles (3◦–5◦) onto the sample surface, and the diffracted beams are
observed at similar angles on a fluorescent screen (Fig. VIII.4a). The electron guns
used in RHEED are slightly more complex than those of LEED; in some cases
a magnetic lens is used for focussing because of its greater efficiency at higher
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Fig. VIII.3 Information-flow diagram from observation through data handling to display of inten-
sities by the computer controlled fast LEED system DATALEED. A video signal is generated by
the TV camera viewing the LEED pattern from the back of a transparent fluorescent screen. The
computer controlled system generates an electronic window of variable size and shape around a
certain spot or group of spots and stores up to 103 pixels of digital information in a fast memory.
The electronic window is made to follow the spot as it moves over the screen with varying beam
energy E . The computer LSI 11 calculates intensity versus energy I (E) spectra, integral intensi-
ties, FWHM of profiles, etc. Single lines carry information, double lines represent control channels
[VIII.21]

electron velocities. The much higher voltages used in RHEED require special power
supplies and vacuum feed-throughs. The fluorescent screen needs no high-voltage
source; no acceleration of the electrons is necessary since the high primary energies
are sufficient to produce fluorescence. The screen is usually planar and is sometimes
coated onto the inside of a window of the UHV system along with a conducting film
to prevent charging. No energy filtering of inelastic and secondary electrons is nec-
essary since the diffracted beams are much more intense than the background. Since
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Fig. VIII.4 (a) Schematic of the experimental set-up for RHEED. The inset shows two different
scattering situations on a highly enlarged surface area: surface scattering on a flat surface (below)
and bulk scattering by a three-dimensional crystalline island on top of the surface (above). (b) The
Ewald sphere construction for RHEED. k and k′ are primary and scattered wavevectors, respec-
tively. The sphere radius k = k′ is much larger than the distance between the reciprocal lattice rods
(hk). For more details, see Sect. 4.2 and Figs. 4.2, 4.3

the spatial separation of the electron gun and sample, and of sample and screen can
be of the order of 50 cm the method is very flexible in relation to sample conditions.
For example, one can use RHEED to study in situ surfaces at elevated temperatures
during molecular beam epitaxy (Sect. 2.4).

In spite of the high primary energies, RHEED has a similar surface sensitivity to
LEED: the grazing incidence and detection angles mean that a long mean-free path
through the sample is associated with penetration normal to the surface of only a
few atomic layers. The diffraction pattern in RHEED is rather different from that
of LEED. Figure VIII.4b illustrates the Ewald construction for the conditions of a
RHEED experiment. Because of the extremely high primary energies the diameter
of the Ewald sphere is now much larger than a reciprocal lattice vector. The recip-
rocal lattice rods (Sect. 4.2) are cut at grazing angles in the region corresponding
to a diffracted beam emerging close to the surface. The Ewald sphere “touches”
the rods of the reciprocal lattice. Both the Ewald sphere and reciprocal lattice rods
are smeared out, to some extent, due to the angular and energy spread of the pri-
mary beam, respectively, and to deviations from ideal translational symmetry in
the surface (phonons, defects, etc.). Thus the diffraction pattern will usually con-
sist not of spots, but of streaks corresponding to the sections of reciprocal lattice
rod intersected. It must be emphasized, however, that on extremely flat and ideal
surfaces, and with very good instrumentation, one can occasionally observed very
sharp diffraction spots.

An example of RHEED patterns is shown in Fig. VIII.5. Because of the grazing-
angle electron beams, very flat sample surfaces are needed in RHEED. Asperities or
stronger deformations shadow part of the surface. If there are crystalline islands or
droplets on the surface, on the other hand, bulk scattering of the grazing beam can
occur and the RHEED pattern may become dominated by spots rather than streaks
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Fig. VIII.5a–c RHEED
patterns taken with a primary
energy of E = 15 keV and a
direction of incidence of
[112] on a Si(111) surface:
(a) Clean Si(111) surface
with a (7× 7) superstructure.
(b) After deposition of
nominally 1.5 monolayers
(ML) of Ag streaks due to the
Ag layers are seen on the
blurred (7× 7) structure.
(c) After deposition of 3 ML
of Ag the texture structure
due to the Ag layers develops
in place of the (7× 7)
structure [VIII.3]

due to transmission electron diffraction (insert in Fig. VIII.4a). This particular prop-
erty of RHEED, however, can be usefully exploited to study surface corrugation and
growth modes of films during deposition and epitaxy. Stransky-Krastanov growth of
islands (Chap. 3) can be readily identified through the spots in the RHEED pattern.

In both LEED and RHEED, the primary electron beam deviates from an ideal
plane wave A exp(i k·r). It is actually a mixture of waves of slightly different energy
and direction. These deviations from the ideal direction and energy are caused by
the finite energetic width�E (thermal width≈ 500 meV) and the angular spread 2β
of the beam. The electrons impinging on the crystal surface exhibit therefore slight
random variations in phase; if two spots on the surface have too large a separation,
the incoming waves cannot be considered as coherent. The phases are not correlated
and the outgoing waves cannot interfere to produce a diffraction pattern. There is a
characteristic length called coherence length such that atoms in the surface within
a coherence length (or radius) can be considered as illuminated by a simple plane
wave. Waves scattered from points separated by more than a coherence radius add
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in intensity rather than in amplitude. Thus no surface structure on a scale larger than
the coherence length forms a diffraction pattern.

The two contributions responsible for limiting the coherence are the finite energy
width �E and the angular spread 2β, giving rise to incoherence in time and space,
respectively. Since E = h̄2k2/2m, the energy width

�E = h̄2

m
= k�k (VIII.3)

is related to an uncertainty in wave vector (due to time incoherence)

�kt = k
�E

2E
, (VIII.4)

i.e. for the component parallel to the surface (at normal incidence)

�kt‖ � kβ
�E

E
. (VIII.5)

The finite angular spread 2β causes an uncertainty in wave vector parallel to the
surface (due to space incoherence) of

�ks‖ � 2kβ. (VIII.6)

Since the two contributions are independent, the total uncertainty in k‖ is

�k‖ =
√
(�kt‖)2 + (�ks‖)2 (VIII.7)

and because of Heisenberg’s uncertainty relation

�rc�k � 2π, (VIII.8)

the coherence radius �rc is obtained as

�rc � λ

2β
√

1+ (�E/2E)2
, (VIII.9)

where λ (VIII.1) is the wavelength of the electrons.
In a standard LEED experiment, the angular width of the primary beam is≈ 10−2

rad with an energy spread of ≈ 0.5 eV. At a primary energy of ≈ 100 eV this leads
to a coherence length of about 100 Å. In RHEED the primary energy is much higher
(≈ 5 · 104 eV) and the beam collimation is also better (β ≈ 10−4−10−5 rad), but
because of the grazing incidence, �k‖ � �k. Thus only a slightly larger coherence
zone remains than in LEED. Because of the finite coherence in LEED and RHEED
only limited information about the degree of long-range order on the surface can
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be obtained. If the long-range order is restricted to areas smaller than the coherence
zone (diameter ≈ 100 Å) the diffraction pattern is weaker with a higher incoherent
background. Much experimental effort has been undertaken to increase the coher-
ence length considerably by using better electron optics. Coherence radii of several
thousand Ångstroms have meanwhile been achieved enabling small deviations from
long-range order to be investigated by LEED [VIII.4, VIII.5].
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Panel IX
Electron Energy Loss Spectroscopy (EELS)

Electron Energy Loss Spectroscopy (EELS) refers, in a broad sense, to every type
of electron spectroscopy in which inelastic electron scattering is used to study exci-
tations of surfaces or thin solid films [IX.1, IX.2]. The experiment thus involves the
preparation of a more or less monoenergetic electron beam, scattering on a solid
surface or within a thin solid film, and energy analysis of the electrons inelastically
scattered at a certain angle by means of an electron analyser (Panel II: Chap. 1). The
inelastic scattering process requires time-dependent scattering potentials (phonons,
plasmons, adsorbate vibrations, electronic transitions etc.). The theory can be devel-
oped within a quite general formalism as in Sect. 4.1 or in a more restricted
framework for scattering on long-range potentials (dielectric theory) as in Sect. 4.6
[IX.2, IX.3].

Since many different solid excitations can be studied (Fig. IX.1) over a wide
energy range from some meV to more than 103 eV, different experimental equip-

Fig. IX.1 Qualitative overview of the major excitation mechanisms which can contribute to an
electron energy loss spectrum over a wide loss energy range. For investigating the different loss
energy regimes, in particular below and above 1 eV different experimental set-ups are required
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ment is necessary to provide the required energy resolution at very small and very
high excitation energies.

Here we describe briefly the main applications of EELS and important features
of the experimental set-ups but do not go into details of the scattering theory. Fur-
ther details of the theory are given in Chap. 4. When EELS is performed with
high energetic resolution at low primary energies, E0 < 20 eV, it is called High
Resolution Electron Energy Loss Spectroscopy (HREELS). The primary electron
beam then has to be monochromatized, usually by means of a hemispherical or
cylindrical electron analyzer (Panel II: Chap. 1). Extremely good monochromatic-
ity is now achieved with halfwidths (FWHM) of the primary beam around 1 meV
[IX.4]. At these low primary energies only reflection scattering experiments under
UHV conditions are possible. The backscattered beam is analysed by means of a
similar electron analyser. For dielectric scattering (Sect. 4.6) with small wave-vector
transfer, the scattered electrons are detected in specular direction, whereas detection
at various angles is necessary when the dispersion relations of surface excitations
(phonons, etc.) are measured. This technique has revealed much interesting infor-
mation about surface-phonon dispersion branches on clean and adsorbate-covered
metal surfaces (Chap. 5).

On semiconductor surfaces typical free-carrier (electrons in the conduction or
holes in the valence band) concentrations in the 1017 cm−3 range give rise to bulk
and surface plasmons with energies in the 20–100 meV range. The surface plasmons
can be conveniently detected by HREELS, since for primary energies below 20 eV
surface scattering prevails and major loss structures occur for Re{ε(ω)} � −1,
ε(ω) being the dielectric function of the sample (Sect. 5.5). One can also study the
coupling of these surface plasmons to surface phonons carrying a dynamic dipole
moment (Fuchs-Kliewer surface phonons) (Sect. 5.5).

By far the widest application of HREELS is concerned with the study of vibra-
tions of adsorbed atoms or molecules; here it is used to identify adsorbed species
and to get information about adsorption sites and bonding geometry [IX.2]. The
identification of an adsorbed species relies on the knowledge of its vibrational spec-
trum from the IR absorption or Raman measurements in the gas phase. Selection
rules for IR dipole absorption and Raman scattering must be taken into account,
as well as the dipole selection rule in HREELS for dipole scattering on surfaces:
only dipole moments normal to the surface give rise to significant dielectric scat-
tering. Dipole moments parallel to the surface can only be detected in off-specular
geometry (Sect. 4.1). The application of these selection rules allows one to draw
conclusions about the adsorption geometry of a molecule: for example, chemical
bonds oriented parallel to a solid surface cannot give rise to strong dipole scat-
tering from their stretching mode in the specular direction. The adsorption site of
an atom or molecule can sometimes be deduced from the occurrence of particular
adsorbate-substrate atom vibrations. The occurrence of an As–H stretch vibration,
for example, clearly signifies that an As surface atom on GaAs the bonding site
for a hydrogen containing adsorbate. As an example of an adsorbate vibrational
spectrum Fig. IX.2 presents a loss spectrum measured on a Ni(110) surface exposed
to 8 L of cyclohexane (C6H12) [IX.5]. Notice the extremely good energy resolu-
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Fig. IX.2 High Resolution Electron Energy Loss Spectrum (HREELS) measured on a Ni(110)
surface exposed to 8 L of C6H12. The measurement was performed with a primary energy of
5 eV under specular reflection geometry and with the sample held at a temperature of 125 K. The
vibration frequencies of gas phase C6H12 are given in the upper part of the figure [IX.5]

tion of the electron spectrometer, yielding a FWHM of the primary peak of about
2 meV (≈ 16 cm−1). Nearly every observed loss peak can be explained in terms of
a vibrational mode of the C6H12 molecule. The frequencies of all possible modes of
the gaseous C6H12 species are given for comparison in the upper part of the figure.
One can infer that the molecule is adsorbed non-dissociatively. There are essentially
two loss features which cannot be attributed to intramolecular vibrations, the sharp
peak at 200 cm−1 wave number and the broad loss structure near 2659 cm−1. The
peak at 200 cm−1 is due to a well-known surface phonon of the Ni(110) surface;
this phonon is related to the reconstruction of the Ni surface and carries a dynamic
dipole moment normal to the surface, which gives rise to strong dipole scattering
[IX.5]. The broad feature near 2659 cm−1 is found for many hydrogen-containing
molecules adsorbed on metal surfaces. It is interpreted as due to hydrogen atoms
that penetrate into the surface and thus give rise to hydrogen-bonding-type vibra-
tions with respect to the substrate atoms. From the existence of this loss feature,
a planar adsorption geometry of the ringtype molecule C6H12, can be concluded.
The hydrogen projecting away from the ring skeleton of the molecule tend to “dig”
into the Ni surface. In spite of the planar adsorption geometry, all C6H12 vibrations
are observed with relatively high intensity since the low symmetry of the folded
ring skeleton of the C6H12 molecule causes dynamic dipole moments with at least
one component normal to the metal surface. Nevertheless non-dipolar scattering
contributions cannot be excluded in the interpretation of the spectrum.
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While HREELS with primary energies typically below 50 eV involves essen-
tially surface scattering (Sect. 4.6), described in terms of the surface loss function
Im{−1/(1 + ε)} for dielectric scattering, loss spectroscopy with higher primary
energies of 100–500 eV (usually termed EELS) reveals loss structures due to both
bulk and surface scattering. In dielectric theory both the bulk and the surface loss
functions, Im{−1/ε} and Im{−1/(1+ ε)}, have to be considered for the interpreta-
tion of the spectra. The excitations typically observable in the energy loss range
1 ≈ 100 eV are the valence electron plasma excitations (both surface and bulk
plasmons) and electronic interband transitions (Fig. IX.1). In this energy range one
needs to consider bulk- and surface-state transitions of the clean surface as well
as adsorbate characteristic transitions. Thus EELS with primary energies in the
100 eV range has mainly been used to study the electronic structure of clean sur-
faces (surface states), thin overlayers, and adsorbates. Since an energy resolution of
about 0.3–0.5 eV is usually sufficient to reveal the relevant loss structures in the loss
range 1–50 eV, the experiments are performed without prior monochromatization
using the electron beam of an ordinary electron gun with a thermal width of about
0.3 eV. After scattering from the sample surface, energy analysis is carried out by
a hemispherical analyser or a Cylindrical Mirror Analyser (CMA) as often used in
AES (Panel II: Chap. 1). The advantage is that standard equipment employed for
AES or UPS/XPS can also be used for additional EELS studies. When hemispher-
ical analysers with a well-defined and limited angular acceptance angle are used,
EEL spectra in the direct undifferentiated mode usually display enough spectral
structure to provide the necessary information. The use of CMAs involves detection
of electrons within a wider acceptance angle (cone around CMA axis; Panel II:
Chap. 1) and thus leads to the observation of a larger variety of scattering events.
The loss spectra are less well resolved, and the double differentiation technique is
usually applied to discriminate the major loss structures from the background. As
in AES (Panel III: Chap. 2) a small AC signal with frequency ω is superimposed
on the voltage between sample and analyser, and lock-in detection is performed
at a frequency of 2ω. The negatively recorded −d2 I/dE2 spectra show positive
peaks exactly where the undifferentiated spectra would show maxima. Minima in
the spectra have to be treated with care since they might originate from the double
differentiation process. The energy resolution in the double differentiation mode is
determined, of course, not only by the thermal width of the primary beam, but also
by the peak-to-peak value of the superimposed AC modulation (usually 1 V).

As an example of EELS measured in the undifferentiated mode by means of a
hemispherical analyser (Panel II: Chap. 1) Fig. IX.3 exhibits loss spectra for a clean
polycrystalline Cu surface and for the same surface after the adsorption of various
amounts of CO [IX.6]. The primary peak is not shown for reasons of clarity; the
loss features at 4.3 and 7.3 eV for the clean surface are most probably due to d-band
transitions which are strongly coupled to surface plasmons [IX.6]. Upon adsorption
of CO the spectrum gradually changes; in particular, the 7.3 eV loss is suppressed
in intensity and shifts to slightly lower energies. Furthermore, new losses character-
istic of the adsorbate occur at 9.4, 11.9 and 13.8 eV, which are fully developed at
a CO exposure of 1 L. The losses at 11.9 and 13.8 eV are due to intramolecular
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Fig. IX.3 Electron energy
loss spectrum of a clean
polycrystalline Cu surface
and of the same surface after
exposure to various amounts
of CO at 80 K. The spectra
were recorded at room
temperature with a primary
energy of 46 eV and a
hemispherical analyser in the
�E = const mode (Panel II:
Chap. 1); primary peak not
shown [IX.6]

Rydberg transitions of the CO molecule, already known from the literature on
gaseous CO. Their occurrence thus indicates undissociated, molecular adsorption
of the CO. The prominent loss at 9.4 eV could involve some contribution from
intramolecular CO 5σ → 2π∗ transitions which are found in the free molecule
at 8.5 eV; but an interpretation in terms of charge transfer transitions from occu-
pied Cu(d) orbitals (substrate) into empty CO(2π∗) adsorbate orbitals seems more
likely. The latter interpretation would allow further interesting conclusions about the
interaction of the adsorbed molecules with the substrate atoms, particularly since a
coverage dependence and surface specifity of this loss has been found [IX.6].

Figure IX.4 presents an example in which double differentiation EELS with a
CMA is used to study the electronic properties of a thin overlayer system [IX.7].
When Fe is deposited onto a Si surface, annealing causes a chemical reaction involv-
ing Fe–Si interdiffusion and the formation of new compounds, the so-called Fe-
silicides. Below about 500◦C a metallic silicide FeSi is formed, whereas for anneal-
ing temperatures between 550◦ and 700◦C a semiconducting overlayer of β-FeSi2
results [IX.7]. The double differentiated loss spectrum of the clean Si(111)(7 × 7)
surface (the primary peak is not shown) exhibits peaks at 2.5, 8, 10.5, 15 and 17.8 eV.
According to detailed studies of their origins [IX.8] the peak at 5 eV is due to the
E2 bulk interband transition, whereas the losses at 2, 8 and 15 eV correspond to
surface state transitions of the (7 × 7)Si surface. The peaks near 17.8 and 10.5 eV
originate from bulk and surface plasmon excitations, respectively. After deposition
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Fig. IX.4 Second-derivative
electron-energy loss spectra
measured by means of
a CMA on a clean Si(111)
(7× 7) surface, after
evaporating a 22 Å thick Fe
film and annealing the sample
to 590 and 740◦C. The loss
spectra were recorded with a
primary energy of 100 eV and
an AC peak-to-peak
modulation voltage for
differentiation of 1 eV;
sample surface oriented
normal to CMA axis; primary
peak not shown [IX.7]

of 22 Å of iron the five new losses near 2.2, 5, 7, 15.5 and 23 eV are attributed
to the Fe overlayer: the 23 eV feature arising from the Fe bulk plasmon and the
remaining loss peaks from single-electron transitions between occupied and empty
d-band states of the Fe [IX.9]. After annealing to 590◦C a 70 Å thick semiconduct-
ing β-FeSi2 layer forms giving rise to characteristic losses at 2.4, 5.5, 7.5, 13.8
and 20.5 eV. The structure at 20.5 eV is most probably due to the valence-band
bulk plasmon of FeSi2. The 13.8 eV loss might be a superposition of surface- and
interface (FeSi2/Si) plasmon excitations. The remaining peaks are probably due to
electronic d-band transitions within the FeSi2 overlayer. Their slight shift to higher
energies with respect to the corresponding peaks of the Fe overlayer is explained by
the bonding shift to higher binding energies of the occupied d-orbitals in the FeSi2
compound with respect to free Fe atoms. The topmost spectrum, measured after the
last annealing step at 740◦C, shows a superposition of the silicide loss features with
those typical for the clean Si surface. This demonstrates – in agreement with other
experimental findings – that the β-FeSi2 layer disintegrates thus exposing areas of
free Si surface.

The two examples above of EELS with unmonochromatized electron beams and
a hemispherical analyser or a CMA with double differentiation clearly show the
usefulness of this technique for obtaining direct information about the chemical
nature and the electronic structure of an adsorbate or a solid heterostructure.

An ever-growing area for the application of EELS is in connection with electron
microscopy. The electron beam of a transmission or scanning electron microscope,
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in addition to its function in imaging, also induces all the inelastic processes given
in Fig. IX.1. An electron analyser incorporated into a transmission electron micro-
scope or into a scanning electron microprobe (Panel V: Chap. 3) allows the analy-
sis of these inelastically scattered electrons. Because of the high primary energies,
100 keV and above, used in both transmission and scanning electron microscopes,
magnetic sector analysers are more effective for the energy analysis than the electro-
static analysers used in the low-energy regime (Panel II: Chap. 1). The combination
of EELS and electron microscopy is particularly advantageous since it combines all
the spectral information from EELS with detailed spatial information. Characteristic
excitation spectra can be attributed to particular spots on the sample, typically a thin
film. In modern microprobes local analysis can thus be performed on spot sizes
down to 10–100 Å. Characteristic core-level excitations, valence-band transitions,
and plasmon losses allow the chemical identification, for example, of small embed-
ded clusters or precipitates. Changes in the spectra indicate changes of the electronic
structure within these small areas.

Figure IX.5 shows as an example a loss spectrum measured by a scanning elec-
tron microscope in transmission on a spot size with a diameter of about 50 Å on
a thin Si/Fe/Si sandwich [IX.10]. The high-energy resolution, i.e., the low-energy
spread of the primary peak of about 0.3 eV is obtained by the use of a field-emission
cathode. A magnetic sector analyser serves as dispersive element for the energy
analysis of the transmitted electron beam. Besides the Si bulk plasmon excita-
tions (Si–PL and 2Si–PL as the double excitation), one also sees the Fe 3p1/2,3/2)
transition and its combination with a plasmon excitation (+PL). At even higher
amplification the Si 2p1/2,3/2) excitation is also detected at a loss energy of about
100 eV. A clear identification of the material within spots of 10–100 Å diameter is
thus possible. Scanning of the beam over different areas of the sample makes a

Fig. IX.5 Electron energy
loss spectrum recorded by
means of a scanning
microprobe (VG company) in
transmission on an
unsupported Si/Fe/Si
sandwich; primary energy
100 keV; energy width of
primary peak about 0.3 eV
[IX.10]
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microanalysis possible. The technique is particularly useful when applied in an
UHV scanning electron microscope where surface contamination of the sample can
be monitored.
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Problems

Problem 4.1 The N2O molecule has a linear atomic structure N≡N=0 with σ, π
and π∗ molecular orbitals. Plot these orbitals qualitatively and discuss by means of
symmetry considerations the orientation of the transition dipole moment

e
∫
ψ∗f zψidr

with respect to the molecular axis z for the π → π∗ transitions. ψi and ψf are the
initial- and final-state wave functions, respectively.

Problem 4.2 Benzene (C6H6) molecules are adsorbed flat on the Pt(111) surface.
Discuss, by symmetry arguments, the orientation of the electronic dipole moment
for π → π∗ transitions with respect to the surface normal. Are these transitions
seen in an EELS measurement (reflection of a 100 eV electron beam)?

Problem 4.3 The clean, annealed Ge(111) surface exhibits a c(2×8) reconstruction.
Discuss the corresponding superstructure in real and reciprocal space and plot the
expected LEED pattern.

Problem 4.4 The unreconstructed (100) surface of an fcc crystal is covered by irreg-
ularly distributed adsorbate islands with an average diameter of 10 Å. The total
adsorbate coverage amounts to about 50% of the surface atoms. The islands are
formed by atoms, which are bonded on top of the substrate atoms and which exhibit
a strong scattering probability in comparison to the substrate.

(a) Discuss the LEED pattern of this surface.
(b) How can one estimate the mean diameter of the islands from experimental data?

Problem 4.5 A GaAs(100) surface is covered by one monolayer of Si atoms. A
Rutherford Back Scattering (RBS) experiment is made with 1.4 MeV He+ ions
along the surface normal 〈100〉.

Calculate the energy of the back scattered ions for the Si adsorbate peak and for
the Ga and As peaks of the clean GaAs surface.



Chapter 5
Surface Phonons

Classical bulk solid-state physics can, broadly speaking, be divided into two cat-
egories, one that relates mainly to the electronic properties and another in which
the dynamics of the atoms as a whole or of the cores (nuclei and tightly bound
core electrons) is treated. This distinction between lattice dynamics and electronic
properties, which is followed by nearly every textbook on solid-state physics, is
based on the vastly different masses of electrons and atomic nuclei. Displacements
of atoms in a solid occur much more slowly than the movements of the electrons.
When atoms are displaced from their equilibrium position, a new electron distribu-
tion with higher total energy results; but the electron system remains in its ground
state, such that after the initial atomic geometry has been reestablished, the whole
energy amount is transferred back to the lattice of the nuclei or cores. The electron
system is not left in an excited state. The total electronic energy can therefore be
considered as a potential for the movement of the nuclei. On the other hand, since the
electronic movement is much faster than that of the nuclei, a first approximation for
the dynamics of the electrons is based on the assumption of a static lattice with fixed
nuclear positions determining the potential for the electrons. This approximation of
separate, non-interacting electron dynamics and lattice (nuclear/core) dynamics is
called the adiabatic approximation. It was introduced into solid-state and molecular
physics by Born and Oppenheimer [5.1]. It is clear, however, that certain phenom-
ena, such as the scattering of conduction electrons on lattice vibrations, are beyond
this approximation.

For surface, interface and thin film physics the same arguments are valid and
therefore, within the framework of the adiabatic approximation, the dynamics of
surface atoms (or cores) and of surface electrons can be treated independently.

The lattice vibrations of atoms near the surface are expected to have frequencies
different from those of bulk vibrations since, on the vacuum side of the surface, the
restoring forces are missing. The properties of surface lattice vibrations and the con-
ditions for their existence will be the subject of this chapter. Like the corresponding
bulk excitations, surface vibrations are in principle quantized, although a classical
treatment is sufficient in many cases because of the relatively high atomic masses
and the small energy of the resulting quanta. The quanta of surface vibrations are
called surface phonons.

H. Lüth, Solid Surfaces, Interfaces and Thin Films, 5th ed., Graduate Texts in Physics,
DOI 10.1007/978-3-642-13592-7_5, C© Springer-Verlag Berlin Heidelberg 2010
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In contrast to bulk solid-state physics, for surfaces, the distinction between
surface lattice dynamics and surface electronic states is not a sufficient classi-
fication. Surface physics treats not only clean surfaces, but also surfaces with
well-defined adsorbates. Surface physics therefore includes, besides the electron
and lattice dynamics of the clean surface, a third important field, that of sur-
faces with adsorbed molecules or atoms (Chap. 10). For these systems one can
also apply the adiabatic approximation, i.e., the vibrations and electronic states
of an adsorbed atom or molecule can be considered separately. The same is true
for the interface layer between two solids, e.g., a semiconductor film epitaxially
grown on a different semiconductor substrate. At the interface itself the atoms
of the two “touching” materials display characteristic vibrational and electronic
properties.

5.1 The Existence of “Surface” Lattice Vibrations
on a Linear Chain

As in the bulk case, the essential characteristics of surface lattice dynamics can be
demonstrated using the simple model of a diatomic linear chain (Fig. 5.1). A model
for the surface of a 3D solid is then obtained by arranging an infinite number of
chains with their axes normal to the surface in a regular array, i.e. with 2D transla-
tional symmetry parallel to the surface (Fig. 5.2). In the present context the chains
are not extended over the whole infinite space – as in the bulk case, but they end at
the surface (semi-infinite case). Nevertheless, to a rough approximation, the dynam-
ical equations can be assumed to be unchanged with respect to those of an infinite
chain:

Ms̈(1)n = f (s(2)n − s(1)n )− f (s(1)n − s(2)n−1),

Fig. 5.1 The model of a
diatomic linear chain with
two different atomic masses
M(1) and m(2). A single
restoring force f is assumed
between the masses. The
position of the nth unit cell is
described by its geometrical
centre zn = na; the
displacements of the two
atoms in the nth unit cell from
equilibrium are s(1)n and s(2)n
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Fig. 5.2 2D arrangement of
diatomic linear chains with
translational symmetry in the
surface. This model shows
some characteristics of
surface lattice dynamics

i.e.

Ms̈(1)n = − f (2s(1)n − s(2)n − s(2)n−1), (5.1a)

ms̈(2)n = − f (2s(2)n − s(1)n+1 − s(1)n ). (5.1b)

Changes of force constants and reconstructions at the surface are not considered in
this simple model.

The plane-wave ansatz

s(1)n = M−1/2c1 exp

{
i

[
ka

(
n − 1

4

)
− ωt

]}
, (5.2a)

s(2)n = m−1/2c2 exp

{
i

[
ka

(
n + 1

4

)
− ωt

]}
, (5.2b)

leads to the equations

− ω2 M1/2c1 = − f c1 M−1/2 + 2 f c2m−1/2 cos
ka

2
, (5.3a)

− ω2m1/2c2 = − f c2m−1/2 + 2 f c1 M−1/2 cos
ka

2
, (5.3b)

which, for an infinite chain, have the solutions:

ω2± =
f

Mm

[
(M + m)±

√
(M + m)2 − 2Mm(1− cos ka)

]
. (5.4)

The frequencies ω−(k) and ω+(k) correspond to the well-known acoustic and optic
dispersion branches of lattice waves for the infinite chain (Fig. 5.3).

For surfaces, one may modify the model in the following way. The chain is ter-
minated at one end, but extends to infinity in the other direction. Therefore, far away
from the free end, approximately the same solutions exist as for the infinite chain.
Furthermore, real lattice vibrations have, in any case, a finite correlation length
because of anharmonic interactions. We now seek new solutions to (5.1–5.3) which
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Fig. 5.3 Dispersion branches
for “bulk” (dash-dotted) and
“surface” (dashed) lattice
vibrations (phonons) of a
semi-infinite diatomic chain
(atomic masses M , m;
restoring force f ). k1 and k2
are the real and imaginary
parts of the complex
wavevector, i.e., k2 is the
exponential decay constant of
the “surface” phonons

are localized near the end of the chain, i.e., which have a negligible vibrational
amplitude far away from the end of the chain in the bulk. This can be achieved by
considering waves whose amplitude decays exponentially away from the end of the
chain. For this purpose we make an ansatz with a complex wave vector

k̃ = k1 + ik2, (5.5)

but we require the frequencies ω to be real. Is it possible to solve (5.4) with real ω±
but with complex k̃? The imaginary part k2 would lead to exponentially decaying
waves as required. Using the relations

cos(iz) = cosh(z), sin(iz) = i sinh(z), (5.6)

we can express cos(ka) in (5.4) as

cos(k̃a) = cos(k1a) cosh(k2a)− i sin(k1a) sinh(k2a). (5.7)

Because of the reality condition on ω±, Im{cos(k̃a)} in (5.7) must vanish, i.e.,

Im{cos(k̃a)} = sin(k1a) sinh(k2a) = 0. (5.8)

The solution with k2 = 0 yields the bulk dispersion branches (5.4). For the surface
solutions we require

k2 �= 0 and k1a = nπ with n = 0,±1,±2, . . . . (5.9)

We are interested in solutions for the first bulk Brillouin zone and therefore consider
the cases n = 0, 1, i.e.,

cos(k̃a) = cos(nπ) cosh(k2a) = (−1)n cosh(k2a); n = 0, 1. (5.10)
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The possible frequencies of surface solutions are therefore

ω2± =
f

Mm

{
(M + m)±

√
(M + m)2 − 2Mm[1− (−1)n cosh(k2a)]

}
, (5.11)

where the quantity under the square-root sign must be positive because we require
real ω2± values. The solution with n = 0, i.e., k1 = 0 at the Γ -point of the Brillouin
zone (in k1) is

ω2(k1 = 0, k2) = f

Mm

[
(M + m)+

√
(M + m)2 − 2Mm[1− cosh(k2a)]

]
.

(5.12)

Since [1 − cosh(k2a)] is negative for all k2a, there is no restriction on k2, but only
the positive square root in (5.12) is a solution. The curvature of (5.12) with respect
to k2 is always positive and the value of ω(k1 = 0, k2 = 0) equals that of the bulk
optical branch [2 f (1/M+1/m)]1/2 at Γ . Figure 5.3 shows that at Γ (k1 = 0) these
surface solutions are possible with frequencies above the maximum bulk phonon
frequency.

The solutions of (5.11) with n = 1, i.e., k1 = π/a, are located in k-space at the
Brillouin-zone boundary. The condition for a real square root now reads

|k2| < 1

a
arc cosh

M2 + m2

2Mm
≡ k2max. (5.13)

Thus there exist the solutions

ω2±(k1 = π/a, k2) = f

Mm

{
(M + m)±

√
(M + m)2 − 2Mm[1+ cosh(k2a)]

}
(5.14)

only for a limited range of k2 values (5.13). For k2 = 0 the solutions are

ω+(k2 = 0) = (2 f/m)1/2 and ω−(k2 = 0) = (2 f/M)1/2. (5.15a)

At the maximum value k2 max one obtains

ω±(k2 = k2max) =
√

f (1/M + 1/m). (5.15b)

Both branches ω± are continuous at k2max and have frequencies at k2 = 0 that
are identical to those of the bulk acoustic and optical lattice vibrations at the zone
boundary. The possible surface vibrational frequencies fill the range between the
acoustic and optical branches of the bulk excitations (Fig. 5.3). Boundary conditions
at the surface impose further restrictions (Sect. 5.2).
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The possible displacements of atom i in the “surface” modes follow according to
(5.2) as

s(i)n = Ci exp[i(k̃zi
n − ωt)], (5.16)

where

zi
n = a

(
n − 1

4

)
for atom (1) = (i), and a

(
n + 1

4

)
for atom (2) = (i)

are the corresponding atomic coordinates. From Fig. 5.3 one sees that k̃ can have
the values

k̃ = k1 + ik2 = ±π/a + ik2 (5.17)

at the Γ -point (k1 = 0) and at the boundaries of the Brillouin zone, respectively.
Apart from different, constant phase factors all these solutions are vibrations of the
form

s(i)n ∝ exp(−k2z(i)n )e
−iωt , k2 > 0, (5.18)

whose vibrational amplitude decays exponentially away from the end of the chain,
i.e. the surface at z = 0, into the interior of the chain.

5.2 Extension to a Three-Dimensional Solid with a Surface

Qualitatively, it is relatively easy to extend the above arguments to the case of a
3D solid with a surface. This is illustrated in Fig. 5.2 where the finite solid is
modelled by a regular array of parallel, semi-infinite chains. This model is only
realistic in cases where the chemical bonds in directions parallel to the surface
are weak, i.e., for strongly anisotropic solids. Nevertheless, we can use it to pro-
vide a qualitative idea for the features associated with general surface vibrational
modes.

For every chain we have the possible vibrational modes (5.18) discussed above.
However, different chains might vibrate with different phases. Due to the weak
interaction between the chains the phases are correlated with each other. The phase
difference can be described by a wave vector k‖ parallel to the surface. Since we are
interested in wave propagation parallel to the surface, the wave vector of a general
3D-lattice vibration

sk(r) = Aêkei(k·r−ωt) (5.19)
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can be split up into a part parallel to the surface k‖ describing the plane wave moving
parallel to the surface, and a part k⊥ normal to the surface. With k = k‖ + k⊥ and
r = r‖ + êz z, (5.19) yields

sk(r) = Aêk exp[i(k‖ · r‖ + k⊥z − ωt)]. (5.20a)

Parallel to the surface plane waves with real k‖ are possible, but normal to the sur-
face only solutions of the type (5.18) with imaginary k⊥ = ik2 need be considered.
The decay constant k2 is often designated by κ⊥. One obtains the following general
form for a surface lattice vibration:

sk‖,κ⊥ = Aêk‖,κ⊥e−κ⊥ z exp[i(k‖ · r‖ − ωt)]. (5.20b)

Equation (5.20b) is only valid for primitive unit cells; if there is more than one atom
per unit cell, an additional index (i) as in (5.18) describes the particular type of atom.

A surface vibrational mode is therefore characterized by its frequencyω (or quan-
tum energy h̄ω), its wave vector k‖ parallel to the surface, and the decay constant
κ⊥, which determines the decay length of the vibrational amplitude from the surface
into the interior of the crystal. These quantities are not independent of one another.
They are related via the dynamical equations (as in the 3D bulk case) and via the
boundary condition that no forces should act from the vacuum side on the topmost
layer of surface atoms. Thus from the “continuous” spectrum of possible surface-
mode frequencies between the acoustic and optical bulk modes and above (Fig. 5.3)
these restrictions select (for a primitive unit cell) one particular frequency ω for each
k‖ and κ⊥. For a crystal with two atoms per unit cell both an acoustic and an optical
surface phonon branch exist.

In analogy to the bulk case, surface phonons can therefore be described by a 2D
dispersion relation ω(k‖, κ⊥). The function ω(k‖, κ⊥) is periodic in 2D reciprocal
space. The usual way to display the dispersion relation ω(k‖, κ⊥) is by plotting the
function ω(k‖) along certain symmetry lines of the 2D Brillouin zone (Fig. 5.4). In

Fig. 5.4 Qualitative picture
of a 2D surface phonon
dispersion relation (a) along
the symmetry lines Γ M , M K
and KΓ of the 2D surface
Brillouin zone of a hexagonal
(111) surface of a fcc lattice
(b). The surface phonon
dispersion is given by the
dashed line in (a). The
shaded area indicates the
range of bulk phonon
frequencies at all possible k⊥
wave vectors for k‖ values on
the symmetry lines
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these plots it is usual to show the bulk phonons, too, since they also contribute to the
possible modes close to the surface. For a particular surface, all bulk modes with
a certain k‖ have to be taken into account. The projection of the bulk modes at a
fixed k‖ and for all k⊥ yields in the 2D plot (Fig. 5.4) a continuous area of possible
ω(k‖) values. In order to generate plots such as Fig. 5.4 one has to project the 3D
bulk dispersion branches onto the particular 2D surface Brillouin zone; i.e. certain
bulk directions and points of high symmetry in the 3D Brillouin zone are projected
onto the 2D surface zone. How this is done for some low-index faces of common
3D lattices is depicted in Figs. 5.5–5.7.

Fig. 5.5 Relation between the 2D surface Brillouin zones of the (100), (111) and (110) surfaces of
a fcc lattice and the bulk Brillouin zone
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Fig. 5.6 Relation between the 2D surface Brillouin zones of the (100), (111) and (110) surfaces of
a bcc lattice and the bulk Brillouin zone

It is worth mentioning that a more rigorous treatment of surface lattice dynam-
ics [5.2] leads to a simple scaling rule which connects the decay length κ⊥
of the vibrational amplitude of a surface phonon to its wave vector k‖: in
the non-dispersive regime where dω/dk‖ is constant, i.e., for small wave vec-
tors k‖, the decay constant κ⊥ is proportional to k‖; the longer the wavelength
of the surface vibration, the deeper its vibrational amplitude extends into the
solid.

Similar considerations as applied here to the solid–vacuum interface lead,
for the solid–solid interface, e.g. at an epitaxially grown semiconductor
overlayer (Chap. 8), to the existence of interface phonons. Their vibra-
tional amplitude decays exponentially into each solid on both sides of the
interface [5.3].
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Fig. 5.7 Relation between the (0001) surface Brillouin zone of a hcp lattice and the corresponding
bulk Brillouin zone

5.3 Rayleigh Waves

In the study of bulk solids the dispersionless part of the acoustic phonons was
well known as sound waves long before the development of lattice dynamics [5.4].
Debye used this well-known part of the phonon spectrum to evaluate his approxi-
mation for the lattice specific heat. A similar situation holds for the dispersionless
low-frequency part of the surface phonon dispersion branches. Part of these surface
phonon modes were already known in 1885 as Rayleigh surface waves of an elastic
continuum filling a semi-infinite halfspace [5.5, 5.6]. In classical continuum theory
one can only describe lattice vibrations whose wavelength is long compared to the
interatomic separation. A macroscopic deformation of a solid continuum can there-
fore be described in terms of displacements of volume elements dv whose dimen-
sions are large in relation to interatomic distances, but small in comparison with
the macroscopic body. The important variables in this sense are the displacements
u = r ′ − r of these volume elements dv and the strain tensor

εi j = 1

2

(
∂uj

∂xi
+ ∂ui

∂xj

)
. (5.21)

In the elastic regime εi j is related to the stress field σkl = ∂Fk/∂ fl (force in k
direction per area element in l direction) via the elastic compliances
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εi j =
∑

kl

Sijklσkl . (5.22)

In this continuum model the time variation and spatial structure of an elastic wave
can be given in terms of the displacement field u(r, t) which describes the micro-
scopic movement of little volume elements containing a considerable number of
elementary cells (Note that in the long-wavelength limit, neighboring elementary
cells behave identically). The Rayleigh waves that are solutions of the wave equation
for an elastic continuous half-space are obtained in the following way: every vector
field – including the displacement field u(r, t) – can be split up into a turbulence-
free and a source-free part u′ and u′′:

u = u′ + u′′ (5.23a)

with

curlu′ = 0 and divu′′ = 0. (5.23b)

In the bulk, differential wave equations can be solved for both contributions giving
longitudinal sound waves [u′(r, t)] and transverse (shear) sound waves [u′′(r, t)]
with the sound velocities c1 and c2, respectively. In the present situation of a semi-
infinite halfspace we assume a coordinate system as shown in Fig. 5.8, and try
solutions that are dependent only on x (‖ to the surface) and z (⊥ to the surface).
Because of (5.23b) we can introduce two new functions φ and ψ which have the
character of potentials

u′ = −gradφ, (5.24)

u′′x = −
∂ψ

∂z
, u′′z =

∂ψ

∂x
. (5.25)

The definition (5.25) is possible because

divu′′ = ∂u′′x
∂x
+ ∂u′′z

∂z
= 0. (5.26)

Fig. 5.8 Displacement field
u(r, t) (instantaneous
picture) of a Rayleigh surface
wave travelling in the
x-direction along the
boundary of a semi-infinite
continuous solid half space
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Instead of treating the displacement field u(r, t) directly, we can use the functions
φ(x, z) and ψ(x, z). The function φ describes longitudinal excitations, whereas ψ
is related to the transverse part of the displacement field. The general equations of
motion for an isotropic, 3D bulk, elastic solid can be reduced to wave equations for
the generalized potentials φ and ψ . In analogy to the bulk problem we therefore try
to solve the following wave equations for the semi-infinite halfspace:

c1/2
l
∂2φ

∂t2
−�φ = 0, c1/2

t
∂2ψ

∂t2
−�ψ = 0. (5.27)

In accordance with the character of φ and ψ (5.27) contains the longitudinal and the
transverse sound velocities cl and ct. For the solution of (5.27) we try the ansatz of
surface waves travelling parallel to the surface along x with an amplitude dependent
on z (u must vanish for z→∞):

φ(x, z) = ξ(z)ei(kx−ωt), ψ(x, z) = η(z)ei(kx−ωt). (5.28)

From (5.27) it then follows that

ξ ′′ − p2ξ = 0 with p2 = k2 − (ω/cl)
2, (5.29a)

η′′ − q2η = 0 with q2 = k2 − (ω/ct)
2. (5.29b)

For p2 > 0 and q2 > 0, the amplitudes ξ and η are clearly exponential functions
that decay into the bulk of the material as

ξ = Ae−pz, η = Be−qz . (5.30)

The final solutions have the character typical of surface excitations (5.20b):

φ = Ae−pzei(kx−ωt) with p =
√

k2 − (ω/cl)2, (5.31a)

ψ = Be−qzei(kx−ωt) with q =
√

k2 − (ω/ct)2. (5.31b)

The displacement field (ux , 0, uz) is then derived from (5.24 and 5.25) by differen-
tiation of (5.31):

ux = −∂φ
∂x
− ∂ψ
∂z
, uz = −∂φ

∂z
+ ∂ψ
∂x
. (5.32)

From (5.32) we see that the displacement field of the surface excitation contains
both a longitudinal and a transverse contribution; the wave is of mixed longitudinal-
transverse character and its velocity must thus depend on both cl and ct. For the
further evaluation of the Rayleigh wave phase velocity ω/k we use the boundary
condition that at the very surface (z = 0) there is no elastic stress, i.e.,
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σzz |z=0 = σyz |z=0 = σxz |z=0 = 0. (5.33)

In the subsequent somewhat tedious calculation [5.6], the elastic constants enter via
(5.21 and 5.22). But even with the assumption of incompressibility for the semi-
infinite continuum only an approximate solution is possible. One obtains the phase
velocity of the Rayleigh wave as

cRW � (1− 1/24)ct (5.34)

and the direct relations between its wave vector k and the parameters p and q

p � k, q � k(12)−1/2. (5.35)

From (5.34) we see that the phase velocity of Rayleigh surface waves is even lower
than the transverse sound velocity [5.5, 5.6]; this is also true for cubic crystals.
Figure 5.8 illustrates qualitatively the spatial structure of the displacement field of
a Rayleigh wave with wavelength λ = 2π/k. The mixed longitudinal-transverse
character is seen from the direction of the displacements which are partially parallel
and partially normal to the propagation direction x .

It should also be emphasized that the treatment in this section is based on the
continuum case in which the neglect of atomic structure leads to a Rayleigh wave
that shows no dispersion (like for bulk sound waves). Extending the analysis to an
atomically structured medium like a crystal, the surface phonon branches will show
dispersion, in particular near the Brillouin-zone boundary. In Fig. 5.4 the disper-
sion branch indicated by the dashed line qualitatively, reflects what one can expect
for Rayleigh surface phonons. Some results from experiments and more realistic
calculations are presented in Sect. 5.6.

5.4 The Use of Rayleigh Waves as High-Frequency Filters

Experimentally, Rayleigh waves can be excited by a variety of methods. In princi-
ple one has to induce an elastic surface strain of adequate frequency. Atomic and
molecular beam scattering (Panel X: Chap. 5) can be used, as can Raman scattering,
in particular at low frequencies with high resolution, i.e., Brillouin scattering. For
piezoelectric crystals and ceramics there is a particularly convenient way to excite
Rayleigh waves. These materials are characterized by an axial crystal symmetry.
Stress along such an axis produces an electric dipole moment in each unit cell of
the crystal due to an unequal displacement of the different atoms in the cell. Simple
examples are the wurtzite structure of ZnO which is built up along its hexagonal
c-axis by double layers of Zn and O ions. Stress along the c-axis displaces the Zn
and O lattice planes by different amounts and a dipole moment in the c-direction
results. Other examples are the wurtzitic group III-nitrides (GaN, AlN, InN) and
generally the III-V semiconductors that crystallize in the zinc-blende structure with
an axial symmetry along the four {111} cubic cell diagonals. For practical purposes
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quartz and specially designed titanate ceramics are important. A general description
of the piezoelectric effect may be given in terms of the third rank piezoelectric tensor
dijk which relates a polarization Pi to a general mechanical stress ε jk

Pi =
∑

jk

dijkε jk, εi j =
∑

k

d̄ijkEk . (5.36)

Equation (5.36b) with the so-called inverse piezoelectric tensor d̄ijk describes the
inverse phenomenon by which an electric field E applied in a certain direction pro-
duces a mechanical strain εi j in such crystals. On surfaces of piezoelectric crystals
the mechanical strain associated with Rayleigh waves can thus be induced by appro-
priately chosen electric fields; these are applied by evaporated metal grids (Fig. 5.9).
A high-frequency voltage Ui(ω) applied to the left-hand grids in Fig. 5.9a gives rise
via (5.36) to a surface strain field, which varies harmonically in time with frequency
ω and has a wavelength λ determined by the grid geometry. If ω and λ (i.e., ω
and k = 2π/λ) are values which fall on the dispersion curve for Rayleigh waves
of that material, such surface waves are excited. They travel along the surface and
excite a corresponding time-varying polarization which produces an electric signal
in the right-hand grid structure. The grid geometry determines a fixed wavelength
λ0. Because of the single-valued dispersion relation for surface Rayleigh waves this
λ0 allows only a particular frequency ω0 for the surface phonons. High-frequency
signals Ui(ω0) can pass the device and appear as an output signal Uf(ω0) only if
ω0(2π/λ0) is a particular point on the Rayleigh dispersion curve (Fig. 5.9b). This
dispersion curve and the geometry of the grids (equal for antenna and receiver)
therefore determine the pass frequency of the filter. To give a numerical example:
grids with rod distances in the 100 μm range can easily be evaported. For a Rayleigh

Fig. 5.9 (a) Schematic
drawing of a Rayleigh-wave
high-frequency filter. Two
sets of metallic grids are
evaporated onto a
piezoelectric plate. The rod
spacing λ0 determines the
wavevector k0 = 2π/λ0 of
the excited surface wave. (b)
Through the Rayleigh-wave
dispersion relation the
frequency ω0 is fixed by λ0.
(c) If a continuous spectrum
is fed in as input voltage
Ui(ω), only a sharp band
Uf(ω0) is transmitted through
the device
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wave velocity of 4000 m/s we obtain a frequency ofω � 24·107 s−1 or ν � 40 MHz.
Such surface-wave devices are used, e.g., in television equipment as band-pass fil-
ters for image frequencies.

5.5 Surface-Phonon (Plasmon) Polaritons

In Sect. 5.3. we considered one limiting case of the surface-phonon spectrum,
namely the nondispersive acoustic type of vibrations that are derived from the
bulk sound waves. A similar treatment is possible for the long-wavelength optical
phonons of an InfraRed (IR) active crystal. There is a certain type of optical surface
phonon that is derived from the corresponding bulk TO and LO modes near k = 0.
As in the bulk, these surface modes are connected with an oscillating polarization
field. Besides the dynamics of the crystal, the calculation must therefore also take
into account Maxwell’s equations which govern the electromagnetic field accompa-
nying the surface vibration.

We consider a planar interface located at z = 0 between two non-magnetic
(μ = 1) isotropic media. The two media, each filling a semi-infinite halfspace,
are characterized by their dielectric functions ε1(ω) for z > 0 and ε2(ω) for z < 0,
respectively. The dynamics of the two media is contained in their dielectric func-
tions; the IR activity, for example, can be expressed in terms of an oscillator type
ε(ω) with ωTO as resonance frequency (TO denotes the transverse optical phonon
at Γ ). The particular case of a clean surface in vacuum is contained in our analysis
for ε2 = 1 (or ε1 = 1). In general, electromagnetic waves propagating inside a
non-magnetic (μ = 1) medium with dielectric function ε(ω) obey the dispersion
law (derived from the differential wave equation):

k2c2 = ω2ε(ω). (5.37)

We look for modifications of (5.37) due to the presence of the interface. We start
from the “equation of motion” for the electric field E(r, t). From Maxwell’s equa-
tions we obtain for a nonmetal ( j = 0).

curlcurlE = −μ0curlḢ = −μ0ε0ε(ω)Ë, (5.38a)

i.e.,

− c2curlcurlE = ε(ω)Ë, (5.38b)

and from charge neutrality

div[ε(ω)E] = 0. (5.39)

Special solutions localized at the interface should be wave-like in two dimensions
(parallel to the interface) with an amplitude decaying into the two media for z ≷ 0:
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E1 = Ê1 exp[−κ1z + i(k‖ · r‖ + ωt)] for z > 0, (5.40a)

E2 = Ê2 exp[κ2z + i(k‖ · r‖ + ωt)] for z < 0, (5.40b)

with r‖ = (x, y), k‖ = (kx , ky) parallel to the interface and Re{κ1}, Re{κ2} > 0.
From (5.39) we obtain

iE · k‖ = Ezκ, z �= 0, (5.41)

with κ = κ1 and κ = κ2 for media (1) and (2), respectively. Equation (5.41) excludes
solutions with E normal to k‖ and Ez �= 0, which are localized at the interface;
localized waves must be sagittal with amplitudes

Ê1 = Ê1(k‖/k‖,−ik‖/κ1) (5.42a)

Ê2 = Ê2(k‖/k‖,−ik‖/κ2). (5.42b)

If we insert the ansatz (5.40) together with the amplitudes (5.42) into (5.38b), we
obtain dispersion laws similar to (5.37):

(k2‖ − κ2
1 )c

2 = ω2ε1(ω), (5.43a)

(k2‖ − κ2
2 )c

2 = ω2ε2(ω). (5.43b)

We now have to match the solutions E1 and E2 at the interface, i.e., we require

E‖1 = E‖2 and D⊥1 = D⊥2 . (5.44)

This yields

Ê1 = Ê2 and κ1/κ2 = −ε1(ω)/ε2(ω). (5.45)

Combining (5.45) with (5.43) we get the dispersion relation for surface polaritons

k2‖c2 = ω2 ε1(ω)ε2(ω)

ε1(ω)+ ε2(ω)
. (5.46)

Comparing this relation with the bulk polariton dispersion (5.37) one can formally
define an interface dielectric function εs(ω):

1

εs(ω)
= 1

ε1(ω)
+ 1

ε2(ω)
. (5.47)

From the bulk dispersion relation (5.37) we obtain the frequency of the TO bulk
phonon for k → ∞, i.e., for k values large in comparison with those on the light
curve ω = ck; ωTO results from the pole of ε(ω). Similarly we obtain the frequency
ωs of the interface waves (k‖ → ∞) from the pole of εs(ω) (5.46, 5.47), i.e.,
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0 = 1

εs(ωs)
= ε1(ωs)+ ε2(ωs)

ε1(ωs)ε2(ωs)
, (5.48a)

or

ε2(ωs) = −ε1(ωs). (5.48b)

If we consider the special case of a crystal in vacuum, i.e. a semi-infinite halfspace
with the dielectric function ε(ω) = ε1(ω) adjoining vacuum with ε2(ω) = 1, the
condition determining the frequency of the surface polariton is

ε(ωs) = −1. (5.49)

The simplest description of an IR-active material is in terms of an undamped
oscillator-type dielectric function

ε(ω) = 1+ χVE + χPh(ω) (5.50)

with

χVE = ε(∞)− 1

and

χPh = [ε(0)− ε(∞)] ω2
TO

ω2
TO − ω2

,

where χVE describes the valence-electron contribution in terms of the high-
frequency dielectric function ε(∞), ε(0) is the static dielectric function, and ωTO
the frequency of the TO bulk phonons (dispersion neglected). Inserting (5.50) into
(5.46) yields the dispersion relation for surface phonon polaritons:

ω2 = 1

2

[
ω2

LO +
(

1+ 1

ε(∞)
)

k2‖c2
]

×
⎛
⎝1−

√√√√1− 4
[ω2

LO + ε(∞)−1ω2
TO]k2‖c2

{ω2
LO + [1+ ε(∞)−1]k2‖c2}2

⎞
⎠ . (5.51)

This dispersion is plotted in Fig. 5.10 together with the dispersion branches of the
bulk IR-active TO/LO polariton branches. For large k‖ the surface-polariton branch
approaches the surface phonon frequency (ωs) which is determined by the condition
(5.49). It should be emphasized that the k‖ range shown in Fig. 5.10 covers essen-
tially the 10−3 part of the 2D Brillouin-zone diameter, i.e., for large k‖ values in the
remainder of the zone considerable dispersion might occur, but this is not contained
in our simple approximation for small k‖.
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Fig. 5.10 Dispersion curve of
surface phonon polaritons
(SPP) of an IR active crystal
together with the bulk phonon
polariton curves (TO, LO) for
small wave vectors parallel to
the surface

It should also be noted that the analysis presented here takes into account retar-
dation, i.e., the finite value of the light velocity c.

A much simpler derivation of the condition for the existence of optical surface
phonons (5.49) and their frequency ωs is obtained by neglecting retardation. For this
purpose we ask whether there exists a wave-like solution near the interface between
the IR-active crystal and the vacuum, for which both

divP = 0 for z �= 0, (5.52a)

curlP = 0 for z �= 0, (5.52b)

with P being the polarization accompanying the lattice distortion. One should
remember that for the corresponding long-wavelength bulk phonons the following
conditions are valid

TO-phonon: curlPTO �= 0, divPTO = 0, (5.53a)

LO-phonon: curlPLO = 0, divPLO �= 0. (5.53b)

For the surface solution we require (5.52) to hold, i.e., curlE = 0 and divE = 0 (for
z �= 0); the electric field should therefore be derived from a potential ϕ:

E = −gradϕ (5.54)

with

∇2ϕ = 0 for z �= 0. (5.55)

For the solution of (5.55) we can make the ansatz of a surface wave

ϕ = ϕ0e−kx |z|ei(kx x−ωt). (5.56)
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The coordinate system is that of Fig. 5.8. The wave (5.56) already fulfills (5.55) and
we simply have to demand continuity for the component D⊥ at the surface, z = 0,
i.e.,

Dz = −ε0ε(ω)
∂ϕ

∂z

∣∣∣∣
z=0−δ

= −ε0
∂ϕ

∂z

∣∣∣∣
z=0+δ

. (5.57)

This condition (5.57) is equivalent to the condition (5.49) determining the frequency
of the surface polariton. According to (5.54) the electric field E = (Ex , Ez) is derived
from (5.56) by differentiation:

Ex = Ê0 sin(kx x − ωt) exp(−kx |z|), (5.58a)

Ez = ±Ê0 cos(kx x − ωt) exp(−kx |z|). (5.58b)

This field is depicted in Fig. 5.11 with its surface polarization charges at the
crystal-vacuum interface. The type of phonon polariton shown is often called Fuchs-
Kliewer phonon.

Figure 5.12a exhibits the dielectric function ε(ω) of an oscillator; this is a good
approximation for long-wavelength optical phonons in an IR-active material. The
frequencies ωTO and ωLO of the transverse and longitudinal bulk optical phonons are
determined by the pole Re{ε(ω)} and the condition of Re{ε(ωLO)} � 0. According
to (5.49) the frequency of the corresponding optical surface phonon ωs is easily
found as the frequency at which Re{ε(ω)} crosses the value −1 on the ordinate. If
Im{ε(ω)} is not negligible in this frequency range, slight shifts in ωs must, of course,
be taken into account.

A comparison of Fig. 5.12a and b implies that for the free electron gas, similar
arguments apply as for phonons. Indeed bulk density waves of the electron gas, i.e.,
plasmon waves are irrotational (curlP = 0) and their frequency ωp follows from the
condition

ε(ωp) = 0, (5.59)

i.e., in the range of negligible Im{ε(ω)} for Re{ε(ωp)} = 0.

Fig. 5.11 Field distribution
of a (Fuchs-Kliewer) surface
polariton travelling along the
surface (parallel to the
x-axis) of an IR-active crystal
(semi-infinite half space
z < 0) described by the
dielectric function ε(ω)
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Fig. 5.12 Dielectric functions Re{ε(ω)} and Im{ε(ω)} for a harmonic oscillator (a) and a free
electron gas (b). (a) In the case of an IR-active crystal, the resonance frequency is the frequency
ωTO of the transverse optical (TO) bulk phonon; ωLO is the frequency of the longitudinal optical
(LO) bulk phonon, ωs that of the surface phonon polariton. (b) ωp is the frequency of the bulk
plasmon, case that of the surface plasmon

The same type of analysis as has been performed for phonons can thus be
applied to a free electron gas filling a semi-infinite half space bounded by a
vacuum interface. However, instead of the dielectric function of the oscillator
(eigenfrequency ωTO), one now has to use the dielectric function of a free elec-
tron gas (Fig. 5.12b). In the simplest approximation this is a Drude dielectric
function

ε(ω) = ε(∞)−
(ωp

ω

)2 1

1− 1/iωτ
, (5.60)

where

ωp =
√

ne2

m∗ε0
(5.61)

is the plasma frequency (with n the carrier concentration and m∗ the effective mass),
and τ the relaxation time. In a better approximation one might apply a Lindhard
dielectric function [5.7], or yet more sophisticated methods that take into account
the special boundary conditions at a surface [5.8]. The frequency of the surface
plasmon ωSP is given, as in (5.49), by the condition

ε(ωSP) = −1. (5.62)

For a Drude dielectric function, by inserting (5.60) into (5.46), one obtains the dis-
persion relation of surface plasmon polaritons
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ω2 = 1

2

[
ω2

p +
(

1+ 1

ε(∞)
)

k‖c2
]

×
⎡
⎢⎣1−

√√√√1− 4

(
ω2

pk‖c
ω2

p + [1+ ε(∞)−1]k2‖c2

)2
⎤
⎥⎦ . (5.63)

This dispersion relation is displayed in Fig. 5.13. In the case of surface plasmons one
has to distinguish between two different cases. In a metal the carrier concentration
is on the order of 1022 cm−3, and the corresponding plasmon energies ωp and ωSP
are on the order of 10 eV. In an n-type semiconductor the plasma frequencies of the
valence electrons are of the same order of magnitude (n ≈ 1022 cm−3), but now we
have to treat the free electrons in the conduction band separately. For a conduction
electron density of typically 1017 cm−3, the corresponding plasmon energies are in
the range 10–30 meV. This is exactly the range of typical phonon energies.

An experimental example, in which one can observe both types of surface polari-
tons, the phonon and the plasmon, is exhibited in Fig. 5.14. High-Resolution Elec-
tron Energy Loss Spectroscopy (HREELS) was used to study the clean cleaved
GaAs(110) surface. In part (a) of the figure, semi-insulating GaAs, compensated by
a high degree of Cr doping, was used. In this material the free-carrier concentration
is negligible. Only surface phonons can be expected to occur in the low-energy range
up to 200 meV loss energy. The series of energetically equidistant gain and loss
peaks indicates multiple scattering on one and the same excitation. The excitation
energy is derived from the spacing of the loss peaks as 36.2 ± 0.2 meV. Taking the
well-known dielectric function ε(ω) from IR data for GaAs [5.10] one can calculate
the frequency ωs of the surface phonon polariton by means of (5.49). This calcu-
lation yields a value of ωs = 36.6 meV in good agreement with the experimental
value. A thorough quantum-mechanical theory of the scattering process (Chap. 4)
[5.11] predicts that the intensity of the multiple scattering events should be dis-
tributed according to a Poisson distribution, i.e.,

P(m) = Im/
∑
ν

Iν = (m!)−1 Qme−Q, (5.64)

Fig. 5.13 Dispersion curve
ω(k‖) of surface plasmons on
a semi-infinite half space
containing a free electron
gas; k‖ is the wavevector
parallel to surface; ωp and
ωSP are the frequencies of
bulk and surface plasmons for
large k‖ (small wavelength)
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Fig. 5.14 (a) Loss spectrum
of a clean cleaved GaAs(110)
surface of semi-insulating
material (angle of incidence
80◦). (b) Loss spectra
measured on an n-type
sample after exposure to
atomic hydrogen (angle of
incidence 70◦; H coverage
unknown) Inset: Calculated
surface loss function
−Im{(1+ ε)−1} in arbitrary
units; ε(ω) contains
contributions from the TO
lattice oscillator and from the
free electron gas (density
n′ = 3 · 1017 cm−3 [5.9]

where Im is the intensity of the mth loss. Q is the one-phonon excitation probability,
i.e., the squared absolute magnitude of the Fourier transform of the time-dependent
perturbation due to the scattered electron. This distribution law is well verified as
can be seen from Fig. 5.15a.

The scattered electron can not only lose energy by excitation of a surface phonon,
but can also gain the same amount of energy by deexcitation of a phonon that is
already thermally excited. As in Raman spectroscopy, the gain (I−m) and loss (Im)
intensities (Stokes and anti-Stokes lines) are then expected to be related to each
other through a Boltzman factor

I−m/Im = exp(−mh̄ωs/kT ). (5.65)



5.5 Surface-Phonon (Plasmon) Polaritons 237

Fig. 5.15 (a) Poisson
distribution of the loss
intensities Im measured
on a clean semi-insulating
GaAs surface (Fig. 5.14).
(b) Intensity ratio of the
mth surface phonon gain and
the mth phonon loss vs. loss
number m. The straight line
is calculated with
h̄ω = 36.0 meV [5.9]

This is also found experimentally, as is seen from Fig. 5.15b. On n-doped GaAs with
free electron concentrations in the conduction band of 1017–1018 cm−3 loss spectra
like that of Fig. 5.14b are found. On clean cleaved surfaces and also after exposure
to small amounts of dissociated hydrogen (or to residual gas) a series of gain and
loss peaks is observed at energies h̄ω+ (and multiples thereof) resembling those of
the surface phonon (h̄ωs). Additional gains and losses (including multiples) are also
observed with a significantly smaller quantum energy h̄ω−. The spectral position
of these peaks is very sensitive to the free-carrier concentration in the bulk and to
the gas treatment of the surface. An interpretation in terms of surface plasmons is
therefore obvious. A quantitative description of the experimental spectra is possible
by assuming a dielectric function for GaAs of the form

ε(ω) = ε(∞)+ [ε(0)− ε(∞)] ω2
TO

ω2
TO − ω2 − iωγ

−
(ωp

ω

)2 1

1− 1/iωτ
, (5.66)

which contains an oscillator contribution due to the TO optical phonons (ωTO) and
a Drude term (5.60) which takes into account the free electrons in the conduction
band.

ω2
p = ne2/ε0m∗n (5.67)

is the bulk plasma frequency where n is the free carrier concentration and m∗n is their
effective mass.

τ = m∗nμ/e (5.68)
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is the Drude relaxation time with μ being the mobility. The dielectric function (5.66)
is a superposition of the real and imaginary parts depicted in Figs. 5.12a and b.

According to Sect. 4.6 the essential structure of an electron energy loss spec-
trum is given within the framework of dielectric theory by the surface loss func-
tion Im{−1/[ε(ω) + 1]}. For monotonic and relatively small Im{ε(ω)} the max-
ima are found at the frequencies determined by the condition (5.49). This is also
true if one inserts the more complex ε(ω) of (5.66) into the surface loss function.
Im{−1/[ε(ω) + 1]} then exhibits two maxima at frequencies or quantum energies
h̄ω− and h̄ω+ that correspond to solutions of (5.49). According to (5.66–5.68) these
two solutions h̄ω− and h̄ω+ depend on the concentration n of free electrons in the
conduction band. Figure 5.16 exhibits the calculated loss peak positions (full line),
i.e., the energies h̄ω− and h̄ω+ as functions of an effective carrier concentration n′.
The lower branch h̄ω− has surface-plasmon-like character for small n′ whereas h̄ω+
is surface-phonon-like. Near n′ = 1018 cm−3 the two branches interchange their
character thus indicating a coupling between the two modes via their long-range
electric fields. The two frequencies ω− and ω+ derive from the values ωSP and ωs
in Fig. 5.12 when the two dielectric functions in Figs. 5.12a and b are superim-
posed. The combined ε(ω) exhibits two solutions of ε(ω) = −1 in the regime of
negligible Im{ε}. In Fig. 5.16 some experimentally determined loss-peak positions
are plotted, too. The experimentally determined h̄ω−, h̄ω+ values after cleavage fit
the theoretical curves very well if the effective carrier concentration n′ is taken to

Fig. 5.16 Loss peak positions h̄ω+ and h̄ω− calculated from the maxima of the surface loss func-
tion with ε(ω) according to (5.50) (solid lines). Dashed line: plasmon frequency without coupling
to surface phonon. The experimental points are measured on samples with different n-type doping:
(1) Te-doped (bulk density: n = 9 · 1017 cm−3): (�) clean, (�) after exposure to 1 L residual gas.
(2) Te-doped (bulk density: n = 4.3 · 1017 cm−3): (◦) clean, (•) after exposure to 1 L dissociated
H2. (3) Si-doped (bulk density: n = 3 · 1017 cm−3): (�) clean [5.9]
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be that of the bulk (n), as determined by Hall-effect measurements. After hydrogen
treatment, however, the effective carrier concentration n′ is reduced as is seen from
the positions of the loss peaks (Fig. 5.16). This effect is due to the depletion of
carriers in a region of some hundreds of Ångstroms below the surface due to an
upwards band bending of the conduction band (space charge region; Chap. 7). This
so-called depletion layer is induced by hydrogen adsorption. It influences the loss
peak position since the positions h̄ω+ and h̄ω− are determined by carrier concen-
tration within the penetration depth 1/q‖ of the electric field of the surface phonon
and plasmon-like excitations. From the relation q‖ � h̄ω/2E0 (4.42) this pene-
tration depth is also estimated to be about a couple of hundred Ångstroms. The
measurement of surface phonon/plasmon excitations can therefore be used to inves-
tigate carrier concentrations in space charge layers at semiconductor interfaces and
surfaces [5.12] (Chap. 7).

5.6 Dispersion Curves from Experiment and from Realistic
Calculations

When the wavelength of surface waves is comparable to the interatomic separa-
tion of the discrete crystal lattice, the continuum-type approach of the preceding
sections is no longer valid. For frequencies on the order of 1011 s−1 or higher, the
description of surface modes demands a lattice dynamical approach. This requires,
as in bulk lattice dynamics, a detailed knowledge of the interatomic force constants.
For appropriate approximations the effects of electron-lattice interactions have to
be taken into account by means of shell models, in which the valence electrons are
represented by a solid shell bound to the core by a spring. In even more sophisticated
treatments, deformations of the electron shell itself can be taken into account by
so-called breathing shell models. Compared to bulk lattice dynamics a fundamental
new problem arises at the surface: due to reconstruction or relaxation of the topmost
atomic layers, both the atomic geometry and the restoring forces may deviate near
the surface from their bulk values. These changes are not generally known. They
give rise to additional parameters which must be fitted to experimental data.

A variety of lattice-dynamical techniques have been applied to calculate surface
phonon dispersion branches. An approach frequently used in the past is the anal-
ogy of the continuum approach (Sect. 5.3): a trial solution is constructed for the
semi-infinite lattice and, by means of the correct boundary conditions, dispersion
curves are obtained. It is not always clear whether all possible surface modes are
obtained by this calculation. Another method consists of the direct calculation of the
eigenvalues and polarization vectors of a slab formed by a sufficiently large number
of atomic layers. This method yields all the acoustic and optical surface modes over
the entire Brillouin zone, provided that their penetration depth is less than the slab
thickness. In many cases twenty layers are enough to give good results. A third
method is based on the application of Green’s function theory. In this approach the
surface is treated as a perturbation which modifies the spectrum of bulk vibrations.
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Fig. 5.17 Dispersion curves
of a 15 layer (001)-oriented
NaCl slab obtained from a
shell model calculation. The
finite number of slabs gives
rise to a discrete set of
dispersion curves. The
dispersion branches labeled
by S1, S2 . . . etc. belong to
vibrational eigenvectors
which decay into the bulk,
i.e., they describe surface
phonons. [5.13]

Figure 5.17 shows an example of results obtained from a slab calculation for
NaCl(001) [slab orientation (001)]. Corresponding to the finite number of slabs (15)
the bulk modes are obtained as a discrete set of dispersion curves. With increas-
ing number of the slabs these bulk modes thicken to form quasi-continuous areas,
i.e. bands. However, a finite number of modes labeled S1, S2, S3 etc., remain dis-
tinct from the bands. Their eigenvectors are found to be large near the surface and
rapidly decreasing, away from the surface. These modes can obviously be identified
as surface vibrations. The acoustic surface mode S1 is localized beneath the bulk
acoustic band, even in the long wavelength limit (k‖ → 0). This mode therefore
represents the Rayleigh surface waves discussed in Sect. 5.3. The modes S3, S4 and
S5 are examples of optical surface vibrations. S4 and S5 are the so-called Lucas
modes with polarization normal and parallel to the surface. These modes are related
to the altered force constants between the topmost atomic layers; their vibrational
amplitude is therefore strongly localized near the first layer.

As an example of a calculation using the Green’s function perturbation method,
Fig. 5.18 shows dispersion branches of surface phonons on LiF (001). The outer
atomic electrons are modelled by the so-called breathing shell model, in which
deformations of the shell are explicitly taken into account. Accordingly there is very
good agreement between the calculated bulk phonon dispersion branches (shaded
area) and some branches that have been determined experimentally by inelastic neu-
tron scattering (black dots). In the plot of Fig. 5.18 the bulk modes with polarization
normal (⊥) and parallel (‖) to the (001) surface are shown separately. Some surface
phonon bands are marked by S3, S4, etc. S4 and S5 are again the Lucas modes.
They are energetically degenerate with bulk modes polarized normal to the sur-
face and are thus called surface resonances. As is expected from continuum theory
(Sect. 5.3), the Rayleigh mode S1 has frequencies (energies) below those of the bulk
modes along the entire symmetry line Γ M . This S1 band has been calculated by
both the Green’s function method (full line) and by the slab method (dashed line).
There is a small discrepancy near the M point which could probably be eradicated if
the surface change in ionic polarizibility and/or the anharmonicity were taken into
account.
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Fig. 5.18 Phonon dispersion branches of LiF(001) along (100) calculated by the Green’s function
method [5.14]. The bulk modes (shaded area) with polarization normal (⊥) and parallel (‖) to the
(001) surface are shown separately. The surface phonon modes are labeled by Si. For comparison
some experimentally determined bulk modes (from neutron scattering) are given as black dots. The
open dots (near S1) are experimental results for the Rayleigh modes, as determined by inelastic
atom scattering [5.15]

The theoretical dispersion curve of the Rayleigh mode S1 calculated using the
Green’s functions method is in very good agreement with the experimental results
from inelastic atom scattering by Brusdeylins et al. [5.15] (Fig. 5.18, open cir-
cles). In these experiments a supersonic nozzle beam of He atoms is inelastically
scattered on the LiF(001) surface prepared in UHV, and the energy distribution of
the backscattered He atoms is measured by a time-of-flight spectrometer (Panel X:
Chap. 5). The energy loss at the surface and the scattering angle with respect to the
specular beam and the sample surface determine the phonon frequency ω and the
transfer, i.e. the dispersion relation ω(q‖) for the particular surface excitation mode.
Rayleigh waves usually produce the strongest peaks in the time of-flight spectra of
the scattered atoms due to their large amplitude in the topmost layer.

Surface phonon dispersion branches can also be measured by the inelastic scat-
tering of slow electrons (Panel IX: Chap. 4). In order to measure h̄ω(q‖) through-
out the whole 2D Brillouin zone, sizeable q‖ transfers have to be achieved and
the measurement must thus be performed with off-specular scattering geometry.
Unlike the case of optical surface phonon polaritons with q‖ � 0 studied in the
dielectric scattering regime (Sect. 5.5), the scattering is now predominantly due to
short-range atomic potentials. The inelastic scattering cross section for this kind of
scattering on phonons rises with increasing primary energy. The HREELS exper-
iments on Ni(100) (Fig. 5.19) were therefore performed with impact energies of
180 and 320 eV in preference to lower energies. The spectra shown in Fig. 5.19
were measured with a resolution of 7 meV in off-specular scattering geometry as
shown in the inset of Fig. 5.20. Electrons were collected at a fixed polar angle
of ≈ 72◦ along the [110] azimuth (Γ X direction) while the impinging beam was
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Fig. 5.19 a,b Electron energy
loss spectra measured by
HREELS with 7 meV energy
resolution in off-specular
geometry between the (00)
and (01) Bragg diffraction
beams on the clean Ni(100)
surface (geometry as in inset
of Fig. 5.20). (a) for a
wavevector transfer q‖ of
0.4 Å−1; (b) for a wave vector
transfer q‖ of 1.26 Å−1;
experimental data points
(open circles), calculated
spectra (solid lines) [5.16]

rotated between polar angles yielding the (01) and (00) Bragg-diffracted beams.
The momentum resolution was �q‖ ≈ 0.01 Å−1. Phonon losses were found over
the entire range between the (01) and (00) positions. The particular q‖ transfer of
1.26 Å−1 in Fig. 5.19b corresponds to the X point of the 2D Brillouin zone. The
experimental data (open circles) are compared with a calculation based on a nearest-
neighbour central-force model in which the force constant between first and second
layer is stiffened by 20%. The calculated curves show the frequency spectrum of
phonons with displacements normal to the surface for the corresponding q‖ wave
vectors, for atoms in the outermost substrate layer. The wings on the high-frequency
side of the surface phonon loss originate from the bulk phonon continuum.

The experimental peak positions as a function of q‖ [calculated according to
(4.41)] are plotted in Fig. 5.20. The measured dispersion coincides closely with that
calculated by Allen et al. [5.17] for a surface phonon on Ni(100) with an atomic
displacement at X that is normal to the surface in the outmost layer. According
to this calculation there exists a further shear-polarized surface phonon at X with
displacement parallel to the surface and normal to q‖. Since for this phonon the
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Fig. 5.20 Experimentally
determined (HREELS,
Fig. 5.19) dispersion of
surface phonons on a clean
Ni(100) surface (open
symbols for two different
primary energies E0). The
scattering geometry is shown
in the inset (off-specular
scattering). The full curve is
the calculated dispersion
according to Allen et al.
[5.17]. The dashed line takes
into account a stiffening of
the force constants between
the topmost and the second
atomic layers [5.16]

displacement direction is always normal to K ‖ = k′‖ − k‖ the selection rules (4.17))
forbid an excitation in the present scattering geometry (inset of Fig. 5.20). Indeed,
this phonon is not observed in the HREELS data.

The agreement between the calculated dispersion (Fig. 5.20, full line) and the
data points is poorer near the X point. The agreement is improved (dotted line) if
the force constant which couples atoms in the first and second layers is increased by
20%. This stiffening of the force constant mimics a modest inward relaxation of the
surface atomic layer, which is indeed confirmed by other experiments.

The examples of Li(001) and Ni(100) show that measurements of surface-phonon
dispersion curves and a comparison with lattice-dynamical calculations can provide
interesting information about changes in force constants and atomic locations near
the surface.
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Panel X
Atom and Molecular Beam Scattering

Atoms and molecules such as He, Ne, H2, D2, impinging on a solid surface as
neutral particles with a low energy (typically < 20 eV), cannot penetrate into the
solid. Scattering experiments with neutral particle beams therefore provide a probe
that yields information exclusively about the outermost atomic layer of a surface.
Such experiments have now become an important source of information in surface
physics. Both elastic and inelastic scattering can be studied. A schematic overview
of the various scattering phenomena is given in Fig. X.1. Since He atoms, for exam-
ple, with a kinetic energy of 20 meV have a de Broglie wavelength of 1 Å, scattering
phenomena must be described in the wave picture (Sect. 4.1). A particle approach-
ing the surface interacts with the surface atoms through a typical interatomic or
intermolecular potential V (r‖, z), r‖ being a vector parallel to the surface, and z
the coordinate normal to the surface. V (z) consists of an attractive and a repulsive
part (as in chemical bonding). The scattering from a two-dimensional periodic lat-
tice of atoms (surface) is dominated by the specular quasi-elastic peak (intensity
I00) and elastic Bragg diffraction (intensity Ihk) in well-defined directions (as in
LEED, Sect. 4.2). This elastic scattering is adequately described in the rigid-lattice

Fig. X.1 Schematic diagram showing the different collision processes that can occur in the
non-reactive scattering of a light atom with the de Broglie wavelength comparable to the lat-
tice dimensions. Since the lattice vibrational amplitudes are small, phonon inelastic scattering is
expected to be weak relative to elastic diffraction (specular beam I00 and Bragg diffraction beams
Ihk ). Additionally, high energy losses can lead to selective adsorption of impinging atoms in the
attractive part of the surface atom potential V (z) [X.1]
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approximation with only an intensity correction for inelastic effects, provided by
the temperature-dependent Debye-Waller factor. An incident atom or molecule can
lose so much energy that it is trapped at the surface or “selectively adsorbed”. This
trapping of atoms in bound states on the surface can strongly modify the scattered
intensities at specific angles and energies.

Inelastic scattering comes into play due to the fact that the crystal is in reality
not rigid: the atoms vibrate about their average positions. The incident particle can
therefore transfer part of its kinetic energy to the dynamic modes of the vibrating
surface, the surface phonons. Similarly, it can gain energy via the annihilation of a
surface phonon.

The mathematical description of the scattering is analogous to that of electron-
surface scattering (Sect. 4.1). The most general interaction potential V (r) between
the incident particle and the crystal surface (4.1) which enters the formula for the
scattering cross section (4.17) is conveniently written as a function of r‖, a coor-
dinate parallel to the surface, the coordinate z normal to the surface, and sn(t) the
vibrational coordinate of the nth surface atom:

V [r‖, z, sn(t)] = V (r‖, z)|sn=0 +
∑

n

(∇V ) · sn(t)+ . . . . (X.1)

The first term in the potential expansion is the corrugated elastic potential, which
can be determined by fitting the intensities of the elastic diffraction peaks using
model potentials. Elastic scattering thus yields information about the topology of the
surface and about details of the interatomic potentials. The second- and higher-order
terms, which couple to the vibrations sn(t) of the surface atoms, are responsible for
inelastic scattering. An understanding of these coupling terms is fundamental for
an interpretation of such phenomena as sticking coefficients (Sect. 9.5) and energy
transfer between surface atoms and incident particles.

Before presenting some detailed examples of the application of atom scattering,
the experimental set-up will be discussed briefly.

The experimental apparatus consists of a source of monoenergetic molecules or
atoms which are directed as a beam towards the surface under investigation; the
back-scattered distribution is recorded by a detector. Both sample and detector can
be rotated around a common axis in the surface plane to allow the detection of
higher diffraction orders under different angles. Since neutral particles are used,
neither electric nor magnetic fields can be used as focussing or dispersive elements.
A schematic diagram of a typical experimental set-up is shown in Fig. X.2. An
important feature is the nozzle beam source producing the monochromatic rare-gas
beam. The beam of Ne or He atoms is produced in a high-pressure expansion source.
In the expansion of the gas from a source pressure of about 2 atm through a thin-
walled orifice (diameter ≈ 5 · 10−2 mm) to a beam pressure of about 10−4 Torr,
the random translational energy is converted into a forward mean velocity of the
beam. Thus the magnitude of the random velocity component which determines
the velocity spread �v is reduced relative to the most probable velocity v. In the
apparatus shown in Fig. X.2 the resultant�v/v is about 10%. With improved nozzle
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Fig. X.2 Schematic diagram of a typical low-energy molecular beam scattering apparatus [X.2]

beam sources �v/v values on the order of 1% are achieved. Toennies [X.3] used a
He source cooled down to 80 K. The beam is expanded from a pressure of 200 atm
through a 5 μm hole into vacuum. To improve the forward velocity distribution fur-
ther, the beam passes a skimmer after expansion. This funnel-shaped tube skims off
atoms with insufficiently forward-directed velocity. During the expansion, chaotic
thermal motion is converted into a concerted forward motion of the atoms and as
a result of enthalpy conservation, the temperature in the moving gas is drastically
reduced; behind a distance of about 20 mm to ≈ 10−2 K. This corresponds to a
relative velocity spread of less than 1%. With modern nozzle-beam sources, pri-
mary energies from 6 meV up to 15 eV can be produced. He atoms with de Broglie
wavelengths of 1 Å have an energy of about 20 meV. In Fig. X.2 the primary beam is
modulated by a chopper and phase-sensitive detection is employed using a lock-in
amplifier. This technique allows detection of the modulated scattered beam against
a relatively high background pressure. Either standard ion gauges or more sophisti-
cated mass spectrometers are employed as detectors.

In the following, some examples are presented of the different applications of
atom and molecular scattering based on the processes of Fig. X.1. Since He atoms
are essentially scattered on the almost structureless “electron sea”, far from the
uppermost surface lattice plane, an ideal well-ordered, close-packed metal surface
gives rise to virtually no interesting scattering phenomena. But deviations from
ideality, such as steps, defects or adsorbates, can affect the elastically scattered
intensity in reflection direction, i.e. the specular beam intensity I00 quite dramat-
ically. Figure X.3 shows the intensity variation of the specular beam of He atoms
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Fig. X.3 Relative specular intensity I00 (referred to primary beam intensity) of a low-energy He
atom beam (energy E = 63 meV) versus angle of incidence θi (= θr reflection angle) for two
Pt(111) surfaces with differing average terrace widths [X.4]

reflected from Pt(111) surfaces with differing distributions of steps and terraces. For
the measurement the angle of incidence θi(= θr) is varied over a small range and the
backscattered intensity I00 is recorded. For this purpose, of course, an experimental
set-up with detection under variable observation direction is necessary. According
to the differing terrace width (average values around 300 Å and above 3000 Å)
an interference pattern or an essentially monotonic variation is observed in the
angular region considered. The oscillations are explained in terms of constructive
and destructive interferences of the He wave function reflected from (111) terraces
which are separated by monatomic steps. The average terrace width, i.e., the step
density, determines similarly as in an optical grid slit width and distance, the phase
differences of the evading He waves under certain observation directions. The oscil-
lation period of curve (b) allows an estimation of the step atom density of about 1%.
Better preparation techniques lead to step atom densities lower than 0.1% which
then give rise to a higher total reflection intensity, and the interference oscillations
are absent (curve a). The technique is thus useful for characterizing the degree of
ideality of a clean surface after preparation.

Elastic He atom scattering, i.e. diffraction, can provide information about the
structural properties of a surface. In contrast to electron scattering in LEED
(Panel VIII: Chap. 4), where the electrons penetrate several Ångstroms into the
solid, only the outermost envelope of the electron density about the surface is probed
by the He atoms. This makes the technique relatively insensitive to clean, well-
ordered, densely-packed metal surfaces; but ordered adsorbate atoms or molecules
whose electron density protrudes significantly from the surface, give rise to stronger
scattering intensities in certain Bragg spots. This is shown for the example of a
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Fig. X.4 He-beam polar
diffraction patterns in the
[112] direction from the clean
(bottom) and
p(2× 2)O/Pt(111) oxygen
covered surface (top). The
primary He energy EHe is
17.3 meV and the sample
temperature 300 K [X.5]

well-ordered oxygen layer with p(2× 2) superstructure on Pt(111) in Fig. X.4. For
the clean Pt surface the (1̄, 1̄) Bragg spot has ten times less intensity than on the
oxygen covered surface. The diffraction spots (1̄/2, 1̄/2) and (3̄/2, 3̄/2) due to the
oxygen superlattice occur with much higher intensity. Adsorbate effects are thus
clearly distinguished from substrate spots and the interpretation problems some-
times encountered for adsorbate LEED patterns (substrate vs. adsorbate superstruc-
ture) do not exist. The method of atom and molecule diffraction is therefore comple-
mentary to LEED because of its extreme sensitivity to the outermost atomic layer.
In the inelastic scattering regime, atom and molecule scattering from surfaces also
provides interesting advantages over other scattering techniques because of its high
energy resolution. Because the possible energy and wave vector transfer are well
matched throughout the whole Brillouin zone, surface-phonon dispersion branches
(Chap. 5) can be measured with extremely high accuracy. Figure X.5 shows inelastic
He beam spectra measured with different angles of incidence θi on Cu(110). The
detection direction is chosen for wave-vector transfers along Γ Y . The experimental
resolution readily allows the determination of peak half-widths below 1 meV. Thus
information about broadening due to phonon coupling etc. can also be derived from
the experimental data. This is by no means possible from electron scattering data
(HREELS, Panel IX: Chap. 4), where the best energy resolution is on the order
of 1 meV. Surface phonon dispersion curves derived from spectra such as those of
Fig. X.5 are given in Fig. X.6, but here along the Γ X direction of the Cu(110)
surface Brillouin zone. The data denoted by R correspond to the Rayleigh surface
waves (Chap. 4).
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Fig. X.5 Inelastic He
scattering spectra taken along
the Γ X direction of the
surface Brillouin zone on
Cu(110). The primary He
beam energy is 18.3 meV
[X.6]

Fig. X.6 Surface phonon
dispersion curves as obtained
by inelastic He scattering
(primary energy
EHe = 18.3 eV) along the
Γ Y direction of the surface
Brillouin zone on Cu(110).
The reduced wave vector ξ is
defined by ξ = k/kBZ(X)
with kBZ(X) = 1.23 Å−1 as
the Brillouin-zone dimension
in the X direction [X.6]
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Problems

Problem 5.1 Information can be transmitted through a solid by bulk sound waves
or by Rayleigh surface waves. What phonons provide a faster transmittance veloc-
ity? Discuss the problems which arise for the signal propagation by means of short
pulses when long wavelengths λ � a (lattice parameter) and short wavelengths
λ ≈ a are used.

Problem 5.2 The dielectric response of an infrared active, n-doped semiconductor
is described in the IR spectral region by a dielectric function ε (5.66) which contains
an oscillator contribution due to TO phonons (5.50) and a Drude-type contribution
(5.60) due to free electrons in the conduction band. Calculate the surface loss func-
tion Im{−1/[ε(ω) − 1]} and discuss the loss spectrum expected in an HREELS
experiment as a function of carrier concentration. Flat-band situation is assumed at
the surface.

Problem 5.3 Surface phonon polaritons (Fuchs-Kliewer phonons) are excited on
a clean GaAs(110) surface in an HREELS experiment with a primary energy of
5 eV. Calculate from the corresponding loss peak at 36.2 meV the exponential decay
length of the polarisation field of the surface phonons. Discuss the consequence for
an HREELS measurement which is performed on a GaAs film which is thinner than
the calculated decay length.

Problem 5.4 Calculate the frequency of a surface phonon on the (100) surface of an
fcc crystal at the Brillouin-zone boundary in the [110] direction. Only central forces
between next neighbour atoms are assumed. The surface phonon should have odd
symmetry with respect to the mirror plane defined by the phonon wave vector q and
the surface normal.
Why is the calculation so simple?
Does a second surface phonon exist on this surface which is localized on the first
atomic monolayer?



Chapter 6
Electronic Surface States

Since the surface is the termination of a bulk crystal, surface atoms have fewer
neighbors than bulk atoms; part of the chemical bonds which constitute the bulk-
crystal structure are broken at the surface. These bonds have to be broken to cre-
ate the surface and thus the formation of a surface costs energy (surface energy)
(Sect. 3.1). In comparison with the bulk properties, therefore, the electronic struc-
ture near to the surface is markedly different. Even an ideal surface with its atoms
at bulk-like positions (called truncated bulk) displays new electronic levels and
modified many-body effects due to the change in chemical bonding. Many macro-
scopic effects and phenomena on surfaces are related to this change in electronic
structure, for example, the surface free energy, the adhesion forces, and the specific
chemical reactivity of particular surfaces. A central topic in modern surface physics
is therefore the development of a detailed understanding of the surface electronic
structure. On the theoretical side, the general approach is similar to that for the bulk
crystal: In essence the one-electron approximation is used and one tries to solve the
Schrödinger equation for an electron near the surface. A variety of approximation
methods may then be used to take into account many-body effects.

In comparison with the bulk problem two major difficulties arise for the surface.
Even in the ideal case translational symmetry only exists in directions within the
plane of the surface. Perpendicular to the surface the periodicity breaks down and
the mathematical formalism becomes much more complicated. Even more severe,
and not generally solved up to now, is the surface-structure problem. A complete
calculation of the electronic structure requires a knowledge of the atomic positions
(coordinates). Because of the changed chemical bonding near the surface, however,
surface relaxations and reconstructions frequently occur. This means that the atoms
are displaced from the ideal positions which they would occupy if the bulk crystal
were simply truncated into two parts. At present there is no general, simple and
straightforward experimental technique to determine the atomic structure in the top-
most atomic layers. Several relatively complex methods such as dynamic LEED
analysis (Sect. 4.4), SEXAFS (Panel VII: Chap. 3), STM (Panel VI: Chap. 3), and
atom scattering (Panel X: Chap. 5) give some information, but only relatively few
structures, e.g. the GaAs(110) and the Si(111) surface (Sect. 3.2) have actually
been accurately established. It is interesting to mention, that in the case of the
Si(111)-(7 × 7) the main contribution was obtained by means of transmission

H. Lüth, Solid Surfaces, Interfaces and Thin Films, 5th ed., Graduate Texts in Physics,
DOI 10.1007/978-3-642-13592-7_6, C© Springer-Verlag Berlin Heidelberg 2010

253



254 6 Electronic Surface States

electron microscopy using simple kinematic analysis. A break through for the anal-
ysis of surface atomic structure has been achieved recently by scanning electron
tunneling microscopy [6.1] (Panel VI: Chap. 3).

For realistic calculations of the electronic structure of surfaces one thus has to
assume structural models and then to compare the calculated surface electronic band
structure and other calculated physical properties, e.g. photoemission and electron
energy loss spectra, with experiment.

In the following, we will first consider a simple (unrealistic) model of a surface,
namely the monatomic linear chain terminated at one end (semi-infinite chain). The
Schrödinger equation will be solved in the nearly-free-electron approximation and
the results transferred qualitatively to the case of a real, two-dimensional (2D) sur-
face with 2D translational symmetry. Realistic surfaces and surface states of some
metals, and important semiconductors such as Si and GaAs are discussed after-
wards.

6.1 Surface States for a Semi-Infinite Chain in the Nearly-Free
Electron Model

If we want to make simple-model calculations of the electronic surface states on
a crystalline surface, we are faced with a situation similar to that encountered in
the case of surface phonons (Chap. 5). Within the surface plane we have to assume
the ideal 2D periodicity. In the perpendicular direction, however, the translational
symmetry is broken at the surface. Thus the most general one-electron wavefunction
φss for states localized near an ideal surface has plane-wave (Block) character for
co-ordinates parallel to the surface r‖ = (x, y):

φss(r‖, z) = uk‖(r‖, z) exp(ik‖ · r‖), (6.1)

where k‖ = (kx , ky) is a wave vector parallel to the surface. The modulation func-
tion uk‖ has the periodicity of the surface and is labelled according to the wave
vector k‖. If one were to neglect the variation of the crystal potential parallel to the
surface, uk‖(z) would not depend on r‖. Because of the 3D translational symmetry
in the bulk one can take as the simplest model a semi-infinite chain of identical,
periodically arranged atoms. The end of the chain then represents the surface. As
in the phonon problem one can use this model to derive the essential properties of
surface states, and can then readily generalize the results to the 2D surface of an
ideal crystal. In the sense of the nearly-free electron model, we assume a cosine
variation of the potential along the chain (Fig. 6.1)

V (z) = V̂

[
exp

(
2π iz

a

)
+ exp

(−2π iz

a

)]
= 2V̂ cos

(
2π z

a

)
, for z < 0. (6.2)

The surface (z = 0) is modelled by an abrupt potential step V0 which is certainly an
oversimplification for any realistic surface.
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Fig. 6.1 a,b Nearly-free-electron model for a cosine potential along a linear chain (z-direction).
(a) Potential energy in the presence of a surface at z = 0. (b) Energy bands E (k⊥) for one-electron
bulk states

We now try to solve the Schrödinger equation

[
− h̄2

2m

d2

dz2
+ V (z)

]
ψ(z) = Eψ(z) (6.3)

using the potential (6.2) for V (z).
We start from regions “deep inside the crystal”, i.e. at locations z � 0 far away

from the surface z = 0. In this region one can consider the chain as effectively
infinite and neglect surface effects. The potential V (z) can be assumed to be peri-
odic, V (z) = V (z + na), and the well-known bulk solutions, as described in every
elementary solid-state physics textbook, e.g. [6.2], are obtained. Away from the Bril-
louin zone boundaries k⊥ = ±π/a (k⊥ is wave vector normal to the surface) the
electronic states have plane-wave character and their energies are those of the free
electron parabola (Fig. 6.1b). Near to the zone boundaries the characteristic band
splitting occurs. This arises from the fact that the electronic wave function must
now be taken in the lowest-order approximation, as a superposition of two plane
waves. At the zone boundary an electron is scattered from a state k⊥ = π/a into a
state k⊥ = −π/a. For k⊥ values near π/a = G/2 (G is reciprocal lattice vector)
one therefore has in this two-wave approximation:

ψ(z) = Aeik⊥z + Be{i[k⊥−(2π/a)]z}. (6.4)

Using the potential (6.2) and substituting (6.4) into the Schrödinger equation (6.3)
yields the matrix equation

⎛
⎝ h̄2

2m k2⊥ − E(k⊥) V̂

V̂ h̄2

2m

(
k⊥ − 2π

a

)2 − E(k⊥)

⎞
⎠( A

B

)
= 0 (6.5)

which is solved by setting its determinant equal to zero. We are interested in solu-
tions around the Brillouin-zone boundary, i.e. near k⊥ = ±G/2 = ±π/a. With
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k⊥ = κ + π/a, where small values of κ correspond to the interesting k⊥ range, the
energy eigenvalues are obtained by solving (6.5) as

E = h̄2

2m

(π
a
+ κ

)2 ± |V̂ |
⎡
⎢⎣−h̄2πκ

ma|V̂ | ±
√√√√( h̄2πκ

ma|V̂ |

)2

+ 1

⎤
⎥⎦ . (6.6)

The electronic wave functions ψi for spatial regions deep inside the interior crystal
(subscript i) are obtained, for z � 0, by using (6.6), solving (6.5) for A and B and
introducing the result into (6.4):

ψi = Ceiκz

⎧⎪⎨
⎪⎩eiπ z/a + |V̂ |

V̂

⎡
⎢⎣−h̄2πκ

ma|V̂ | ±
√√√√( h̄2πκ

ma|V̂ |

)2

+ 1

⎤
⎥⎦ e−iπ z/a

⎫⎪⎬
⎪⎭ . (6.7)

C is the remaining normalization constant. For regions deep inside the crystal (z �
0), the electronic energy levels form the familiar electronic bands E(k⊥) which are
periodic in reciprocal k⊥-space (Fig. 6.1b). The “free electron” parabola splits near
the zone boundaries k⊥ = ±π/a, and allowed and forbidden energy bands arise.
The E(k⊥ = κ + π/a) dependence is parabolic near ±π/a as is seen from (6.6),
and the amount of splitting, i.e. the width of the forbidden band is 2|V̂ | according
to (6.6).

Our main goal in this chapter is to look for solutions of the Schrödinger equation
(6.3) near a solid surface, i.e. near the end of the chain (Fig. 6.1a, z = 0). These
solutions must be composed of a part which is compatible with the constant potential
Evac = V0 on the vacuum side (z > 0) and of a contribution which solves the
Schrödinger equation (6.3) on the crystal side with its cosine potential (6.2). The
two solutions for z > 0 and z < 0 have to be matched at the surface z = 0.
Matching is necessary both for ψ itself and its derivation ∂ψ/∂z. Any solution ψ0
in the constant potential V0 of the vacuum side (z > 0) which can be normalized
must be exponentially decaying

ψ0 = D exp

[
−
√

2m

h̄2
(V0 − E) z

]
, E < V0. (6.8)

Since (6.8) contains no complex contribution exp(iκz), solutions inside the crys-
tal ψi of the type (6.7) can only be matched to (6.8) if a superposition of both an
incoming and a reflected wave (standing wave) is taken into account. One matching
condition is thus

ψ0(z = 0) = αψi(z = 0, κ)+ βψi(z = 0,−κ), (6.9)

with ψ0 and ψi from (6.8) and (6.7), respectively. Equation (6.9) and the corre-
sponding relation for the derivatives can, in fact, be fulfilled for every possible
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Fig. 6.2 Real part of the
one-electron wavefunction,
Re{ψ}, for (a) a standing
Bloch wave (ψi), matched to
an exponentially decaying tail
(ψ0) in the vacuum;
(b) a surface-state wave
function localized at the
surface (z = 0)

energy eigenvalue E within the allowed band. Possible surface solutions are there-
fore standing Bloch waves inside the crystal which are matched to exponentially
decaying tails on the vacuum side (Fig. 6.2a). The corresponding electronic energy
levels are therefore only slightly modified from those of the infinite bulk crystal.
The bulk electronic band structure therefore exists up to the very surface of a crystal
with only slight alterations.

Additional surface solutions become possible if we allow complex wave vectors.
Letting κ to be imaginary

κ = −iq (6.10a)

and defining, for convenience,

γ = i sin(2δ) = −i
h̄2πq

ma|V̂ | (6.10b)

one can show that the energy eigenvalues (6.6) remain real for a particular range
of κ , i.e. these values represent possible solutions of the Schrödinger equation. The
electronic wave function for imaginary κ inside the crystal (z < 0) results from
(6.7) by using (6.10a)

ψ ′i (z ≤ 0) = Feqz
{

exp
[
i
(π

a
z ± δ

)]
∓ exp

[
−i
(π

a
z ± δ

)]}
e∓iδ. (6.11)

This is essentially a standing wave with an exponentially decaying amplitude
(Fig. 6.2b). The energy eigenvalues are obtained from (6.6) with (6.9) as

E = h̄2

2m

[(π
a

)2 − q2
]
± |V̂ |

√√√√1−
(

h̄2πq

ma|V̂ |

)2

. (6.12)
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Fig. 6.3 Electronic band structure (qualitative) for a semi-infinite chain of atoms. Bulk Bloch states
which are little disturbed by the presence of the surface give rise to energy bands E(k⊥) that are
periodic in wave vector k⊥ parallel to the chain direction, i.e. normal to the surface (solid curves).
States with a wave function amplitude exponentially decaying from the surface (z = 0) into the
bulk (z < 0) are found between the bulk states for complex wave vectors π/a − iq (broken curve)

The values of E remain real (as required for energies) and ψ does not diverge for
large negative z if 0 < q < qmax = ma|V̂ |h̄2π . In this q range the E versus q
dependence is described by (6.12); all energies fall into the forbidden gap of the
bulk electronic-band structure (Fig. 6.3).

Equation (6.11) is not the complete solution for a surface electronic state, since
the part of the wave function on the vacuum side, z > 0 is missing. To obtain the
complete solution for our surface problem, we have to match the wave functions
(6.11) to the exponentially decaying vacuum solution (6.8). The matching condi-
tions require for the wave functions and for their derivatives:

ψ0(z = 0) = ψ ′i (z = 0) and
dψ0

dz

∣∣∣∣
z=0
= dψ ′i

dz

∣∣∣∣
z=0

. (6.13)

For this matching procedure (two equations) there are exactly two free parameters
which are thus fixed by (6.13): the energy eigenvalue E and the ratio D/F of the
wave-function amplitudes in (6.8 and 6.11). The wave function of the resulting elec-
tronic surface state is shown qualitatively in Fig. 6.2b. Its amplitude vanishes for±z
values far away from the surface. Electrons in these states are, in fact, localized
within a couple of Ångstroms of the surface plane. Another important consequence
of the matching conditions (6.13) is the restriction on the allowed values of E . Of
the continuous range of E values within the forbidden bulk energy gap (Fig. 6.3),
only one single energy level E is fixed by means of the requirement (6.13). The
present calculation for the semi-infinite chain therefore yields one single electronic
surface state which is located somewhere in the gap of the bulk states.
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6.2 Surface States of a 3D Crystal and Their Charging Character

6.2.1 Intrinsic Surface States

The generalization of the results for the one-dimensional semi-infinite chain to the
2D surface of a 3D crystal is straightforward. Because of the 2D translational sym-
metry parallel to the surface, the general form of a surface-state wave function is
of the Bloch type (6.1) in coordinates r‖ parallel to the surface, i.e. the varia-
tion in r‖ enters through the factor exp(ik‖ · r‖) and the energy is increased by
the term h̄2k2‖/2m. The energy eigenvalues (6.12) therefore become functions of
k⊥ = π/a − iq and of the wave vector k‖ parallel to the surface. The matching
conditions (6.13) thus have to be fulfilled for each k‖ separately and for each k‖ a
single, but in general different, energy level for the surface state is obtained. We thus
arrive at a 2D band structure Ess(k‖) for the energies Ess of electronic surface states.
The Ess(k‖) bands are defined in the 2D reciprocal k‖-space of the surface. The
description is analogous to that of surface-phonon dispersion branches (Chap. 5).
Since bulk electronic states are also found at the surface, with only minor modifica-
tions, one has to take them into account when mapping the true surface states.

A surface state is described by its energy level Ess and its wave vector k‖ parallel
to the surface. For bulk states both k‖ and k⊥ components are allowed. For each
value of k‖ therefore, a rod of k⊥ values extends back into the bulk 3D Brillouin
zone; bulk energy bands being cut by this rod yield a bulk state in the Ess(k‖)
plane. We thus arrive at a presentation in which surface-state bands (broken lines
in Fig. 6.4) are plotted together with a projection of all bulk states (hatched area
in Fig. 6.4) in a particular E(k‖) plane. True surface-state bands are characterized
by energy levels Ess that are not degenerate with bulk bands; they lie in the gaps of
the projected bulk-band structure. Surface-state bands, however, can penetrate into a
part of the surface Brillouin zone, where propagating bulk states exist (short dotted
lines in Fig. 6.4). They are then degenerate with bulk states and can mix with them.
Such a state will propagate deep into the bulk, similar to a Bloch state with finite
k⊥, but will nevertheless retain a large amplitude close to the surface. These states
are known as surface resonances.

Fig. 6.4 Hypothetical
electronic band structure of a
crystal. The shaded areas in
the E(k‖) plane describe the
projected bulk-band structure
(along k⊥). Broken lines in
the E(k‖) plane indicate
surface state bands in the
gaps of the projected
bulkband structure, and
surface resonances where
they are degenerate with bulk
states (short dotted lines)
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The discussion of realistic surface-state bands in the next chapters is based on
representations such as indicated in Fig. 6.4 where the energy levels Ess are plotted
along particular symmetry directions k‖ of the 2D surface Brillouin zone. For the
most important crystal structures fcc, bcc, and hcp the relation of the low-index
surface Brillouin zones to their bulk counterparts has already been described in
connection with surface phonon dispersion (Figs. 5.5–5.7). The projections of the
bulk Brillouin zones on particular surfaces are very helpful for establishing whether
a particular state falls into a gap of the bulk band structure.

So far we have discussed the existence of surface states on ideal, clean surfaces
in the framework of the nearly-free-electron model. For historical reasons, such
surface states are often called Schockley states [6.3]. One can also approach the
question of the existence of electronic surface states from the other limiting case of
tightly bound electrons. This approximate treatment in terms of wave functions that
are linear combinations of atomic eigenstates was first given by Tamm [6.4]. The
resulting states are often called Tamm states, even though there is no real physical
distinction between the different terms; only the mathematical approach is differ-
ent. The existence of electronic surface states, whose energy is different from the
bulk states, is qualitatively easy to see within the picture of tightly bound electrons
(Linear Combination of Atomic Orbitals, LCAO). For the topmost surface atoms
the bonding partners on one side are missing in total, which means that their wave
functions have less overlap with wave functions of neighboring atoms. The splitting
and shift of the atomic energy levels is thus smaller at the surface than in the bulk
(Fig. 6.5). Every atomic orbital involved in chemical bonding and producing one

Fig. 6.5 Qualitative explanation of the origin of surface states in the tight-binding picture. (a) Two
atomic levels A and B form the bulk valence and conduction bands, respectively. Surface atoms
have fewer bonding partners than bulk atoms and thus give rise to electronic energy levels that
are closer to those of the free atoms, i.e. surface state levels are split off from the bulk bands.
Depending on their origin, these states have acceptor- or donor-like charging character. (b) Mostly
these (intrinsic) surface states having the periodicity of the 2D surface show dispersion in the
surface 2D reciprocal space which results in broader bands of the surface state density Nss
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of the bulk electronic bands should also give rise to one surface-state level. The
stronger the perturbation caused by the surface, the greater the deviation of the sur-
face level from the bulk electronic bands. When a particular orbital is responsible
for chemical bonding, e.g. the sp3 hybrid in Si or Ge, it is strongly affected by the
presence of the surface; bonds are broken, and the remaining lobes of the orbital
stick out from the surface. They are called dangling bonds. The energy levels of
such states are expected to be significantly shifted from the bulk values.

Beside these dangling-bond states there are other types of states, sometimes
called back bond states, which are related to surface-induced modifications of the
chemical bonds between the topmost layers. Thus the perturbation of the chemical
bonds due to the presence of the surface is not restricted to the first layer of atoms.
However, back bonds are generally less disturbed than dangling bonds and the cor-
responding surface state levels are shifted less with respect to the bulk bands.

From Fig. 6.5 it is also clear that the energetically higher-lying surface state
(originating from the atomic level B) has conduction-band character, whereas the
lower level which is split off from the valence band of the semiconductor is more
valence-band like. The corresponding surface-state wave functions are built up from
conduction- and valence-band wave functions which, in the absence of a surface,
would have contributed to the bulk states. Therefore the charging character of the
surface states also reflects that of the corresponding bulk states. A semiconductor
is neutral if all conduction-band states are empty and all valence-band states are
occupied by electrons. On the other hand, conduction-band states carry a negative
charge if they are occupied by an electron, and valence-band states are positively
charged when being unoccupied. As a consequence, surface states derived from the
conduction band have the charging character

neutral (empty)←→ negative (with electron),

whereas surface states derived from the valence band have the character

positive (empty)←→ negative (with electron).

In accordance with the definition of shallow bulk impurities one calls the first type
of state (conduction-band derived) an acceptor-type state whereas the second is a
donor-type state.

The simple situation depicted in Fig. 6.5 where one type of surface state derives
solely from the conduction band and the other one from the valence band is only
a limiting case. Most surface states are built up both from valence and conduction-
band wave functions; their charging character is then determined by the relative
valence and conduction-band contributions. Depending on their location within the
gap (closer to valence or closer to conduction band) they are more donor or more
acceptor like.

Since these intrinsic surface states have Bloch wave character for k// vectors
oriented parallel to the surface (6.1), they form electronic bands in the 2D reciprocal
space of the surface lattice and mostly exhibit some dispersion in k// space. Thus
the sharp surface state levels (Fig. 6.5a) broaden into energetically more extended
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surface state distributions (Fig. 6.5b). Due to their different charging character, more
acceptor-like in the upper part and more donor-like in the lower part, there exists a
neutrality energy level EN, where the acceptor character of the states switches over
into donor character. Sometimes, in particular in connection with Schottky barriers
and semiconductor heterostructures (Chap. 8) this neutrality level (in the case of
interface states) is called branching point energy EB. When the surface states are
occupied by electrons exactly up to EN and empty above EN, the surface state band
is neutral, the states are not charged in total. This is a condition which will be of
interest when we consider space charge regions on the surface of a semiconductor
(Sect. 7.5).

A good example of the simple case depicted in Fig. 6.5 is that of partly ionic
materials such as GaAs (III-V compounds). The bulk valence and conduction bands
are derived essentially from As and Ga wave functions, respectively. Thus the As-
derived surface states have more donor character, whereas the Ga-derived surface
states are more acceptor like.

6.2.2 Extrinsic Surface States

The surface states discussed thus far are all related to the clean and well-ordered
surface of a crystal with 2D translational symmetry. These states are called intrinsic
surface states. They include the states arising due to relaxation and reconstruction.
Because of the 2D translational symmetry of the surface these intrinsic surface states
form electronic band structures in the 2D reciprocal space.

In addition to these states, there are other electronic states localized at a sur-
face or interface which are related to imperfections. A missing surface atom causes
a change in the bonding geometry for the surrounding atoms, thus giving rise to
changes in the spectrum of electronic surface states. In particular, for crystals with
partially ionic bonds, it is easily seen how a missing surface atom, i.e. ion, affects the
electronic structure in the vicinity. If a negatively charged O− ion in ZnO is missing
in the topmost atomic layer, then a finite area of the surrounding surface contains
more positive charge due to the surrounding Zn+ ions than do other stoichiometric
areas of the surface. This enhanced positive charge near the defect acts as a trap for
electrons; in other words, the missing negative surface ion is related to a localized
electronic defect state which can be occupied by an electron. Its charging character
is acceptor-like. Similar behaviour is also known for III-V compounds. Missing As
atoms in a GaAs surface are related to extrinsic electronic surface states which act
as acceptors (Sect. 8.4).

Similar reasoning can be applied to line defects. Atoms located on the edge of
a step of a non-ideal surface are in an environment different from that of an atom
on an unperturbed surface. Since usually more chemical bonds are broken at an
atomic step than on the flat part of an ideal surface, atoms at the edge of the step
often possess more dangling-bond orbitals. The result is a new type of surface state
related to step atoms. In contrast to the intrinsic states discussed before, defect-
derived states do not exhibit any 2D translational symmetry parallel to the surface.
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Their wave functions, of course, are localized near the defects, i.e. near the surface
plane. In the particular case of a linear step, there might also be some translational
symmetry along the direction of the step. Whereas intrinsic surface states are related
to the existence of a perfect surface, the present extrinsic surface states only arise as
a result of perturbations to the ideal surface.

Extrinsic surface states can also be produced by adsorbed atoms. Adsorption
causes changes in the chemical bonds near the surface, thus affecting the distri-
bution of intrinsic surface states. In addition, new electronic states are formed by
the bonding and antibonding orbitals between the chemisorbed atom or molecule
and the surface. Since chemisorbed atoms or molecules can form 2D lattices with
translational symmetry along the surface, extrinsic electronic surface states origi-
nating from adsorbed species might form 2D band structures Ess(k‖) as do intrinsic
surface states. The special problems related to adsorption processes on surfaces are
discussed more in detail in Chap. 9.

6.3 Aspects of Photoemission Theory

6.3.1 General Description

The most important and widely used experimental technique to gain information
about occupied electronic surface states is photoemission spectroscopy [6.5]. The
experiment is based on the photoelectric effect [6.6]. The solid surface is irradiated
by mono-energetic photons and the emitted electrons are analyzed with respect to
their kinetic energy. When photons in the ultraviolet spectral range are used the
technique is called UPS (UV Photoemission Spectroscopy); with X-ray radiation it
is called XPS or ESCA (Electron Spectroscopy for Chemical Analysis). With syn-
chroton radiation one can cover the whole spectral range from the near-UV to the
far X-ray regime.

The use of angle-integrating electron analyzers gives integrated information
about large parts of the reciprocal space, i.e. essentially one obtains the densities
of occupied electronic states. In order to investigate the dispersion of electronic
bands E(k) and E(k‖) for bulk and surface states, respectively, a determination
of the electron wave vector is necessary. Besides the kinetic energy one thus also
needs to know the emission direction. This can be determined by means of an elec-
tron energy analyser with small angular aperture. The method is then known as
Angle-Resolved UV Photoemission (ARUPS). The essential geometrical parameters
in an ARUPS experiment are shown in Fig. 6.6a. The angle of incidence α of the
photons (energy h̄ω), their polarization and the plane of incidence, determine the
electric field direction and the vector potential A of the photoexciting electromag-
netic wave with respect to the crystal lattice. The wave vector kex of the emitted
electrons (external of the solid) is determined by its magnitude

kex = (2m Ekin/h̄
2)1/2 (6.14)
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Fig. 6.6 a–c Description of a photoemission experiment. (a) Definition of the angles and wave
vectors of the incident photon (h̄ω) and emitted electron e−. (b) Representation of the photoexci-
tation process in the electronic band scheme E(k) of a semiconductor. Only direct transitions with
ki � kf are taken into account. The energies of the initial state (Ei) and final state (Ef) are referred
to the Fermi level EF. (c) Conservation of the wave vector component k‖, (parallel to the surface)
upon transmission of the emitted electron through the surface

where Ekin is the kinetic energy of the detected electron, and by the emission direc-
tion described by the angles φ and Θ .

A rigorous theoretical approach to the photoemission process requires a full
quantum-mechanical treatment of the complete coherent process in which an elec-
tron is removed from an occupied state within the solid and deposited at the detec-
tor. Theoretical approaches of this kind treat the photoeffect as a one-step process
[6.6, 6.7]. The less accurate but simpler and more instructive approach is the so-
called three-step model in which the photoemission process is artificially separated
into three independent parts [6.8, 6.9]:
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(i) Optical excitation of an electron from an initial into a final electron state within
the crystal (Fig. 6.6b).

(ii) Propagation of the excited electron to the surface.
(iii) Emission of the electron from the solid into the vacuum. The electron traverses

the surface (Fig. 6.6c).

In principle, these three steps are not independent of each other. For example in a
more rigorous treatment the final-state wave function must be considered as con-
sisting of the excited state function together with waves scattered from neighboring
atoms. Such effects are important in the method SEXAFS (Panel VII: Chap. 7).
In the three-step model the independent treatment of the above three contributions
leads to a simple factorization of the corresponding probabilities in the photoemis-
sion current of the emitted electrons.

The optical excitation of an electron in the first step is simply described by the
golden-rule transition probability for optical excitation:

Wfi = 2π

h̄
|〈 f, k|H|i, k〉|2δ(Ef(k)− Ei(k)− h̄ω)

= (2π/h̄)mfiδ(Ef − Ei − h̄ω). (6.15)

In a first approximation direct transitions with nearly unchanged k are taken into
account between the initial and final Bloch states |i, k〉 and 〈f, k|. The perturbation
operator H is given by the momentum operator p and the vector potential A of the
incident electromagnetic wave (dipole approximation):

H = e

2m
(A · p+ p · A) � e

m
A · p (6.16)

with B = curlA and E = − Ȧ. In (6.16) A can be assumed to commute with p,
since it is nearly constant in the long-wavelength limit (in UPS: λ > 100 Å). The δ-
function in (6.15) describes energy conservation in the excitation of an electron from
a state Ei(k) into a state Ef(k) of the electronic band structure. For the time being
we consider an excitation process between two bulk bands Ei(k) and Ef(k); simpli-
fications that arise for excitations between surface-state bands are explained later.

Outside the solid on the vacuum side one can only detect electrons whose energy
E is above the vacuum energy Evac (Fig. 6.6b) and whose k vector in the final state
is directed outwards from the surface, i.e. k⊥ > 0.

The internal electron current density directed towards the surface with an energy
E and a wave vector around k is therefore (k⊥ > 0)

I int(E, h̄ω, k) ∝
∑

fi

mfif(Ei)δ(Ef(k)− Ei(k)− h̄ω)δ(E − Ef(k)). (6.17)
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For detection at energy E (which involves adjusting the energy window of the elec-
tron analyser), the energy of the final state Ef(k) has to equal E . The function f(Ei)

is the Fermi distribution function. It ensures that the initial state with Ei is occupied.
The second step in the three-step model is the propagation of the electrons

described by (6.17) to the surface. A large number of electrons undergo inelastic
scattering processes; they lose part of their energy Ef (or E) by electron-plasmon or
electron-phonon scattering. Such electrons contribute to the continuous background
in the photoemission spectrum which is called the true secondary background; they
have lost the information about their initial electronic level Ei (Fig. 6.6). The prob-
ability that an electron will reach the surface without inelastic scattering is given
phenomenologically by the mean-free path λ. In general, λ depends on the energy
E , the electron wave vector k and on the particular crystallographic direction. The
propagation to the surface is thus described in a simplifying manner by the transport
probability D(E, k) which is proportional to the mean free

D(E, k) ∝ λ(E, k). (6.18)

It is this second step of propagation to the surface which makes photoemission a sur-
face sensitive technique. The value of λ is typically between 5 and 20 Å (Fig. 4.1),
thus limiting the information depth to this spatial region.

The third step, transmission of the photoexcited electron through the surface can
be considered as the scattering of a Bloch electron wave from the surface-atom
potential with translational symmetry parallel, but not normal to the surface. One
arrives at the same conclusions when the transmission through the surface is thor-
oughly treated by matching the internal Bloch wave functions to free-electron wave
functions (LEED problem, Sect. 4.4) outside on the vacuum side. In any case,
because of the 2D translational symmetry, the transmission of the electron through
the surface into the vacuum requires conservation of its wave-vector component
parallel to the surface (Fig. 6.6c):

kex‖ = k‖ + G‖; (6.19)

where k is the wave vector of the electron inside the crystal. Its component normal
to the surface k⊥ is not conserved during transmission through the surface. For the
external electron on the vacuum side, the kex‖ value is determined by the energy
conservation requirement

Ekin = h̄2kex2

2m
= h̄2

2m
(kex2

⊥ + kex2

‖ ) = Ef − Evac. (6.20)

With φ = Evac − EF as the work function and EB as the (positive) binding energy
referred to the Fermi level EF (Fig. 6.6b) one also has

h̄ω = Ef − Ei = Ekin + φ + EB. (6.21)
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The wave-vector component parallel to the surface outside the crystal [from (6.20,
6.21)], which is determined from known experimental parameters,

kex‖ =
√

2m

h̄2

√
h̄ω − EB − φ sinΘ =

√
2m

h̄2
Ekin sinΘ (6.22)

therefore directly yields the internal wave-vector component k‖ according to (6.19).
On the other hand, due to the inner microscopic surface potential V0, the wave-

vector component k⊥ of the electron inside the crystal is changed upon transmission
through the surface. The outside component is determined by energy conservation
according to (6.20) as

kex⊥ =
√

2m

h̄2
Ekin − (k‖ + G‖)2 =

√
2m

h̄2
Ekin cosΘ. (6.23)

However, without a detailed knowledge of the electronic band structure for energies
above Evac and of the inner microscopic potential V0 (usually not exactly known)
information about the inner wave-vector component k⊥ cannot be obtained.

According to (6.19) the third step, transmission through the surface, can be
described formally by the transmission rate

T (E, k)δ(k‖ + G‖ − kex‖ ). (6.24)

In the simplest and rather naive approach one might assume that T (E, k) is a con-
stant R ≤ 1 with

T (E, k) =

⎧⎪⎪⎨
⎪⎪⎩

0 for kex2

⊥ = 2m
h̄2 (Ef − Evac)− (k‖ + G‖)2 < 0,

R for kex2

⊥ = 2m
h̄2 (Ef − Evac)− (k‖ + G‖)2 > 0.

(6.25)

This form (6.25) of T (E, k) takes into account that only electrons with the positive
wave-vector component kex⊥ can be observed in the photoemission experiment; all
others are unable to reach the vacuum side of the crystal surface and are internally
reflected since their kinetic energy is not sufficient to surmount the surface barrier.

Taking together (6.15, 6.17, 6.18, 6.24, 6.25) one arrives at the following formula
for the observable (external) emission current in the three-step model:

I ex(E, h̄ω, kex‖ ) = I int(E, h̄ω, k)D(E, k)T (E, k)δ(k‖ + G‖ − kex‖ )

∝
∑
f,i

mfif(Ei(k))δ(Ef(k)− Ei(k)− h̄ω)δ(E − Ef(k))

× δ(k‖ + G‖ − kex‖ )D(E, k)T (E, k‖). (6.26)
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The following discussion reveals what kind of information can be extracted from a
photoemission spectrum.

6.3.2 Angle-Integrated Photoemission

If in the photoemission experiment one uses an electron energy analyzer that accepts
(in the ideal case) electrons within the whole half-space above the sample surface,
then the total photocurrent contains contributions with every possible k‖. Such an
angle integrated measurement can be achieved to a good approximation by using a
(LEED) retarding field analyser (Panel VIII: Chap. 4). The total measured photocur-
rent is obtained by integrating (6.26) over kex‖ . With the restrictions (6.22, 6.23), i.e.
conservation of k‖ and determination of k⊥ by energy conservation, the integration
over kex‖ can be transformed into an integration over the whole k space, i.e.,

Ĩ ex(E, h̄ω) ∝
∫

half sphere
I ex(E, h̄ω, kex‖ )dkex. (6.27a)

The integration cancels the δ(k‖ + G‖ − kex‖ ) function. Assuming furthermore that
the matrix elements mfi are slowly varying functions in k space, one arrives at an
expression for the total external photoemission current:

Ĩ ex(E, h̄ω) ∝
∑
f,i

mfi

∫
dkf(Ei(k))δ(Ef(k)− Ei(k)− h̄ω)δ(E − Ef(k)). (6.27b)

This expression includes all possible ways in which an electron can be excited from
the occupied band Ei(k) to the band Ef(k) with the restriction of energy and wave-
vector conservation. The δ(E − Ef(k)) selects only those final states whose energy
Ef coincides with the detection energy E . The current is therefore proportional to the
joint density of states for which the final states have the energy E . The information
obtained is similar to that yielded by an optical absorption experiment, but the final-
state distribution enters via δ(E − Ef(k)).

When lower photon energies are used, i.e. UPS rather than XPS, the final states,
that can be reached (in UPS), may have a considerably structured density of states
giving rise to strong changes of the photoemission current Ĩ ex (6.27) with varying
photon energy. In XPS, on the other hand, the photon energies are quite high and
the final states are distributed quasi-continuously. The photocurrent becomes rela-
tively insensitive against variations in photon energy. The structure obtained is then
determined largely by the distribution of the initial states Ei(k). Angle-integrated
(but also non-integrated) UPS and XPS are particularly useful as a finger-printing
technique to identify an adsorbed species by the characteristic emission lines from
its molecular orbitals (Fig. 6.7) [6.10].
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Fig. 6.7 He II UPS spectra of
a clean Cu(110) surface at
90 K (a), and after a 1 L
exposure to N2O (b). Marked
under the difference curve
(b–a), enlarged by a factor of
2, are the vertical ionization
energies of gaseous N2O
(referred to vacuum level)
[6.10]

6.3.3 Bulk- and Surface-State Emission

According to (6.19, 6.22) the externally determined wave-vector component kex‖
directly provides the internal component k‖. For 2D band structures of surface-
state bands or electronic states of regularly adsorbed molecules this is sufficient. All
information about the wave vectors of the states is given. The same is true for quasi
2D crystals composed of lamellar structures (graphite, TaSe2, etc.). When using
ARUPS for the determination of 3D band structures of bulk electronic states one is
faced with the problem of determining the k⊥ component inside the solid. Since k⊥
is not conserved, the value measured outside kex⊥ (6.23) does not yield this informa-
tion. Several approaches are used to overcome this problem. One can measure the
photoemission spectra for various photon energies under normal emission (Θ = 0
in Fig. 6.5a) thus having vanishing wave-vector components k‖, kex‖ parallel to the
surface. The wave vector components kex⊥ and k⊥ outside and inside the crystal are
related via energy conservation and the internal potential V0. As a simple approxi-
mation one sometimes assumes free electron parabolae for the final states

Ef(k⊥) � h̄2 k2⊥
2m∗

. (6.28)
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The kinetic energy of the electron in the vacuum is given by

Ekin = h̄2 kex2

⊥
2m
= h̄2k2⊥

2m∗
+ V0. (6.29)

A further assumption about the inner potential, e.g. the zero of a muffin-tin poten-
tial, then allows an unequivocal determination of Ei(k⊥) from the measured outside
quantities Ekin and kex⊥ = kex. If band-structure calculations are available, one can
also use the theoretical final-state bands Ef(k) instead of (6.28) to calculate the
internal k⊥ value from the measured value kex⊥ . In a trial-and-error procedure one
can thus compare a progressively improved theoretical band structure, including
both Ei(k) and Ef(k) with the measured data.

There is another direct experimental approach to the problem of k⊥ determination
which is shown for the example of clean Au surfaces in Fig. 6.8 [6.11]. In order to
determine the electronic band structure E(k) along a certain symmetry line, in this
case along Γ L (Fig. 6.8b), angle-resolved photoemission measurements normal to
the surface of Au(111) are performed. Because of k‖(� 0) conservation only states

Fig. 6.8 (a) Normal ARUPS photoemission spectra from Au(111) and a family of spectra from
Au(112) obtained at different polar emission angles Θ (explanation in inset). The photon energy
h̄ω is 16.85 eV. (b) Cut through the Brillouin zone with the emission directions of (a) indicated.
Projection of the wave vector component k112,‖ onto the Γ L direction yields the wave vector
k111,⊥ i.e. the location of the final state in k-space [6.11]
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described by wave vectors normal to the considered (111) surface, i.e. in the Γ L
direction contribute to the normal photoemission from Au(111). The direction in k
space is thus known for the measured spectrum on Au(111) in Fig. 6.8a, but not
the actual length of the internal wave vector. If ARUPS measurements from another
surface of the crystal, e.g. the Au(112) surface, are now performed (Fig. 6.8a) under
different polar angles Θ with respect to [112], one might be able to identify the
same emission bands in one of those spectra as for the normal measurement along
[111]. In Fig. 6.8a the spectrum withΘ = 25◦ best resembles the upper spectrum on
Au(111). From the measured binding energies EB, the work function φ on Au(112)
and the angle Θ the corresponding wave vectors kex

112 are calculated, and according
to (6.22) also the parallel component kex

112,‖ which is identical to the internal wave
vector k112,‖. After projecting k112,‖ on the Γ L direction (Fig. 6.8b) one obtains
the location of the contributing final states in k space, i.e., the wave vector k111,⊥
(1.94± 0.11 Å

−1
in Fig. 6.8b).

Although the investigation of a 2D band structure is straightforward as far as the
determination of k‖ is concerned, there is a problem in distinguishing between bulk
and surface emission bands in the photoemission spectrum. Four criteria can help
one to decide whether a particular band arises from surface states, i.e. is due to a 2D
band structure Ei(k‖) localized at the very surface

(i) Since no definite k⊥ exists for surface-state emission, (6.22) must be fulfilled
for every possible choice of photon energy, i.e. one and the same dispersion
Ei(k‖) must be obtained by using different photon energies.

(ii) For measurements at normal emission the parallel components kex‖ and k‖ van-
ish. For emission from a surface-state band Ess(k‖) the band structure then
contributes at the Γ point (k‖ = 0) only, independent of the photon energy
used. A surface-emission band thus occurs at the same energy in the spectrum
for different photon energies. In contrast, a bulkemission band is expected to
vary in energetic position with changing photon energy.

(iii) An emission band from real surface states must fall into a bulk-band gap. Thus,
if a plot of the measured E(k‖) dependence is not degenerate with the projected
bulk-band structure (Fig. 6.4), this suggests surface-state emission.

(iv) In contrast to surface states, bulk states are not affected by a surface treatment.
If an emission band of the clean surface vanishes after gas adsorption, its origin
is likely to be surface states. But care must be taken in applying this rule, since
adsorption might also change the transmission conditions for electrons through
the surface (due, e.g., to space charge layers.).

6.3.4 Symmetry of Initial States and Selection Rules

According to (6.15, 6.16) the photocurrent in ARUPS is determined by matrix ele-
ments of the form

mfi = 〈f, k| e
m

A · p|i, k〉, (6.30)



272 6 Electronic Surface States

where A is the vector potential of the incoming UV light or X-rays, and p is the
momentum operator ( p = h̄∇/i). By considering special experimental geometries
and the symmetry of the electronic states involved, we can derive interesting selec-
tion rules for the observability of particular initial states |i, k〉. We assume that the
surface has a mirror plane (Fig. 6.9), and that both the direction of incidence of the
exciting light and the detection direction for the emitted electrons are within that
mirror plane (yz).

The initial electronic states |i, k〉 can be classified as being even or odd with
respect to reflection in the mirror plane, i.e. they retain or change their sign upon
reflection. The final-state wave function must always be even, otherwise a detector
located in the mirror plane would see a node of the emitted electron. We now con-
sider two possible polarizations of the incoming exciting light. If the vector potential
A1 is parallel to the mirror plane (yz) (Fig. 6.9) the momentum operator contains
only components ∂/∂y and ∂/∂z that are even with respect to reflection in the mirror
plane. If A2 is oriented normal to the mirror plane, only ∂/∂x (odd) occurs in the
perturbation operator in (6.30). In order to detect a photoemission signal for both
polarizations one requires:

for A1‖(xy) : 〈f, k| ∂
∂y
|i, k〉 �= 0, 〈f, k| ∂

∂z
|i, k〉 �= 0, (6.31a)

with 〈f, k|, ∂/∂y, ∂/∂z and |i, k〉 even;

for A2 ⊥ (yz) : 〈f, k| ∂
∂x
|i, k〉 �= 0. (6.31b)

with 〈f, k| even and ∂/∂x , |i, k〉 odd.

Fig. 6.9 Symmetry selection rule in a photoemission experiment. The direction of the incident
light (h̄ω) and the trajectory of the emitted electron (wave vector kex) lie in a mirror plane of the
crystal surface. The electron is emitted from an initial state |i, k〉 that is of odd parity with respect
to the mirror plane. Since the final state must be even with respect to the mirror plane, only a
light polarization A2 (vector potential of the light wave) normal to the yz plane gives rise to a
measurable emission from this initial state |i, k〉
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The fact that the final states 〈f, k| are always even, implies, for the geometry
A1‖(yz), that the initial state must be even with respect to reflection on the mir-
ror plane (yz). An s-type wave function as initial state would lead to an emission
signal, whereas a p-type orbital oriented along the x-axis as in Fig. 6.9 would not
be detected in this experimental geometry. On the other hand, an odd initial state
can be observed, according to (6.31b), when the light is polarized with A2 normal
to the mirror plane. Thus by measuring the photocurrent in a surface mirror plane
for light polarized in and perpendicular to this plane, one can determine an impor-
tant property of the initial state, namely its reflection symmetry. However, when
spin-orbit coupling is important, odd and even states are mixed and the polarization
selection rule is no longer strictly valid. An appropriate choice of the experimental
geometry in ARUPS can give important information about the symmetry character
(s-, p- or d-like) of electronic surface-state bands and also about molecular orbitals
of adsorbates.

6.3.5 Many-Body Aspects

So far, our discussion of the photoemission experiment has been based on the one-
electron states of a system of non-interacting electrons. Such a system, be it an
atom, a molecule or a crystal consisting of N electrons, is described by a simple
many-electron wave function, i.e.,

Ψ = φ1(r1)φ2(r2). . . . .φN (rN), (6.32)

which is the product of the single one-electron functions φi(r i). Correspondingly
the total energy EN of such a non-interacting system is the sum of one-electron
energies εi:

EN = ε1 + ε2 + ε3 + . . . . .+ εN . (6.33)

In a photoemission experiment in which an electron is emitted from the energy level
εν the measured binding energy EB in (6.21) is the difference between the initial
total energy EN of the N -electron system and EN−1, that of the (N − 1) electron
system:

EB = EN − EN−1 = εν. (6.34)

This binding energy directly yields the energy of the νth electron in its one-electron
state. In reality this picture is too simple since the electron–electron interaction can-
not be neglected. The real many-body wave function cannot be written as a product
(6.32) and the total energy E ′N of the N -electron system is not merely the sum of
one-electron energies as in (6.33). In a HartreeFock treatment one can, of course,
define single-electron energy levels ε′ν . These, however, are dependent on the pres-
ence or absence of all the other N − 1 electrons. The removal of an electron from
such an interacting N -electron system causes the remaining (N − 1) electrons to



274 6 Electronic Surface States

rearrange in the new potential in response to the creation of the hole. The (N − 1)
electron system “relaxes” into a new many-body state of minimal energy E ′N−1. The
energy difference, termed the relaxation energy ER, is passed on to the photoelec-
tron, which then appears at higher kinetic energy, i.e. the measured binding energy
EB is not just a one-electron energy ε′ν (in the HartreeFock sense) but includes a
contribution due to this relaxation effect (or shielding of the hole):

EB = ε′ν − ER. (6.35)

The accuracy to which a Hartree-Fock single electron eigenvalue ε′ν approximates
the measured binding energy (or ionization potential) depends on how strongly the
eigenvalue is influenced by the occupation with other electrons. If this effect can be
neglected, the so-called Koopmans theorem holds, i.e. the binding energy is essen-
tially the one-electron Hartree-Fock energy of the state.

The particular sensitivity of X-ray photoemission from core levels to the chem-
ical environment of an atom (e.g., C bound to three H or to a C and two O atoms
in Fig. 6.10) has given XPS its alternative name ESCA (Electron Spectroscopy for
Chemical Analysis). The electron configuration of the neighboring chemical bonds
determines the local electrostatic potential for the core levels and thereby influences
the relaxation energy ER and the shielding of the photoexcited core hole. As seen
from Fig. 6.10, XPS or ESCA can be used as a fingerprinting technique to locate
certain atoms in a molecule by their core-level shifts. The same is true for adsorbed
atoms on a substrate.

Fig. 6.10 X-ray photoemission spectrum (ESCA) of the carbon core level with a binding energy
of about 291 eV, obtained from the molecule C2H5CO2CF3. According to the different chemical
surroundings of the carbon atoms in the molecule, slightly different energies are found for the
core level (chemical shift). The order of the lines corresponds to the order of the C atoms in the
molecule above [6.12]
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So far we have assumed that the relaxation of the N-electron system leads to the
ground state of the new (N −1)-electron system. The relaxation might, however, be
incomplete, thus yielding an excited state of the (N−1)-electron system. Depending
on the strength of the coupling between the surrounding electrons and the photoex-
cited hole (be it in the valence or core-level energy regime, UPS or XPS), collective
excitations such as phonons, plasmons or interband transitions might be excited
during the relaxation process. The photoemitted electron then receives only a part
of the relaxation energy ER, (6.35), the remainder having been used to excite a plas-
mon, interband transition, etc. The photoelectron is detected in a so-called satellite
peak at an energy different from EB (6.35). These satellite peaks can complicate the
theoretical analysis of UPS and XPS spectra considerably if they are not identified
as satellites.

The relaxation sometimes also called relaxation/polarization effect discussed
so far concerns a single multi-electron system such as an atom, a molecule or a
solid. The corresponding shifts ER are thus more accurately termed intramolecular
relaxation shifts. When we consider an atom or a molecule adsorbed on a solid
surface, photo-excitation of an electron from such an adsorbate creates a valence
or core hole (in UPS or XPS) in an environment different from that in the free
atom or molecule. The relaxation process from the N electron ground state into
the (N − 1)-electron state also involves electrons in the adsorbate’s chemical bond
and possibly those in the substrate surface. In addition, the photoemitted electron
leaving the adsorbate-surface complex is accompanied by an image charge (also a
manybody shielding effect) within the substrate (Fig. 6.11). The attractive interac-
tion between the photoelectron and its image further contributes to the adsorption-
induced change of ER. This change of ER due to adsorption is called “extramolec-
ular” Relaxation/Polarization (R/P) shift. Experimentally this extramolecular R/P
shift is evaluated by comparing photoemission spectra of an adsorbed species with

Fig. 6.11 Schematic explanation of the extramolecular relaxation/polarization of a photoelec-
tron emitted from an adsorbed molecule. The solid substrate participates in the relaxation of the
many electron system after emission of an electron from the adsorbed molecule and therefore
produces an additional shift of the emission line. Furthermore, the photoelectron is associated
with an image charge within the substrate whose Coulomb interaction also changes its kinetic
energy
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those of its gas phase counterpart (Fig. 6.7). If one compares the measured bind-
ing energies referred to the same vacuum level, the gas-phase ionization poten-
tials always exceed the binding energies of the adsorbed species by 1 to 3 eV
(Fig. 6.7).

As well as these so-called final state effects there are also “initial state”
effects which might cause shifts of particular valence state emission lines with
respect to their gas phase lines in UPS. These shifts arise from bonding inter-
actions between the substrate and special adsorbate orbitals (chemical bonding
shifts).

6.4 Some Surface-State Band Structures for Metals

Historically, electron surface states on metals were detected much later than on
semiconductor surfaces. The reason was that ARUPS was necessary for determin-
ing the k vector of a particular state to see if its energy falls into a bulk-state gap.
Without angular resolution a surface state can hardly be seen on a metal because of
the high background of the integrated bulk-state density. In semiconductors, where
an absolute forbidden gap is present, surface states located in the energy gap have a
strong influence on the electronic properties of the surface (Chap. 7) and are there-
fore easily detected experimentally.

6.4.1 s- and p-like Surface States

Simple metals such as Na, Mg and Al have an electronic band structure that strongly
resembles that of the simple model of a free electron gas. The bulk bands derived
from atomic s- and p-states have a nearly parabolic shape. At the Brillouin-zone
boundaries and near other crossings of the “free electron” parabolae, gaps occur
which also exhibit parabolic shape. Thus, in these cases one can apply surface-state
theory in its simplest form based on the “nearly free electron” model (or slightly
modified versions). Experimental band structures have been obtained by means of
ARUPS. As an example, Fig. 6.12 depicts photoemission spectra for Al(100) under
normal emission (Θe = 0) measured with various photon energies h̄ω. Figure 6.13
exhibits the results of measurements made at various angles of detection, i.e. with
varying k‖ [6.13]. The sharp emission band A in Fig. 6.12, which is essentially
independent of photon energy but shifts with k‖ (Fig. 6.13) is due to a surface-
state emission. In Fig. 6.14 its energetic position is plotted as a function of the k‖
vector calculated according to (6.22). The comparison with the bulk-band structure
of Al along Γ M and Γ X reveals that the photoemission data definitely fall into
a gap of the nearly free (parabolic) electron states along these symmetry lines.
This is a clear indication of a surface state band. Its parabolic shape, similar to
that of the bulk states, shows that it originates from free electron-like states. This
band appears to be split off from the corresponding bulk band. The same bulk
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Fig. 6.12 Experimental
spectra of photoelectrons
emitted normal to the Al(100)
surface for photon energies
between 7 and 11.6 eV
(direction of incidence 45◦
to the [011] direction) [6.13]

bands, when projected onto the (101) surface, exhibit a further parabolic gap in
which another split-off surface-state band (dark data points) is found (Fig. 6.15).
The k‖ direction on the Al(101) surface is along Γ X of the surface Brillouin
zone.

Similar sp-state-derived surface-state bands are well-known for the transition
metals Au [6.16] and Cu [6.17]. In Cu the d levels are occupied and lie about 2 eV
below the Fermi level. The bulk states between these and the Fermi level are all
sp-derived. Figure 6.16 shows some photoemission spectra measured at normal
emission from a Cu(111) surface with several photon energies [6.17]. The peak
S visible at an amplification of 10 is definitely due to surface states. At normal
emission (k‖ = 0) it does not change its energetic position when the photon
energy is varied. The dispersion E(k‖) can easily be measured by changing the
detection angle (Fig. 6.17). Figure 6.18 displays the dispersion of this surface-state
band measured with two different photon energies (cf. the argument in favor of
surface-state emission in Sect. 6.3.2). The band is parabolic, as expected for sp-
derived states. The points lie in a gap of the projected bulk sp states just below
the Fermi level. A similar parabolic band of sp-derived surface states has also
been detected on the Cu(110) surface near the Y point of the 2D Brillouin zone
(Fig. 6.19).
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Fig. 6.13 Photoemission
spectra from the Al(100)
surface with different polar
angles in the (011̄) plane;
photon energy h̄ω = 10.2 eV,
(direction of incidence 45◦
to the [011] direction) [6.13]

Fig. 6.14 Measured surface
state dispersion (broken curve
[6.13]) and projected bulk
bands for Al(100) (shaded
area [6.15]) [6.14]
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Fig. 6.15 Dispersion of sp-derived surface state band on the Al(101) surface as obtained from
ARUPS. The data points fall into a gap (shaded) of the projected bulk-band structure [6.13]

Fig. 6.16 Normal emission ARUPS data obtained from the Cu(111) surface with different photon
energies. The sharp peak S is due to a surface-state band [6.17]
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Fig. 6.17 Angle-resolved UV-photoemission spectra of surface-state bands on the Cu(110) and
Cu(111) surface. The peak shifts as a function of detection angleΘ indicate a significant dispersion
[6.17]

Fig. 6.18 Dispersion of the
sp-derived surface state band
on Cu(111) according to the
ARUPS data of Fig. 6.17.
Data points from
measurements with two
different photon energies h̄ω
are plotted in the gap of the
projected bulk bands
(shaded). The inset gives the
location in reciprocal space
[6.17]
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Fig. 6.19 Dispersion of the
sp-derived surface state band
on Cu(110) according to the
ARUPS data in Fig. 6.17.
Data points from
measurements with two
different photon energies h̄ω
are plotted in the gap of the
projected bulk bands
(shaded). The inset gives the
location in reciprocal space
[6.17]

6.4.2 d-like Surface States

In transition metals, d orbitals of the single atoms interact in the crystal to give d
bands which are typically 4–10 eV wide. Due to their localized nature the d bands
show less dispersion than sp bands; they cross and hybridize with the “free electron”
sp band. This hybridization introduces new gaps in the band structure where true
surface states can occur.

Figure 6.20 shows ARUPS data measured on Cu(100). As a function of detection
angle the d-band emission between 2 and 4 eV binding energy below EF undergoes
considerable changes. In particular, a peak on top of the d-band, is recognized as
being a surface-state band according to the arguments in Sect. 6.32. The resulting
2D dispersion curve for this band is plotted in Fig. 6.21 along the Γ M line of the
Brillouin zone [6.18]. As expected for a surface-state band, the same dispersion is
obtained with different photon energies; furthermore, the states are located in a gap
of the projected bulk states. The energetic location close to the higher-lying bulk
d-states clearly reveals that the band is split off from these bulk d-states.

In contrast to Cu, Ag and Au the metals Mo, W, Ni, Pt, etc. have only partially
occupied d states. Their d-band is therefore cut by the Fermi energy EF (Fig. 6.22).
Such relatively localized d-band states can be treated theoretically by LCAO type
calculations [6.20]. In addition to yielding complete band structures mapped onto
the 2D Brillouin zone, one also obtains the so-called Local Density Of States
(LDOS). This is the total density of states (integral over k‖ space) within a certain
layer of atoms. The LDOS of the topmost atomic layer thus reflects the density of
surface states whereas the LDOS of deeper layers becomes identical to the density
of bulk states. The results of such LDOS calculations are exhibited for W(100) in
Fig. 6.22. Even the second- and third-layer densities very closely resemble the bulk
density of states; the same valley in the state distribution can be seen around EF.
For the topmost layer, however, a relatively sharp structure, half filled, half empty is
observed at EF. The origin of this surface-state band can be described qualitatively
as a splitting off of more atomic-like d-states from the bulk-state distribution. Sur-
face atoms have fewer neighbors and their electronic structure is therefore closer
to that of a free atom than for atoms deep in the bulk. Figure 6.23 displays part of



282 6 Electronic Surface States

Fig. 6.20 Angle-resolved
UV-photoemission curves
measured with a photon
energy of 21.22 eV on
Cu(100) at different detection
angles. The emission
direction is in the (001)
mirror plane containing the
symmetry points Γ , X , W
and K of the Brillouin zone
[6.18]

Fig. 6.21 Dispersion of the
d-derived surface-state band
on Cu(100) according to the
ARUPS data of Fig. 6.20.
Data points from
measurements with two
different photon energies h̄ω
are plotted in the gap of the
projected bulk sd bands
(bounded by the shaded
region). The inset gives the
location in reciprocal space.
The dashed-dotted curve
results from a surface-state
band calculation according to
[6.18, 6.19]
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Fig. 6.22 Layer-resolved
Local Density Of States
(LDOS) for W(100) as
obtained by a slab
calculation. For the topmost
surface atomic layer surface
states around the Fermi level
EF produce a strong band in
an energy region where, in
the bulk LDOS (center layer
below), low density is found
[6.20]

Fig. 6.23 a,b Surface state bands on the W(100) surface with (1 × 1) reconstruction [6.14]. (a)
Experimental angle-resolved UPS data [6.21, 6.22]. (b) Theoretical results from a slab calculation
[6.23]
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the calculated surface-band structure for W(100) in comparison with experimental
results from ARUPS. There are several surface-state bands of d character which
contribute to the sharp structure around EF in Fig. 6.22.

The fact that surface atoms have fewer neighbors than bulk atoms leads, in a
LCAO picture for the d-states, to the immediate conclusion that these states have
less overlap with neighbors and that the d-LDOS for the topmost atomic layer
should be sharper than for deeper layers. A calculation for the d-states on a Cu{001}
slab clearly shows this effect (Fig. 6.24). As for W(100) the second atomic layer
already exhibits a bulk-like LDOS, whereas at the surface the d band has become
considerably sharper. The effect is also clearly revealed in experimental photoemis-
sion data (Fig. 6.25).

The narrowing of the d band in the LDOS of surface atoms has further interest-
ing consequences. Because of the small screening length (high electron density) in
metals, atoms at the surface tend to remain neutral. Furthermore, one and the same
Fermi level must be found in the bulk and in the topmost atomic layer. In order to
retain local charge neutrality, shifts of the local band structure are expected and will
be reflected in the surface LDOS (Fig. 6.26). For metals whose d-band is less than
half full, one expects a downward shift of the electronic levels at the surface. On
contrast, an upward shift should occur for metals, whose d-bands are occupied by
more than five electrons per atom. These characteristic shifts are also expected for
the sharp core levels and should therefore be observable in XPS; but an experimental
confirmation is difficult because of the many-body effects involved in interpreting
the data (Sect. 6.3.4).

Fig. 6.24 Layer-resolved
Local Density Of d-States
(LDOS) for the Cu(001)
surface obtained from a slab
calculation [6.24]
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Fig. 6.25 a,b Full Width at
Half Maximum (FWHM) of
the Cu d-band as a function
of depth into the crystal
[6.25]. (a) Experimental data
from photoemission
measurements with different
photon energies sampling
over areas of different depth.
(b) Results from theoretical
calculations for various Cu
surfaces

Fig. 6.26 Schematic
illustration of the origin of
surface corelevel shifts δE in
d-band metals. The integer nd
denotes the number of
electrons in the band. At the
very surface the d-band is
narrowed due to the reduced
interaction with neighbors.
Because of neutrality
requirements this leads to shifts
of the core level Ec in the
topmost atomic layer [6.26]

6.4.3 Empty and Image-Potential Surface States

The importance of photoemission spectroscopy, particularly UPS, for the study of
occupied surface states has its analogue in momentum resolved inverse photoemis-
sion (Panel XI: Chap. 6), which is similarly useful for the investigation of empty
surface-state bands located at energies above the Fermi level EF. The experimental
technique involves the capture of irradiated electrons of a certain kinetic energy in
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empty states with simultaneous emission of UV photons of the corresponding deex-
citation energy. The energetic position of the particular empty state is obtained from
the kinetic energy of the incident primary electrons and the energy of the emitted
UV photon. The k‖ vector of the empty state is determined from the energy and the
angle of incidence of the primary electron beam.

The underlying physical process is the inverse (time-reversed) photoeffect. The
theoretical treatment is thus similar to that of UPS (Sect. 6.3). In particular, one
faces the same problems as in ARUPS in distinguishing between bulk and 2D
surface-state bands (Sect. 6.3.2). As in ARUPS, criteria for surface-state bands are:
(i) sensitivity to contamination, (ii) energetic position within a gap of the projected
bulk band-structure of empty states, and (iii) dependence only on k‖ and not on
k⊥. Using these criteria inverse photoemission has meanwhile yielded a number of
interesting experimental results about empty surface-state bands on solid surfaces.

Figure 6.27 shows examples of empty surface-state bands which have been mea-
sured on the (110) surfaces of Ni, Cu and Ag along the symmetry lines Γ X and
Γ Y [6.27]. The energy scale is referred to the Fermi level EF, and the vacuum
energy Evac is marked by an arrow. In the case of Cu(110) the occupied surface-
state band around Y and slightly below EF is the same band as appears in Fig. 6.19
(Sect. 6.4.1). In addition to the empty surface-state bands S1–S4, one also observes
some empty bulk bands (B). The surface-state bands S2–S4 show the expected
behavior, in particular they are very sensitive to contamination. They can be under-
stood similarly to the occupied bands (Sect. 6.4.1) as being split off from the empty
bulk sp-bands. Correspondingly, theories of the type described in Sects. 6.1 and 6.2
are able to reproduce these surface-state bands to within an accuracy of better than
1 eV. This is not the case for the states marked S1 in Fig. 6.27. In particular, adsorp-
tion of chlorine does not lead to the disappearance of the corresponding spectral
features in the inverse photoemission spectra. This is shown for a Cu(100) surface
in Fig. 6.28. Rather than disappearing, the spectral step near 4 eV above EF shifts by
1.1 eV to even higher energies after the adsorption of Cl[c(2 × 2) superstructure in
LEED]. The shift of 1.1 eV is exactly the work-function change due to the adsorbed
Cl. The structure S1, which from its k‖ dependence and its energetic location in a
bulk-band gap is clearly due to surface states, thus shifts in energy as the vacuum
level Evac does. This is different from the behaviour of the surface states which
are considered so far. All those states were “crystal derived”, they are fixed (some-
times as split-off states) to the bulk-band structure rather than to the vacuum level
Evac which changes its position with respect to the bulk bands due to the slightest
contamination.

The extraordinary behavior of the states designated S1 in Fig. 6.27 is explained
in terms of so-called image-potential states. The physical origin of this new type
of empty surface state is explained in Fig. 6.29. These states are not derived in any
way from bulk states or from the symmetry-breaking effect of the surface. When
an electron approaches a metal surface, its charge is screened by the conduction
electrons of the metal. The screening can be described in terms of a positive image
charge inside the metal at the same distance from the surface as the real charge
outside. This leads to an attractive potential between the electron and its positive
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Fig. 6.27 a–b Dispersion of
empty surface-state bands
S1–S4 on the (110) surfaces
of Ni, Cu and Ag along the
symmetry lines Γ X and Γ Y .
Bulk bands are denoted by B.
The energy scale is referred
to the Fermi level EF and the
vacuum energy Evac is
marked by an arrow. The
experimental data originate
from inverse photoemission
experiments [6.27]

image inside the metal. In the simplest approximation this potential has the Coulomb
form

V (z) ∝ 1/z, z > 0. (6.36)

As is shown in Fig. 6.29, it is possible for bound states to exist in such a potential
which can thus trap electrons in a region within a couple of Å of the surface. If the
energy levels of such states (n = 1 in Fig. 6.29) fall into a gap of the bulk-band
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Fig. 6.28 Inverse
photoemission (isochromate)
spectrum on a Cu(100)
surface, clean (full line) and
after adsorption of chlorine
(broken line). The energy
scale extends from the Fermi
level EF up towards the
vacuum level [6.28]

Fig. 6.29 Schematic
illustration (a) of the origin of
image potential surface states
for the example of Cu(100).
The bulk-band structure of
Cu (b) gives rise to a gap
between X4′ , and X1 above
the Fermi energy EF. An
electron approaching the
surface can be captured by its
image potential in one of the
quantized states
(n = 0, 1, . . .). Trapping in
this state occurs when, due
to a gap of the empty bulk
states, no decay into bulk
states can occur [6.28]

structure, the states cannot decay into bulk states and the general behavior of elec-
trons occupying such levels is similar to that of ordinary crystal derived states. The
energy of an electron trapped in such an image state is given by the binding energy
εn of the bound state with the quantum number n. The exact value of εn is deter-
mined by the shape of the potential (6.36). Parallel to the surface the electrons are
nearly free, i.e. they can move as free electrons and carry a kinetic energy h̄2k2‖/2m∗,
m∗ being their effective mass parallel to the surface. The relevant energy reference
for these states is the energy of an electron far away from the surface, i.e. the vacuum
energy Evac. One thus arrives at the following description for the band structure of
image potential surface states:
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E(k||) =
h̄2k2||
2m∗
− εn + eφ (6.37)

where the work function term φ takes into account the reference energy Evac.
The description (6.37) is consistent with the experimental shift due to adsorption
(Fig. 6.28). Furthermore, the parabolic dependence on k‖ (6.37) is also found in the
experimental data (Fig. 6.27).

It should be stressed that electrons bound in such image potential states form a
quasi-2D electron gas. The very interesting properties of such 2D electron gases can
be studied more easily in cases where they are formed in thermodynamic equilib-
rium rather than in excited states as in the present case. A further treatment of such
2D gases is given in connection with semiconductor space charge layers, where such
effects are also important (Chaps. 7 and 8).

6.5 Surface States on Semiconductors

Electronic surface states or, more generally speaking, interface states were first
studied on semiconductors [6.29, 6.30]. Their existence was derived in an indi-
rect manner by analysing the physics underlying the rectifying action of metal-
semiconductor junctions (Chap. 8). An important breakthrough on the experimen-
tal front was due to optical experiments [6.30] and to the application of photo-
conductivity and surface photovoltage spectroscopy [6.31] (Panel XI: Chap. 7).
As is the case for metal surfaces, the most detailed information is obtained from
UPS [6.32] and ARUPS (Sect. 6.3), inverse photoemission spectroscopy (Panel XI:
Chap. 6), from electron-energy loss spectroscopy (Panel IX: Chap. 4) and from STM
(Panel VI). The two last of these techniques can give information about excitation
energies between occupied and empty surface states, as does optical absorption
spectroscopy. In the following we will consider some experimental and theoretical
results on low-index surfaces of elemental (Si, Ge) and III-V compound semicon-
ductors (GaAs, InP, InSb, etc.). ZnO will also be considered briefly as an exam-
ple of the II-VI compounds. The main common characteristics of these different
semiconductor classes is the tetrahedral atomic bonding, i.e. the coordination of
each atom by four other atoms (of the same kind for Si and Ge and of different
kind in compound semiconductors). This tetrahedral bonding geometry results from
the formation of the covalent sp3 hybrids. This covalent part of the bond is the
decisive factor for the crystal structure even in the presence of relatively strong
ionic bonding contributions as found in II-V compounds such as ZnO. The sp3

hybridization causes the elemental semiconductors to crystallize in the diamond
structure (two fcc lattices mutually displaced by (1/4, 1/4, 1/4) of a unit cell) and the
III-V compound materials in the zincblende structure (a diamond structure in which
nearest neighbors are atoms of different kinds). Many II-VI crystals occur in the
wurtzite structure, which is hexagonal but similar to a slightly deformed zincblende
structure [tilted and elongated along (111)].
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In Fig. 6.30 the three lowest-index surfaces of the zincblende structure are dis-
played. The diamond lattice is obtained if all the atoms are of one species. The sp3

hybridization leads to the formation of strongly directional bonding lobes which
appear as dangling bond orbitals at the surface. The different dangling bond struc-
tures for the three surfaces (assumed to be non-reconstructed, truncated bulk) is
shown in Fig. 6.30b. The corresponding 2D Brillouin zones of the non-reconstructed
surfaces are depicted in Fig. 6.30c. Formation of the truncated (111) surface creates
one half-filled dangling bond orbital per surface atom perpendicular to the surface.
On the (110) surface there are two atoms in the unit mesh, each with a tilted dangling
bond orbital. The unreconstructed (100) surface unit cell contains one atom with two
broken bonds tilted with respect to one another. Nature, however, is not as simple as
indicated in Fig. 6.30: The main low-index surfaces of all important semiconductors
display a variety of complicated reconstructions which are only partially understood.

Fig. 6.30 a–c Crystallography of the non-reconstructed three low-index surfaces of the zincblende
lattice (sp3-bonded). The diamond lattice of Si and Ge would be obtained if all atoms were of
the same species. (a) Top view, smaller symbols denote deeper lying atoms. Possible unit meshs
are indicated by broken lines. (b) Schematic plot of the dangling-bond orbitals occurring on the
different surfaces. (c) Corresponding ideal surface Brillouin zone with conventional labeling [6.33]
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The few cases for which conclusive reconstruction models have been developed are
discussed in the following sections.

6.5.1 Elemental Semiconductors

It is easy to see qualitatively what kind of surface-band structure would result from
the local surface geometries (Fig. 6.30) for the three types of unreconstructed sur-
faces (111), (110) and (100) of Si and Ge. Calculations for Si and Ge based on non-
reconstructed surface geometries indeed show the expected behavior (for Ge see
Fig. 6.42). Corresponding to the one dangling bond (broken sp3 bond) on the Ge or
Si(111) surface one expects a single band of surface states within the forbidden gap.
This band is split off from the bulk sp3-states forming the valence and conduction
bands. Because of the fewer neighbors at the surface, i.e. reduced orbital overlap
the surface states are lowered in energy less than the bulk valence-band states and
thus fall into the gap. Due to bond breaking the band is half filled since each side
of a broken bond can accept one of the two electrons of the unbroken covalent
bond. The creation of an ideal (110) surface leaves two dangling bonds on two
different atoms in the unit cell. As a result, two dangling-bond surface-state bands
are formed in the gap. Since the dangling sp3 hybrids have only weak mutual inter-
action, the two bands are only slightly split and exhibit relatively little dispersion.
In contrast, the two dangling-bond orbitals on one and the same atom on the (100)
surface interact strongly with each other and form two gap state bands spread over a
much wider energy range with higher dispersion. In addition to these gap states, all
three Si surfaces give rise to so-called back bond surface states which lie at much
higher binding energies within gaps of the projected bulk band structures. The wave
functions of these states are localized between the topmost and lower lying atomic
planes.

These simple conclusions concerning the band structure of the unreconstructed
surfaces belie the fact that reality is much more complex. This is because of recon-
structions. One of the most studied semiconductor surfaces is the Si(111) cleaved
surface.

If the crystal is cleaved at room temperature, a (2 × 1) reconstruction is found
in LEED. If cleaved at very low temperature (T < 20 K) a (1 × 1) LEED pattern
appears. After annealing to temperatures higher than about 400◦C a (7 × 7) super-
structure occurs indicating an extremely long-range periodicity. The (7×7) structure
is definitely the most stable configuration; the (1× 1) and the (2× 1) structures are
frozen-in metastable configurations.

The Si(2 × 1) surface has attracted much attention in recent years. Independent
of the reconstruction model considered, there is an interesting argument that the
(2× 1) reconstruction splits the half-filled dangling-bond surface-state band within
the bulk gap into two parts: according to Fig. 6.31 the 2D Brillouin zone shrinks by
a factor of two in one direction for the (2× 1) structure i.e., for symmetry reasons,
one half of the dangling-bond band can be folded back into the new (2×1) Brillouin
zone thus opening up a gap at the (2 × 1) zone boundary [due to the perturbation
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Fig. 6.31 Schematic
illustration of the energy gain
due to the formation of a
(2× 1) dangling bond surface
reconstruction. The shrinking
of the Brillouin-zone dimension
by a factor of two in one direction
causes the half-filled dangling
bond surface state band (broken
line) to be folded back into
the new (2× 1) zone and split
at the zone boundary, thus
leading to a reduction of the
total electronic energy

potential causing the (2 × 1) reconstruction]. Since the original (1 × 1) band was
half filled, this splitting into an empty upper branch and a full lower branch leads
to a total energy decrease and thus to a stabilization of the (2 × 1) structure. These
arguments are reminiscent of a Peierls instability and no detailed assumptions about
the reconstruction are necessary.

For a long time the so-called buckling model had been assumed to explain
the double periodicity along [2̄11] on the cleaved Si(111)-(2 × 1) surface [6.34]
(Figs. 3.6b, Fig. 6.32). Every second row of surface Si atoms is raised with respect
to the ideal lattice position and the rows of atoms in between are shifted down-
wards. As was shown by a number of researchers [6.35] such a reconstruction
always yields an empty and an occupied surface state band (as expected, see

Fig. 6.32 Calculated
dispersion of the
dangling-bond surface-state
bands for Si(111)-(2× 1)
[6.36] (a) for the buckling
model shown in the upper
part; (b) for the π -bonded
chain model shown in the
upper part. See also Fig. 3.6
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above) with little dispersion along the Γ J symmetry line of the (2 × 1) sur-
face Brillouin zone (Fig. 6.32a). This is in contradiction to the experimental find-
ings from ARUPS (Fig. 6.33). A number of different groups have experimentally
observed strong dispersion along Γ J . This finding, and all other experimental
data so far can be explained in terms of the so-called π -bonded chain model of
Pandey [6.36] (Figs. 3.6, 6.32b). Complete Si–Si bond breaking is required in the
second atomic layer to induce this reconstruction. But the resulting zig-zag pat-
tern allows the dangling pz bonds of the topmost layer to form one-dimensional
π bonds just like in a one-dimensional organic system. As has been shown the-
oretically, in spite of the bond breaking, the π -bonded chain model is energeti-
cally more favorable than the buckling model, due to the energy gained by the
formation of the π -bonds [6.39]. The strongly dispersing, occupied and empty
surface state bands are due to the bonding π -orbitals (without nodes) and the
anti-bonding π∗ orbitals (with nodes along the chain). If, in addition to the π -
bonding, a slight buckling in the topmost atomic layers is included, all available
experimental data are well described. In particular, the strong dispersion measured
in ARUPS is obtained (Fig. 6.33). There is an absolute gap in the surface-band
structure at J (Figs. 6.32b, 6.33) with a calculated energy distance between π

and π∗ bands of less than 0.5 eV. Indeed in High-Resolution Electron Energy
Loss Spectroscopy (HREELS) (Fig. 6.34) and in IR multiple internal reflection
spectroscopy (Fig. 6.35) the corresponding optical transitions are seen at ener-
gies of about 0.45 eV. As is expected for the π → π∗ optical transitions (like
in an organic chain molecule) there is a strong polarization dependence of the
transition matrix element. For light polarized normal to the chains the transition
is not excited (Fig. 6.35). The results of this reflection absorption experiment are
crucial for the π -bonded chain model, since they cannot be explained by the buck-
ling model. Moreover, the available structural data from LEED and from Rutherford
backscatting are in complete agreement with a slightly buckled π -bonded chain

Fig. 6.33 Dispersion of the
dangling-bond surface-state
bands for the Si(111)-(2× 1)
surface together with the
projected bulk-band structure
(shaded). The corresponding
symmetry directions in
k-space are explained in the
inset (surface Brillouin zone).
Full and broken curves are
the result of theoretical
calculations [6.37]. Data
points were obtained by
ARUPS measurements [6.38]
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Fig. 6.34 High-Resolution
Electron Energy Loss
Spectrum (HREELS) of a
clean, cleaved Si(111)-(2× 1)
surface for specular reflection
(70◦) and with a primary
energy E0 of 19 eV [6.40]

Fig. 6.35 a,b IR multiple internal reflection spectroscopy of the cleaved Si(111)-(2 × 1) surface.
(a) Relative reflectivity change between a clean and oxygen covered surface for light polarizations
parallel to [01̄1] (π -chain direction) and parallel to [2̄11] (normal to π -chain direction). (b) Polar
diagram of the relative reflectivity change as a function of light polarization direction [6.41]

model for the Si(111)-(2× 1) surface. This well established model is now also used
to describe the cleaved Ge(111) surface with (2 × 1) superstructure. Figure 6.36
shows a comparison of surface state dispersion branches along Γ J and Γ K

′
mea-

sured in ARUPS [6.43] with theoretical curves which have been calculated on the
basis of a buckled π -bonded chain model [6.42].

The famous Si(111)-(7 × 7) surface with its large unit cell is the most stable
surface structure on Si(111). It is prepared by annealing a clean (111) surface; the
details of the annealing (and ion bombardment) depend on whether the clean sur-
face has been obtained by cleavage (2 × 1 superstructure), sputtering or annealing.
A structure model has been proposed by Takayanagi et al. [6.44] on the basis
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Fig. 6.36 Dispersion of the
dangling-bond surface-state
bands for the clean, cleaved
Ge(111)-(2× 1) surface
together with projected
bulk-band structure (shaded).
The corresponding symmetry
directions are explained in the
inset (surface Brillouin zone).
Full and broken curves are
the results of theoretical
calculations [6.42].
Experimental data points
were obtained from ARUPS
measurements [6.43]

of transmission electron diffraction, which has found further confirmation from
Scanning Tunneling Microscopy (STM) and other techniques (Fig. 6.37). This
model, referred to as the DAS (Dimer-Adatom Stacking-fault) model contains 12
Si adatoms, 6 rest atoms, 9 dimers and one corner hole per surface unit cell. In one
half of the unit cell there is stacking fault which explains the slight asymmetry found
in STM (Fig. VI.4, Panel VI: Chap. 3).

To calculate the electronic structure of such a complicated reconstructed surface
is an enormous task. Nevertheless some general conclusions about the surface-state
density are possible. Using the arguments which were discussed in connection with
the Si(111)-(2 × 1) surface (Fig. 6.31) one has a 2D surface Brillouin zone for the
(7 × 7) superstructure whose diameter is 1/7 of the (1 × 1) zone, i.e. because of
symmetry, the one dangling-bond band of the (1 × 1) non-reconstructed surface
(Fig. 6.31) can be folded back seven times into the (7 × 7) Brillouin zone. This
procedure is expected to yield a manifold of bands lying close to each other, i.e.
a quasi-continuous distribution of states within the forbidden bulk band of Si. Thus
a quasi-metallic character is expected for the Si(111)-(7×7) surface. A sharp Fermi
edge for the surface states has indeed been found by some groups in photoemission
spectroscopy [6.45, 6.46]. In HREELS performed on very clean and well-ordered
(7 × 7) surfaces, a broad and intense background is found which is attributed to a
continuum of electronic transitions between continuously distributed surface states
[6.79]. In addition, ARUPS experiments show at least three different surface peaks
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Fig. 6.37 a, b Dimer-Adatom Stacking fault (DAS) model for the Si(111)-(7× 7) surface. (a) Top
view: Atoms in (111) layers at increasing depth are indicated by circles of decreasing sizes. The
heavy circles represent the 12 adatoms. The circles marked by A and B represent the rest atoms in
the faulted and unfaulted half of the unit cell, respectively. (b) Side view: Atoms in the lattice plane
along the long diagonal of the surface unit cell are shown with larger circles than those behind them
[6.44]

above and below the upper valence-band edge (S1, S2, S3 in Fig. 6.38) whose disper-
sion plotted versus wave vector in the (1× 1) Brillouin zone is not very significant
at least in the wave-vector range considered [6.47]. The surface-state band S1 might
well show some dispersion near the zone boundary and cross the Fermi level. It thus
might be responsible for the metallic character of the surface. Inverse photoemission
experiments also indicate a continuous distribution of empty surface states in the
upper half of the forbidden band with two maxima slightly above the conduction-
band edge. Figure 6.39 shows qualitatively the density of both occupied and empty
surface states, as derived from UPS and inverse photoemission measurements. The
transition marked by h̄ω (double arrow) has also been found by means of HREELS
measurements [6.50].

For semiconductor devices, the Si(100) is by far the most important surface
(Sects. 7.6, 7.7). The clean Si(100)-(2 × 1) surface prepared by ion bombardment
and annealing has therefore also attracted much interest. The (2 × 1) superstruc-
ture could be due to missing surface atoms. But on the basis of UPS data and a
calculation of the density of surface states Appelbaum et al. [6.51] were able to rule
out such a vacancy model for the Si(100)-(2×1) surface (Fig. 6.40a). As is expected
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Fig. 6.38 Experimentally
determined dispersion of
surface state bands (S1, S2,
S3) on the clean
Si(111)-(7× 7) surface
(points). The projected bulk
valence band is indicated by
its shaded upper boundary
[6.47]

Fig. 6.39 Schematic distribution of occupied and empty surface states of the Si(111)-(7 × 7) sur-
face. The curves are constructed from several sets of experimental data [6.45–6.49]. The arrow
marked h̄ω represents an electron energy loss observed experimentally. Other tic marks show
occupied and empty surface states as revealed by UPS and inverse photoemission experiments
[6.50]

from purely geometrical considerations, the sp3-like dangling bonds on neighboring
Si surface atoms could dehybridize into orbitals whose nature is more spz , px , py ,
and finally form Si dimers at the surface (Fig. 6.40b). According to Fig. 6.30 this
dimerization would be in the (110) surface direction. From Fig. 6.40a it is evident
that such a dimer model (in contrast to Fig. 6.40b a symmetric dimer) gives better
agreement between measured and calculated surface state densities. More detailed
investigations show that the symmetric dimer might not be the correct atomic con-
figuration. The asymmetric dimer shown qualitatively in Fig. 6.40b, which is related
to a certain degree of ionicity (because of its asymmetry), leads to even lower total
energy in the calculation. The dangling-bond band dispersion has been calculated
both for the symmetric and the asymmetric dimers (Fig. 6.41c, d). For the asym-
metric dimer a total gap between the occupied and empty surface states appears,
the surface is thus semiconducting – in contrast to the symmetric dimer surface.
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Fig. 6.40 Surface states on Si(100)-(2× 1) [6.51]. (a) Calculated surface densities of states for the
Si(100)-(2 × 1) surface for the vacancy and the dimer pairing models as compared to an experi-
mental UV photoemission spectrum (h̄ω = 21.2 eV, true secondaries subtracted). (b) Schematic
diagram of the dehybridization and dimerization leading to the non-planar dimer structure

A semiconducting surface with essentially no surface-state emission near the Fermi
level EF is found in ARUPS data (Fig. 6.41a). Furthermore the main surface-state
band between Γ and J ′ agrees quite well with the calculated dispersion for the
asymmetric dimer model (Fig. 6.41c). Meanwhile there is further experimental sup-
port both from ARUPS [6.54, 6.55] and from inverse photoemission (Panel XI)
data also for the empty surface states [6.56]. In Fig. 6.41e these data are compared
with further theoretical results from surface state-band calculations [6.57]. As far
as the earlier results for the asymmetric dimer model in Fig. 6.41a, c are concerned
there is good agreement. But in addition to the earlier data there are two bands of
occupied surface states (D, Di , B2) deep in the bulk valence band region which are
attributed to back bonds below the topmost atomic layer. The energetically higher
lying surface state band (A) following essentially the contour of the upper bulk
valence band edge is explained as in earlier work in terms of dangling bond states.
The occupied bands A and B are equally found in the previous work (Fig. 6.41a).
Dangling bond states are also responsible for the band of unoccupied surface states
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Fig. 6.41 a–e Surface state dispersion on Si(100)-(2 × 1). (a) The experimentally determined dis-
persion from ARUPS [6.52]. (b) Surface Brillouin zone showing the orientation of the ARUPS
measurement in (a). (c, d) Calculated dispersion curves for the (2× 1) asymmetric and the (2× 1)
symmetric dimer models, respectively [6.53]. (e) Occupied and empty surface state bands in the
[001] direction on single domain Si(001)-(2 × 1) surfaces. The surface state bands D, Di , and
B2 are attributed to back bonds, while band A is ascribed to dangling bond surface states. Data
points below and above the Fermi level are experimental results from Johansson et al. [6.54],
Martensson et al. [6.55], and Johansson and Reihl [6.56]. The curves in full line are theoretical
results by Pollmann et al. [6.57]. The shaded areas indicate the surface-projected bulk bands. The
compilation of the data is due to Mönch [6.58]

close to the lower bulk conduction band edge [6.56]. In ARUPS surface state bands
(C) very close to the Fermi level at the surface, in the midst of the forbidden bulk
band, are found [6.55] whose origin is unclear. They might in some way be related
to the high doping level of the used Si samples or to defects. Neither the empty
surface states at about 0.4 eV above EF near the ! point can be explained so far.
The example of the Si(100)-(2 × 1) surface also shows how ARUPS data help to
clarify structure models for semiconductor surfaces.

6.5.2 III-V Compound Semiconductors

It is instructive to compare the calculated band structures of the III-V semicon-
ductor GaAs with its isoelectronic neighbor Ge (Fig. 6.42). In the bulk-band struc-
ture the essential difference is the opening in GaAs of the so-called ionicity gap
between −6 and −11 eV. The differences in the surface-state band structure of
non-reconstructed GaAs(111), (110) and (100) surfaces are easily understood in
terms of the local dangling-bond geometry (Fig. 6.30). Each surface state band of
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Fig. 6.42 Comparison of calculated surface state band structures of the non-reconstructed low-
index surfaces of Ge and GaAs with dangling-bond surface states (d), broken-bond states (br) and
back-bonding states (b). For the polar (111) and (100) GaAs surfaces Ga- and As-terminations lead
to different surface state bands (broken lines and solid lines, respectively). The projected bulk band
structure is shaded [6.59]

Ge splits into a corresponding cation- and anion-derived band in GaAs. The (110)
surface is a non-polar surface with equal numbers of Ga- and As-atoms. On the
ideal, non-reconstructed (110) surface the anion- and cation-derived surface-state
bands lie in the bulk gap (Fig. 6.42). According to the nature of the bulk conduction
and valence-band states, the low-lying band (near EV) is As and the high lying band
(near EC) Ga derived. The (111) and (100) surfaces are polar surfaces, which can be
either Ga or As terminated. In reality, the type of termination can, to a large extent be
controlled during growth by the beam flux in MBE (Sect. 2.4). The As-terminated
surface is generally more stable, since a Ga excess easily leads to Ga aggregation
and segregation. In the surface-state band schemes one observes As- or Ga-derived
bands depending on the termination (Fig. 6.42).

As in the case of elemental semiconductors, III-V semiconductor surfaces also
reconstruct and the surface-state bands cannot be derived as easily as in Fig. 6.42. In
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fact, the experimental investigation of surface-state band structure, e.g. by ARUPS,
often helps one to construct and experimentally verify surface structure models.

Of the III-V semiconductor surfaces the GaAs(110) surface prepared by cleavage
in UHV is certainly the most thoroughly studied. From careful measurements of the
work function (Panel XV: Chap. 9) for different bulk dopings [6.61] and from a
number of photoemission studies, it is well known that on a perfectly cleaved surface
with mirror-like finish, the Fermi level is not pinned (Sect. 7.7); the bulk-band gap
should essentially be free of surface states. On the other hand, according to Fig. 6.42
and the calculations of a number of other groups (Fig. 6.43a) an unreconstructed
(110) surface with atomic positions as in the bulk always gives Ga and As derived

Fig. 6.43 a–d Surface state densities and the corresponding structure models for the GaAs(110)
surface. (a, c) Calculated surface state densities for the ideal, non-reconstructed (left) and the
relaxed (right) surface. The zero of the energy scale is taken to be the upper valence band edge,
Ev = 0. (b,d) Structure models (side and top view) for the ideal, non-reconstructed (left) and the
relaxed (right) surface [6.60]
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dangling-bond states within the gap, the Ga derived acceptor-like states near midgap
and As derived donor states in the lower half of the forbidden gap (Fig. 6.43a). The
latter states could not be detected in UPS. On the basis of LEED intensity analy-
ses and Rutherford backscattering data, the reconstruction model of Fig. 6.43d was
developed, in which the topmost As atoms are displaced outwards and the neigh-
boring Ga atoms inwards with respect to their unreconstructed bulk-like position
(Sect. 3.2). The best structure model achieved so far is described by a rotation of
the atoms in the top layer by 27◦ and a contraction of the first interlayer distance
by 0.05 Å. This atomic arrangement on a cleaved GaAs(110) surface indicates a
dehybridization of the sp3 tetrahedral bonds. The trivalent Ga adopts almost pla-
nar sp2-bonds, while the As atom tends to a pyramidal AsGa3 configuration with
bond angles close to 90◦ and having more p-like character. This dehybridization
is thought to be connected with a charge transfer from the Ga to the As surface
atom. The Ga dangling bonds are emptied and the As states are occupied. This
picture of the charge transfer is in agreement with core level shifts observed in XPS
(Fig. 8.16). Note, however, that this reconstruction – a so-called relaxed surface
with a (1 × 1) LEED pattern (Fig. 6.43d) – shifts the dangling bond surface states
out of the bulk-band gap (Fig. 6.43c).

Furthermore, there is good agreement between the calculated surface state-band
structure for a relaxed surface and the dispersion of surface states measured in
ARUPS (Fig. 6.44). As may also be derived from Fig. 6.43a,c this agreement cannot
be obtained for an unrelaxed surface. Inverse photoemission spectroscopy (isochro-
mate mode) (Panel XI: Chap. 6) was used to measure the density of empty surface
states on a clean GaAs(110) surface, which was prepared by ion bombardment and
annealing in UHV. The isochromate spectrum of Fig. 6.45 clearly shows the empty,
Ga-derived surface states to be degenerate with conduction-band states. The gap is
free of states, as is required by the calculation for the relaxed surface (Fig. 6.43c).

Fig. 6.44 Measured and
calculated dispersion curves
of surface states (solid lines)
and surface resonances
(dashed lines) on cleaved
GaAs(110) surfaces along the
symmetry lines of the surface
Brillouin zone (right-hand
side). The shaded areas
represent the projected bulk
band structure. (Calculation
from [6.57], experimental
ARUPS data from [6.63] (�)
and [6.64] (•)
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Fig. 6.45 Inverse
photoemission (isochromate)
spectrum of empty bulk and
surface states on a GaAs(110)
surface prepared by ion
bombardment and annealing
in UHV. The solid line is the
total density of states above
the conduction band
minimum ECBM at the
surface. The surface and the
bulk contributions are shown
as dashed and dash-dotted
lines, respectively [6.65]

In this context, it is remarkable that the same type of reconstruction (Fig. 6.43d)
is obviously present on both the cleaved, as well as the ion-bombarded and
annealed (110) surface. This conclusion also follows from LEED intensity analyses.
Nevertheless, these differently prepared (110) surfaces differ in their electrical prop-
erties. On ion-bombarded surfaces, space charge layers are always observed due to
the presence of defect-derived surface states (Sect. 7.6).

Only the (110) surface of GaAs can be prepared by cleavage. The other surfaces
require ion-bombardment and annealing or MBE, the latter producing better-defined
surfaces (Sects. 2.4, 2.5). Among the low-index surfaces GaAs(001) can be pre-
pared in MBE with a number of different superstructures, depending on details of
the As/Ga flux ratio, substrate temperature, etc. A particularly stable surface is the
As-stabilized surface with its (2 × 4) superstructure, which is prepared at 800 K
and an As4/Ga flux ratio of about 10/1 [6.66]. The 2D surface band structure of
this GaAs(001) (2 × 4) surface has been measured by ARUPS [6.66]; the bands of
occupied states are shown in Fig. 6.46a. The four-fold periodicity along the (110)
direction for the (2× 4) reconstruction was not observed. The experimental data are
therefore plotted with respect to a (2 × 1) Brillouin zone in Fig. 6.46. The relation
of the (2 × 1) to the (2 × 4) Brillouin zone is explained in Fig. 6.46b. A detailed
comparison with theoretical dispersion curves having the four-fold symmetry is thus
difficult. On the basis of a theoretical (2 × 1) reconstructed dimer model, the low
lying surface state band S4 near −3 eV binding energy is attributed to As–As dimer
bonding states. From these results one can infer that As–As dimers, similar to the
Si–Si dimers on Si(100)-(2× 1) (Fig. 6.40b), are the building blocks of the As-rich
GaAs(001)-(2× 4) surface.

It is assumed at present that many of the features of the GaAs(110) and (001)
surfaces discussed here also apply to other III-V compound semiconductors [6.63].
A number of studies have revealed similarities between GaAs, InP and InSb. P–P
dimers, for example, play a similar role on InP surfaces as do As–As dimers on
GaAs. On the other hand, there are also some important differences; for example,
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Fig. 6.46 Measured
dispersion curves (a) of
surface states on the
As-stabilized
GaAs(001)-(2× 4) surface
along symmetry lines of a
(2× 1) surface Brillouin zone
(b) [6.66]

on well-cleaved GaP(110) surfaces, the Ga derived empty surfaces states lie in the
bulk gap, in contrast to those of GaAs(110).

The narrow gap semiconductors InAs (Eg≈340 meV) and InSb (Eg≈180 meV) –
we will see in the next section – and also InN are insofar similar to GaAs that their
nonpolar surfaces with perfect finish show reconstructions as the GaAs(110) surface
in Fig. 6.43d, where the group V atom is displaced outward and the neighboring
group III atom inward with respect to their unreconstructed bulk-like position. This
reconstruction obviously causes a shift of the donor-type and acceptor-type surface
state bands out of the bulk forbidden band. In the case of narrow gap semiconduc-
tors, hereby, the narrow direct ! gap with its low conduction band state density is not
relevant but rather the indirect gap between the valence band maximum and the side
conduction band minimum with its high density of states. This will be discussed in
more detail in connection with space charge layers on semiconductor surfaces and
surface potentials in Sect. 7.7.
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6.5.3 Group III Nitrides

Even though the group III nitrides AlN, GaN, InN and their ternary and quater-
nary alloys are in principle III–V semiconductors, these compounds differ in many
respects from the classical III–V materials. Their most stable crystal structure is
that of the wurtzite lattice, but also the less stable cubic zincblende structure of
GaAs does exist (Fig. 6.47). The wurtzite lattice has hexagonal symmetry with the
c-axis perpendicular to the (0001) basal plane of the lattice. Along this c-axis the
wurtzite lattice resembles the zincblende lattice of GaAs when seen along the [111]
direction. In these two directions the crystals contain a stacking sequence of atomic
bilayers consisting of two closely packed hexagonal layers orthogonal to the c-axis
or the [111] direction, one with cations and the other with anions. Crystal surfaces
perpendicular to the c-axis have either a cation polarity (0001) or an anion polar-
ity (0001̄). Correspondingly a GaN basal surface is either Ga(0001) or N(0001̄)
terminated. The polarity of the semiconductor film depends on the choice of the
substrate used for the epitaxial growth (Si, SiC, Al2O3, etc.). These polar surfaces
can only be prepared by epitaxy or by mechanical cutting and subsequent cleaning
in UHV. In contrast, the nonpolar surfaces (11̄00) and (112̄0) can be prepared by
cleavage in UHV as does the GaAs(110) surface (Fig. 6.48). The GaN(11̄00) sur-
face is most similar to the GaAs(110) surface. Perfectly cleaved in UHV, it shows a
(1× 1) reconstruction similar to GaAs(110) in Fig. 6.43d. The Ga atoms are moved
inward by about 0.029 nm while the N atoms do almost not change their position
with respect to the truncated bulk.

Concerning electronic surface states we therefore must consider several types
of surfaces, where also the detailed preparation processes may have a considerable
effect on the surface state distribution. An example for an ARUPS study of the
Ga-terminated polar GaN(0001)-(1 × 1) surface is given in Fig. 6.49 [6.69]. The

Fig. 6.47 Bulk atomic configuration of the hexagonal wurtzite and the cubic zincblende lattice.
Black and open circles denote the two different types of atoms. Along the [0001] and the [111]
directions the two structures differ in their stacking sequence ABAB. . . or ABCABC. . .
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Fig. 6.48 Illustration of the
different non-polar surfaces
(11̄00) and (112̄0) of the
hexagonal wurtzite lattice
(shaded planes). (a) (11̄00)
surface plotted into the
smallest bulk unit cell.
(b) (11̄00) and (112̄0)
surfaces (shaded) plotted into
the hexagonal unit cell.
(c) (112̄0) surface plotted
into the smallest bulk unit cell
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Fig. 6.49 Comparison of measured electronic band structure of GaN (data points according to
Dhesi et al. [6.69]) and the calculation of Rubio et al. (solid lines [6.69]). The open symbols at
energies near the valence band maximum (VBM) are not found in the bulk band structure and
are attributed to dangling bond (db) surface states. The measurements have been performed on
MBE-grown GaN(0001)-(1× 1) surfaces

GaN layers were grown in plasma-assisted (for N production) MBE and the polar
Ga-terminated Ga(0001)-(1 × 1) surfaces are prepared by several cleaning steps
containing Ga deposition, annealing, and sputtering with N+2 ions [6.70]. Apart
from the bulk band structure of GaN documented both by photoemission results
(data points) and by band structure calculations (full lines) there is clear indication
for a nearly dispersionless surface state band between the !, K , and M symmetry
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points (Fig. 4.49) which is energetically located slightly below the ! valence band
maximum. The interpretation based on polarization measurements is given by the
authors in terms of occupied dangling bond surface states with spz character derived
from the Ga surface atoms. For the N-terminated GaN(0001̄)-(1 × 1) surface pre-
pared by Ar+ ion sputtering and annealing a similar flat surface state band between
! and K has been found in ARUPS near the ! valence band maximum [6.71]. This
has been attributed to the fact that large regions of the N polar surface are covered
with an additional layer of Ga atoms bound at on-top positions above N atoms.
A similarity with the occupied surface state band on GaAs(110) – even though a
nonpolar surface – in Fig. 6.44 is obvious.

Meanwhile also experimental data for the nonpolar GaN surface are reported. In a
detailed scanning tunneling microscopy/spectroscopy (X-STM/STS) study Bertelli
et al. [6.72] could demonstrate that on freshly UHV cleaved nonpolar GaN(11̄00)
surfaces of n-doped material the empty Ga-like and the filled N-like surface state
bands are resonances at the ! point of the Brillouin zone. This experimental result
was also obtained theoretically by the authors from density functional theory (DFT)
calculations and in an earlier publication by Northrup and Neugebauer [6.93]. Their
results in Fig. 6.50 demonstrate that for the ideal (truncated bulk) Ga(101̄0) surface
the Ga (SGa) and N (SN) dangling bond surface state bands fall into bulk band gap
along !M , while for the relaxed surface, similarly as on GaAs(110) (Fig. 6.44),
the bands are shifted out of the bulk gap and become degenerate with the bulk
conduction and valence bands at the ! point. Note that the absolute band gap being
about 3.4 eV for GaN is underestimated to about 2 eV in the DFT calculations of
Fig. 6.50. This is a general property of non-advanced DFT calculations; nevertheless
the general trends seen in Fig. 6.50 are realistic.

Similar experimental results for the intrinsic dangling bond N- and Ga-derived
surface states on GaN(11̄00), namely their energetic location outside the funda-
mental band gap, were obtained from an STM study by Ivanova et al. [6.74]. The
observed Fermi-level pinning position (Sect. 7.5) at about 1 eV below the conduc-
tion band edge was ascribed to extrinsic defect-derived surface states.

An extensive theoretical study on surface states on GaN and InN surfaces was
performed by Van de Walle and Segev [6.75]. In contrast to the experimental find-
ings an occupied Ga dangling bond surface state band is predicted near midgap,
i.e., about 1.5 eV above the upper valence band edge on the GaN(0001) surface with
(2 × 2) reconstruction. The difference between theory and the above-mentioned
experimental results might be due to different types of surface reconstructions which
are considered in theory and in experiment.

It is interesting that for the polar InN(0001)-(2 × 2) surface both occupied and
empty In-derived dangling bond surface state bands are located above the lower
conduction band edge of the absolute band gap (∼1.7 eV) as is seen in Fig. 6.51.
This is in agreement with the general feature of narrow gap semiconductors (InAs,
InSb, InN) that surface states are mainly derived from regions in reciprocal space,
where the bulk density of states is high, i.e., from the side minima of the conduction
band near the Brillouin zone boundary rather than from the energetically lower !
minimum which determines the direct absolute gap.
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Fig. 6.50 Calculated surface state bands of the ideal (truncated bulk, in broken line) and the relaxed
(in solid line) GaN(101̄0) surface along the !M direction in reciprocal space (inset). The empty
upper bands are Ga derived (SGa), while the lower occupied bands are N-derived (SN) dangling
bond states. The shaded area is the projected bulk band structure. Note that the forbidden bulk
gap is underestimated by more than 1 eV, a usual tendency in earlier density functional theory
calculations without many body corrections [6.73]

In many practical cases III nitride layers are grown with [0001] orientation
in plasma-assisted MBE under Ga-rich conditions because of better morphology.
Under those conditions the (0001) surface is covered by a laterally contracted dou-
ble layer of Ga [6.76]. At this high coverage the Ga–Ga bonding and dangling bond
states that were distinct at moderate Ga/N ratios now strongly interact. This causes
a strong dispersion of the corresponding surface state bands in the forbidden band
and thus a broad density of states over the whole forbidden band, in the case of the
narrow gap semiconductor InN even in the whole indirect gap (Fig. 6.52).
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Fig. 6.51 Calculated density of states of the stable polar InN(0001)-(2 × 2) surface, which is
found at moderate In/N ratios. Dark structures are surface state densities arising from occupied and
empty In dangling bond (db) states; gray structures are due to bulk valence band (E<0) and bulk
conduction band states (E>0.7 eV), i.e., above the conduction band minimum (CBM) [6.75]

Fig. 6.52 Calculated
densities of states of the
stable polar (0001) surfaces
of GaN (a) and InN (b) found
under Ga- and In-rich
conditions, respectively. The
dark structures are due to
surface states, while the gray
structures are bulk valence
(E<0) and conduction band
(E>CBM, conduction band
minimum) [6.75]
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6.5.4 II-VI Compound Semiconductors

Qualitatively, the trends in surface-state dispersion observed for III-V semicon-
ductors are even more pronounced for the more ionic II-VI semiconductors. The
best-studied example is ZnO with a direct bulk-band gap of 3.2 eV at 300 K. The
main low-index surfaces are the polar (0001) Zn, (0001̄)O and the non-polar hexag-
onal (101̄0) surface (Fig. 6.53). In Fig. 6.53 the sp3-like bonding character – accom-
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Fig. 6.53 Model of the non-polar wurtzite (101̄0) surface. For the example of ZnO, open circles
might be attributed to oxygen and dark circles to Zn atoms

panying the strong ionic contribution – is clearly revealed from the essentially
tetrahedral atom surrounding. All three surfaces can be prepared by cleavage in
UHV. Comparing Fig. 6.43c,d with Fig. 6.53 one expects a similar reconstruction
of the non-polar ZnO surface as found on GaAs(110). LEED intensity analyses
indeed suggest a reconstruction in which the topmost oxygen atoms in Fig. 6.53 are
shifted outwards, while the neighboring Zn atoms are displaced inwards. A detailed
reconstruction model has been suggested in which the total vertical shifts (with
respect to bulk) are: �z (O) = (−0.05 ± 0.1)Å and �z (Zn) = (−0.45 ± 0.1)Å,
indicating a vertical contraction of the topmost Zn–O double-layer spacing with
simultaneous dehybridization (i.e., shifts out of plane) of the O and Zn atoms
in the uppermost plane. In principle, such a reconstruction should have a similar
effect on the Zn (empty) and O (occupied) dangling-bond orbitals as in the case
of GaAs(110). For the unreconstructed surface the Zn and O-derived dispersion
branches should lie somewhere near the conduction-band EC and valence-band
EV edge, respectively. This is indeed noted in the calculated band structure for the
unreconstructed, truncated bulk-like (101̄0) surface (Fig. 6.54). The reconstruction
which is found on real cleaved surfaces is expected to shift the unoccupied Zn band
to higher, and the occupied O-derived band to lower energy; i.e., if the surface-band
structure of Fig. 6.54 were correct in every detail for the unreconstructed surface,

Fig. 6.54 Calculated surface
state dispersion (solid lines)
within the projected bulk
state gaps for the non-polar
ZnO(101̄0) surface. The
projected bulk bands are
shown as shaded areas. The
symmetry point X of the 2D
surface Brillouin zone lies
perpendicular to the c-axis,
M lies on the diagonal [6.67]
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the reconstructed cleaved surface would have no dangling-bond surface states in
the energy range of the band gap. There is indeed no indication from any exper-
iment that the non-polar ZnO surface has intrinsic states in the forbidden band.
Qualitatively, one might expect a weaker influence of the reconstruction on the
surface-state band scheme than in the case of GaAs. Because of the high ionic
bonding contribution in ZnO, the effect of reconstruction and even the presence of
the surface (termination of the periodic potential) are relatively weak perturbations,
as compared with the strong Coulomb forces. This also causes the close similarity
between the bulk-band structure and surface states in Fig. 6.54, the surface states
follow the bulk-band structure very closely. Experiment also supports this conclu-
sion. The double differentiated EELS data (Panel IX: Chap. 4) in Fig. 6.55 measured
on reconstructed ZnO surfaces prepared by cleavage in UHV are actually consistent
with the band structure (Fig. 6.54) calculated for a non-reconstructed (1010) surface.

Fig. 6.55 Second derivative
electron energy loss spectra
measured on the clean polar
Zn(0001) and the non-polar
hexagonal (prism) (101̄0)
surface with two different
primary energies E0.
Magnification factors are
with respect to the primary
peak height [6.77]
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Beside the bulk and surface-plasmon-like excitations near 19 and 15 eV, a number
of peaks are observed due to electronic transitions at critical points of the bulk band
structure. The strong transitions at 7.4 eV (on the non-polar surface) and at 11 eV
(on both surfaces) are clearly due to surface states because of their characteristic
dependence on primary energy E0 (they are suppressed at higher E0). The 7.4 eV
transition obviously corresponds to excitations between occupied and empty dan-
gling bond states from the flat E(k‖) regions around X in Fig. 6.54. As is expected
for a polar Zn surface, where only the Zn derived empty surface states are present,
this transition is not observed in Fig. 6.55 (top); the weak structure near 7 eV is
due to bulk transitions. The 11 eV transition probably originates from flat regions
of the surface band structure at −4 eV near X in Fig. 6.54. Surface state transitions
expected from Fig. 6.54 at around 4 eV from flat regions around Γ are likely to be
contained in the strong loss feature at around 4 eV.

To conclude this chapter it should once more be emphasized that, on semicon-
ductor surfaces in particular, the problem of atomic reconstruction is intimately
connected with the dispersion of electronic surface states [6.68, 6.78]. A calcula-
tion of the 2D surface band structure is impossible without the detailed knowledge
of the atomic positions on the surface. Conversely, examples discussed here show
how important an experimental determination of the surface band structure is for
establishing a correct structure model.
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Panel XI
Photoemission and Inverse Photoemission

Photoemission [XI.1] and inverse photoemission spectroscopy [XI.2] are the most
important experimental techniques for studying the band structure of occupied and
empty electronic states, respectively. Depending on their kinetic energy the mean-
free path of electrons in a solid ranges from about 5 Å up to some hundreds of
Ångstroms. These techniques are therefore suited to studying both (3D) bulk and
(2D) surface band structures E(k) and E(k‖), respectively. In particular, for photon
energies below 100 eV the technique is highly surface sensitive and thus suitable
for surface studies. Photoemission Spectroscopy (PS) performed with UV photons
(UPS) or with X-ray photons (XPS) is based on the well-known photoelectric effect.
The solid is irradiated by monochromatic photons which excite electrons from occu-
pied states into empty states (within the solid), whence they are released into vacuum
(free-electron plane-wave states) and detected by an electron-energy analyser. Thus
the kinetic energy of the emitted photoelectron is determined and its wave vector
kex outside the solid is derived from its energy and the direction of the analyser
aperture with respect to the sample orientation (Sect. 6.3). Since for the electron
wave escaping from the crystal, the surface represents a 2D scattering potential
(breakdown of translational symmetry), the wave vector k⊥ is not conserved; the
internal k vector cannot be directly determined from the externally measured kex

(6.19–6.23) in Angle-Resolved UV Photoemission Spectroscopy (ARUPS). The
basic relation for the photoemission process becomes clear from Fig. XI.1, where
in the upper part schematic state densities of occupied and empty states (continuum
above Fermi level EF) are plotted. Optical excitation by a fixed photon energy h̄ω
populates empty states in the crystal above the vacuum level and the corresponding
energy distribution of the electrons measured outside the crystal yields a qualitative
image of the distribution of occupied crystal states (valence and core level states
depending on the value of h̄ω). The measured distribution of sharp peaks is super-
imposed on the true secondary background, which arises from electrons that have
lost quasi-continuous amounts of energy due to multiple scattering in the crystal
(Sect. 6.3). The sharp peaks in the spectrum correspond to a kinetic energy Ekin of
the externally detected electrons given by

Ekin = h̄ω − Ei − φ, (XI.1)
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Fig. XI.1 Illustration of the photoemission process for the example of a transition metal surface
(e.g., Ni) on which atomic oxygen (O 2p) is adsorbed. Shadowed areas show occupied electronic
states (up to the Fermi level EF). Photons incident with energy hν cause electrons to be excited
into unoccupied quasi-continuous electron states within the crystal. These electrons can leave the
crystal and are detected in the measurement as free electrons with a kinetic energy Ekin. Electrons
that have undergone scattering processes on their way into vacuum are detected at lower energy
and form a continuous background of so-called secondary electrons

where Ei is the binding energy of the initial state (to be determined) and φ the work
function which has to be overcome by electrons reaching vacuum states. All energies
in such a photoemission experiment are conveniently referred to the Fermi level EF
of the sample, since this energy is fixed (sample at earth or other fixed potential) and
can be determined from the upper emission onset in the case of a metallic sample
(or metallic overlayer).

The essential parts of the experimental set-up are a monochromatic light source,
the sample contained in an UHV vessel to maintain clean surface conditions, and
an electron energy analyser with detector. For angle-resolved measurements hemi-
spherical or 127◦ deflectors (Panel II: Chap. 1) are used since they have a limited,
well-defined acceptance angle. They allow the determination of kex. When angular
resolution is not required, cylindrical mirror analysers (Panel II: Chap. 1) can be
employed. For the determination of densities of occupied states (integration over
kex) retarding field analysers collecting over a large acceptance angle are conve-
nient.

As light sources for the UV range (UPS) gas discharge lamps are used; they
are flanged to the UHV chamber through a differentially pumped capillary, which
supplies the UV light to the sample surface (good windows for UV spectral range
are not available). The lamp and capillary are pumped at several points, such that
over a capillary diameter of about 1 mm a pressure gradient between 1 Torr (in the
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Fig. XI.2 Cross-sectional view of a UV discharge lamp for UV Photoemission Spectroscopy
(UPS). The discharge quartz capillary is water cooled; three pump connections allow differential
pumping; an UHV valve can interrupt the direct connection between discharge volume and UHV
chamber

lamp) and 2 · 10−10 Torr (in the UHV vessel) is sustained (Fig. XI.2). The discharge
burns in a water- or air-cooled compartment, which is separated from the capillary
by a UHV valve, allowing closure of the lamp without breaking the vacuum in the
analysis chamber. Possible filling gases together with their main spectral emission
lines are listed in Table XI.1. The most important source is the He discharge, where
the He I spectral line (h̄ω = 21.22 eV), originating from excitations of the neutral
He atom, is extremely intense, all other spectral lines giving rise to minor back-
ground only. This line is usually employed with no UV monochromator between
lamp and sample. Depending on pressure (1 Torr for He I and 0.1 Torr for He II) and
discharge current conditions the He II line at 40.82 eV can also be used without a
monochromator. This emission originates from excited He+ ions in the discharge.

In order to study core-level excitations, one requires higher photon energies as
used in XPS (or ESCA). Conventional sources here are X-ray tubes whose charac-
teristic emission lines (Table XI.1) are determined by the anode material (Fig. XI.3).
Common anodes are composed of Mg or Al (Table XI.1). In addition, Y is an inter-
esting anode material since it yields an emission line at 132.3 eV, just between the
characteristic spectral ranges of UPS and XPS. The anodes of X-ray sources are
water cooled in order to enhance the maximum emission intensity. The linewidths
of the characteristic X-ray emission lines are several hundred meV (Table XI.1),
such that fine-structure investigations or the analysis of chemical shifts, etc. are
difficult if not impossible without the use of X-ray monochromators. Thus, for stud-
ies of core-level fine-structure, X-ray tubes are used in combination with an X-ray
monochromator containing a crystalline mirror as a dispersive element (Fig. XI.4).

Nowadays synchrotron radiation has come to play a vital role in photoemission
spectroscopy. A synchrotron yields a continuous spectrum of radiation extending
from the far infrared to the hard X-ray regime. The cut-off depends on the acceler-
ation energy (Fig. XI.5). Apart from the He I line of a discharge lamp its spectral
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Fig. XI.3 Cross-sectional
view of an X-ray source for
X-ray Photoemission
Spectroscopy (XPS). The
anode, composed of either
Mg or Al, is water cooled

emission intensity exceeds considerably that of all other discharge emission lines.
UV and X-ray monochromators provide an adjustable spectral resolution for the
experiments. Further advantages of synchrotron radiation are its 100% polarization
in the plane of the ring, its high degree of collimation (1mrad× 1mrad typically), its
high stability and well-defined time structure (light-house effect) for time-resolved
experiments. Many experimental examples involving the application of photoemis-
sion spectroscopy are given in Chap. 6.

Inverse photoemission can be regarded as the time-reversed photoemission pro-
cess [XI.5]. Electrons of well-defined energy are incident on the crystal, and are
thereby injected into empty excited electronic states; from here they are deexcited
into energetically lower empty states and the corresponding deexcitation energy is
released as a photon (Fig. XI.6). Thus one measures the state of an extra electron
injected into the solid. The energy of the unoccupied final state is given by the
energy of the incident electron eU minus the energy of the detected photon h̄ω
(both referred to the experimentally determined Fermi level EF). The theoretical
description of the processes is similar to that of the normal photoemission pro-
cess (three-step approximation, Sect. 6.3). Spectroscopy of unoccupied electronic
states (above EF) can be performed by varying the primary energy of the injected
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Table XI.1 Commonly used line sources for photoelectron spectroscopy (UPS and XPS). In some
cases (∗) relative intensities of the lines depend on the conditions of the discharge. Values given
are therefore only approximate. The data are compiled from several original sources [XI.1]

Typical intensity at
Relative the sample Linewidth

Source Energy [eV] intensity [photons/s] [meV]

He I 21.22 100 1 · 1012 3
Satellites 23.09, 23.75, 24.05 < 2 each
He II 40.82 20∗ 2 · 1011 17

48.38 2∗
Satellites 51.0, 52.32, 53.00 < 1∗ each
Ne I 16.85 and 16.67 100 8 · 1011

Ne II 26.9 20∗
27.8 10∗
30.5 3∗

Satellites 34.8, 37.5, 38.0 < 2 each
Ar I 11.83 100 6 · 1011

11.62 80–40∗
Ar II 13.48 16∗

13.30 10∗
YMt 132.3 100 3 · 1011 450
MgKα1,2 1253.6 100 1 · 1012 680
Satellites Kα3 1262.1 9

Kα4 1263.7 5
AlKα1,2 1486.6 100 1 · 1012 830
Satellites Kα3 1496.3 7

Kα4 1498.3 3

Fig. XI.4 Schematic of an
X-ray monochromator for
high-resolution XPS. The
X-ray source is flanged to an
UHV chamber containing a
crystal mirror which acts, by
means of Bragg reflection, as
a dispersive element
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Fig. XI.5 Schematic comparison of the radiation spectrum emitted from a typical large syn-
chrotron (e.g., DESY or BESSY) with that of classical discharge sources. Several particle energies
(1 GeV up to 7.5 GeV) are indicated. The intensities all lie on roughly the same scale [XI.3, XI.4]

Fig. XI.6 (a) Schematic representation of the inverse photoemission process. An electron injected
from outside the crystal enters an excited electronic state E1 (= eU if an external voltage U acceler-
ates the electrons onto the sample); the electron is deexcited into a state E2 and the corresponding
energy is emitted as a photon of energy h̄ω0 = E1 − E2. (b) Schematic isochromate spectrum
N (E2) ∝ Z(E2) as obtained according to (a)

electrons and detecting photons of a well-defined fixed photon energy h̄ω0 (within
a fixed spectral window). This type of inverse photoemission spectroscopy is called
isochromate spectroscopy. A second type of measurement uses a fixed electron
energy in the primary beam and spectroscopic analysis of the emitted UV radia-
tion by means of a UV spectrometer (Bremsstrahlen spectroscopy). The recorded
UV spectrum (UV intensity versus photon energy) then directly yields a qualitative
image of the distribution of unoccupied electronic states above EF. Because of
the involvement of electrons in this process the method is as surface sensitive as
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photoemission spectroscopy. The distinction between bulk and surface electronic
states is performed on an experimental basis as is done in UPS or XPS (Sect. 6.3).
Angle-resolved inverse photoemission spectroscopy is possible by determining the
wave vector of the injected electrons from their direction of incidence and their
energy. Thus a mapping of the band structure E(k) of unoccupied states – both 3D
bulk and 2D interface states – becomes possible.

The experimental set-up in Bremsstrahlen spectroscopy consists of a high-
intensity electron gun (necessary because of the low quantum yield of about 10−8

photons per electron) and a UV monochromator which is sometimes combined
with modern multidetection units where typically 100 photon energies are recorded
simultaneously with a channel plate amplifier and a position-sensitive resistive
anode detector.

In isochromate spectroscopy the energy of the injected electrons is varied at
the electron gun (Fig. XI.7) and the emitted UV photons are detected at a fixed
energy by means of a Geiger counter equipped with a convenient band-pass filter
window [XI.5, XI.6]. An elegant device consists of a Geiger counter filled with He
(∼ 500 mbar) and some iodine crystals; the counter is sealed with CaF2 or SrF2 win-
dows (Fig. XI.7). The windows provide a high-energy cut-off for the UV radiation
due to their characteristic absorption near 10.1 eV (CaF2) or 9.7 eV (SrF2), whereas
the ionization of iodine (detection process)

I2 + h̄ω→ I+2 + e− (XI.2)

starts at a photon energy of 9.23 eV and thus determines the low-energy cut-off for
the photon detection. One thus has a band-pass detector for UV photons around 9.5
or 9.7 eV (Fig. XI.7). This fixed photon-energy detector can be made very efficient
because of a large acceptance angle, but it has limited energy resolution. On the

Fig. XI.7 (a) Inverse
photoemission set-up using a
Geiger counter (isochromate
spectroscopy). The UV
radiation emitted from the
sample is focussed onto the
window of a Geiger photon
counter. (b) The spectral
window of the detector is
determined by the spectral
transmittance of the counter
window (SrF2 or CaF2) and
by the spectral dependence of
the ionization process of
iodine [XI.5, XI.6]
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other hand, in Bremsstrahlen spectroscopy the monochromator system achieves
better energy resolution (0.3 eV) and can be tuned, but it is expensive and not as
efficient in the case of low signal intensities.

As an example of the application of inverse photoemission spectroscopy in the
study of metal-semiconductor interfaces, Fig. XI.8 depicts Bremsstrahlen spectra
measured with an electron primary energy Ei of 15.3 eV (normal injection: k‖ = 0)
on cleaved GaAs(110) surfaces covered with Pd overlayers of several thicknesses
[XI.7]. The energy is referred to the upper valence band edge EVBM such that
the onset of emission from the unoccupied states due to the conduction band on
the clean surface occurs at around 1.4 eV. The forbidden band of clean GaAs(110)
surfaces is free of significant densities of empty states. With increasing Pd layer
thickness a remarkable structure of empty interface states occurs in the band gap. As
is seen from a comparison with the spectrum of the clean surface (dashed line) and
from the difference spectra, the states in the conduction band range (E > 1.4 eV)
are also modified due to the adsorbed Pd. A more detailed analysis of these results
suggests that the interface states are due to d-like metal-derived levels. They are
thought to be responsible for pinning the Fermi level EF near midgap at such tran-
sition metal-semiconductor interfaces (Sect. 8.4).

Fig. XI.8 Coverage-dependent inverse photoemission spectra (Bremsstrahlen spectra) spectra for
Pd layers of different thickness (0.05–6.3) Å on GaAs(110). The raw data are shown together
with difference curves which bring out the metal-induced interface states at about 1 eV above the
valence band maximum. The clean surface spectrum is shown in each case by a dashed line [XI.7]
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Problems

Problem 6.1 We may consider an Angle-Resolved UV Photoemission Spec-
troscopy (ARUPS) experiment where UV photons of energy 40.8 eV are incident
on the (100) surface of a cubic transition metal with a work function of 4.5 eV.
Photoemitted electrons from d states at 2.2 eV below the Fermi level are detected at
an angle of 45◦ to the surface normal and in the [100] azimuth. Calculate the kinetic
energy and the wave vector k of the emitted electrons. Describe the problem which
arises in the derivation of the wave vector ki of the initial electronic states inside the
crystal.

Problem 6.2 Treatment of the surfaces of n-doped ZnO with atomic hydrogen pro-
duces accumulation layers. Discuss charging character and possible origin of the
responsible surface states.

Problem 6.3 Plot a qualitative picture of the shape of the π and π∗ orbitals of sur-
face states for the π -bonded chain model of the Si(111)-(2×1) surface (Sect. 6.5.1).
By discussing the dipole matrix elements for the π → π∗ optical transitions in a
qualitative way show that optical absorption due to the transitions between the π
and π∗ surface-state bands can only be observed with light polarization parallel to
the π -chains.

Problem 6.4

(a) For sufficiently small k‖ values the 2D-band of electronic surface states can be
written in parabolic approximation as

E(k‖) = Ec + h̄2

2

(
k2

x

mx
+ k2

y

my

)

with mx and my as positive constants. Calculate the density of states D(2D)(E)
around the critical point Ec(k‖ = 0) of the 2D band structure.

(b) Calculate the density of states in the neighborhood of a saddle point, where

E(k‖) = Ec + h̄2

2

(
k2

x

mx
− k2

y

my

)

with positive mx , my .



Chapter 7
Space-Charge Layers at Semiconductor
Interfaces

If one puts a positive point charge into a locally neutral electron plasma (electrons
on the background of fixed positive cores), the electrons in the neighborhood will
rearrange to compensate that additional charge; they will screen it, such that far
away from the charge the electric field vanishes. The higher the electron density,
the shorter the range over which electrons have to rearrange in order to establish an
effective shielding. In metals with free-electron concentrations of about 1022 cm−3

the screening length is short, on the order of atomic distances. On the other hand,
in semiconductors the free-carrier concentrations are usually much lower, on the
order of 1017 cm−3 may be, and we thus expect much larger screening lengths, of
the order of hundreds of Ångstroms. These spatial regions of redistributed screening
charges are called space charge regions.

7.1 Origin and Classification of Space-Charge Layers

A semiconductor surface which possesses electronic surface states usually repre-
sents a perturbation to the local charge balance. Depending on the type of surface
states (donors or acceptors) and on the position of the Fermi level at the surface, the
surface states may carry charge, which is screened by an opposite charge inside the
semiconductor material.

The following table summarises the conclusions of Sect. 6.2 about the charging
character of occupied and unoccupied electronic surface states.

occupied empty
surface donors 0 +
surface acceptors − 0.

Depending on the position of the Fermi level at the surface, donors can carry a
positive charge and acceptors a negative charge. The position of the Fermi level at
the surface is determined simply by the condition of charge neutrality, namely that
the charge of the surface states Qss (usually understood as a charge density per unit
area) is compensated by an opposite charge inside the semiconductor. This latter
charge screens the surface-state charge, and is called the space charge Qsc. Overall
neutrality requires

H. Lüth, Solid Surfaces, Interfaces and Thin Films, 5th ed., Graduate Texts in Physics,
DOI 10.1007/978-3-642-13592-7_7, C© Springer-Verlag Berlin Heidelberg 2010
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Qss = −Qsc. (7.1)

Figure 7.1 presents an example of a space-charge layer, in which a negative charge
density Qss of occupied acceptor-type surface states near mid gap of an n-type
semiconductor is compensated by ionized bulk donors (Qsc). The formation of
the space charge layer, i.e. the band bending (maximum value eVs at surface) can
be understood as follows: deep in the interior of the crystal, the position of the
Fermi level with respect to the bulk conduction band minimum EC is determined
by the bulk doping level. The acceptor-type surface states, however, are inherently
related to the existence of the surface; their energetic position with respect to EC
is fixed and is determined by interatomic potentials (Chap. 6). Flat bands up to the
very surface would therefore position the Fermi level far above the acceptor-type
surface states; these states would be completely filled by electrons and a consider-
able un-compensated charge density would be built up. This energetically unfavor-
able situation cannot be stable and the result is the space charge layer depicted in
Fig. 7.1. A quasi-macroscopic “deformation” of the band structure, i.e. an upwards
band bending of the bands near the surface allows the surface-state band to cross the
Fermi level, thereby decreasing the surface-state charge density Qss. By the same
token, bulk donor states are lifted above the Fermi level and are emptied of elec-
trons. This builds up a positive space charge Qsc of immobile, ionized donor centers
(ED). The exact position of EF at the surface within the band of surface states, and
therefore also the amount of band bending, is determined by charge neutrality (7.1).

Fig. 7.1 Band scheme (band energy E versus z coordinate normal to the surface z = 0), for an
n-doped semiconductor with depletion space-charge layer at low temperature (bulk donors not
ionized). Partially occupied acceptor type surface states (density Nss) are also indicated. Their
charge Qss is compensated by the space charge Qsc. EF is Fermi energy, EC and EV conduction-
and valence-band edges, respectively, and ED the energy of the bulk donors. The band bending at
the surface is eVs with e being the positive elementary charge
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The equilibrium reached in Fig. 7.1 means exact compensation of the charge Qss
residing in surface states by a space charge Qsc within a certain depth in the semi-
conductor. The distribution of space charge Qsc is related, via Poisson’s equation,
to the curvature of the electronic bands, i.e., the potential in the space-charge layer.
Due to the band bending, free conduction-band electrons are pushed away from the
surface, their density is lowered with respect to the bulk density nb. This particular
type of space charge layer is therefore called a depletion layer.

In an n-type semiconductor with bulk donors (D) (Figs. 7.1, 7.2) a depletion
layer is related to a decrease in the density of free electrons (majority carriers) and
an increase of the hole density (minority carriers) (Fig. 7.2b). The local electrical
conductivity σ(z) is, of course, decreased near the surface with respect to its bulk
value σb (Fig. 7.2c).

Higher densities Nss of surface acceptor states (As) at lower energies in the for-
bidden band can induce even stronger upwards band bending. The corresponding
space charge layer is called an inversion layer for obvious reasons (Fig. 7.2a).

Fig. 7.2 a–c Illustrating the n-type semiconductor: Schematic plots of band schemes (a), free car-
rier densities n and p on a logarithmic scale (b) and local conductivity σ (logarithmic scale) (c)
for depletion, inversion and accumulation space charge layers at low temperature (bulk donors
not ionized). EC, EV are the conduction- and valenceband edges, EF the Fermi energy, Ei and
ni intrinsic energy and concentration, respectively. D denotes bulk donors, As and Ds surface
acceptors and donors, respectively. The subscript b denotes bulk values
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Because of the greater amount of negative surface charge Qss in the surface states
As more bulk donors D must be ionized and the space charge layer extends deeper
into the semiconductor. The band bending is so strong that the intrinsic energy Ei
crosses the Fermi energy EF. The intrinsic level Ei given by [7.1]

Ei = 1

2
(EC + EV)− 1

2
kT ln(N c

eff/N v
eff), (7.2)

is a convenient quantity to describe whether a semiconductor is intrinsic, p-type
or n-type. N c

eff and N v
eff are the effective conduction- and valence-band densities of

states. If the Fermi level is identical to Ei, we have intrinsic behavior. For EF < Ei
the semiconductor is p-type, whereas for EF > Ei n-type conductivity occurs with
free electrons as majority carriers. According to Fig. 7.2 the type of conduction
changes in an inversion layer. The n-type semiconductor (Ei < EF) becomes p-type
near the surface (Ei > EF). Correspondingly the free-electron density n decreases
to below the intrinsic value ni, near the surface, whereas the hole concentration p
exceeds the intrinsic value (Fig. 7.2b). At the point where n and p cross on the
intrinsic concentration level ni, one finds the lowest local conductivity σ . Between
this point and the very surface the conductivity σ increases again due to the pres-
ence of an enhanced density of bulk minority carriers (inversion) (Fig. 7.2c). In the
charge neutrality condition (7.1) near the surface the enhanced hole concentration
must also be taken into account, in addition to N+D , the concentration of ionized
donors.

Accumulation space charge layers on n-type semiconductors, as depicted in
Fig. 7.2 (right column), require the presence of donor-type surface states Ds. If these
states are located at high energies, they might be partially empty and thus carry a
positive surface charge Qss. This charge density Qss must be compensated by an
equal amount of negative space charge in the interior of the crystal. Thus free elec-
trons accumulate in the conduction band below the surface. This electronic space
charge of the so-called accumulation layer is related to a downward band bending.
In strong accumulation layers the conduction-band minimum might even cross the
Fermi level and the semiconductor becomes degenerate in the spatial region of the
accumulation layer (Sect. 7.5). In contrast to a depletion layer, where the positive
space charge originates from spatially fixed, ionized bulk donors, the accumulation
layer is due to free electronic charge which is mobile. Since mobile electrons can
be “squeezed”, accumulation layers are, in general, much narrower than depletion
layers. The qualitative dependence of the densities of majority carriers (n) and
minority carriers (p) and of the local electrical conductivity σ is obvious for an
n-type accumulation layer (Fig. 7.2b,c right column).

On p-type semiconductors the situations depicted in Fig. 7.2 are reversed. Free
holes in the valence band are the majority carriers in the bulk; an accumulation layer
is therefore formed by a positively charged hole “gas”. The opposite charge Qss in
surface states must be negative. Thus the presence of a hole accumulation layer
on a p-type semiconductor requires partially filled acceptor-type surface states and
the bands are bent upwards near the surface. A depletion layer on a p-type semi-
conductor is shown schematically in Fig. 7.3. Partially empty surface donor states
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Fig. 7.3 Band scheme of a
hole depletion space-charge
layer on a p-doped
semiconductor at low
temperature (bulk acceptors
not ionized). eVs is the band
bending at the surface, eV (z)
the local band bending, φ(z)
the local potential and φb the
potential in the bulk. Ei is the
intrinsic energy, EF the Fermi
energy, EA the energy of bulk
acceptors and EC and EV as
in Fig. 7.1

Ds carry a positive charge Qss. Compensation is obtained by an equal amount of
negative space charge Qsc due to occupied bulk acceptor states which are “pushed”
below the Fermi level EF. This negative spatially fixed space charge is related to a
downward band bending.

Figure 7.3 also explains some useful notations for describing space-charge lay-
ers. Because of the spatially varying local potential for an electron or hole, it is
convenient to introduce a position-dependent potential energy that is given by the
deviation of the intrinsic level Ei, (7.2), from the Fermi energy EF:

eφ(z) = EF − Ei(z). (7.3)

Here, and in the following, e is the positive elementary charge. For an intrinsic
semiconductor with flat bands φ is identically equal to zero. The values of φ(z)
in the bulk and at the surface are termed φb and φs, respectively. The bulk doping
determines the position of EF with respect to the band edges and thus also the bulk
potential φb. Local band deformations are described by

V (z) = φ(z)− φb. (7.4)

The potential at the surface Vs (Fig. 7.3) is given by

Vs = φs − φb. (7.5)

It is convenient to define dimensionless potentials u and v via the equations

u = eφ/kT, v = eV/kT . (7.6)

The values at the very surface will be denoted us and vs. Using the fundamental
relations for electron and hole densities in non-degenerate semiconductors [7.1]

n = N c
eff exp[−(EC − EF)/kT ], (7.7a)

p = N v
eff exp[−(EF − EV)/kT ] (7.7b)
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with N c
eff and N v

eff as the effective densities of states of the conduction and valence
band, respectively, the following simple expressions are derived for the spatially
varying carrier concentrations in a space charge layer:

n(z) = nie
u(z) = nbev(z), (7.8a)

p(z) = nie
−u(z) = pbe−v(z). (7.8b)

Here ni = (np)1/2 is the intrinsic carrier concentration, and nb and pb are the bulk
concentrations determined by the doping level. The fundamental equation which
governs band bending V (z) and the form of the space-charge layers, in general, is
Poisson’s equation

d2V

dz2
= −ρ(z)

εε0
. (7.9)

This equation directly relates the band curvature to the space-charge density ρ(z).
Usually it is sufficient to consider the dependence on the single coordinate z directed
perpendicular to the surface (located at z = 0). The theoretical description of space-
charge layers consists essentially in solving (7.9) with the appropriate boundary
conditions. This is sometimes not an easy task since ρ(z) itself is a function of
band bending V (z). In the following we will consider some simple cases for which
approximate analytic solutions of (7.9) are possible.

7.2 The Schottky Depletion Space-Charge Layer

A simple solution of the Poisson equation (7.9) is possible for strong depletion
layers (Figs. 7.1, 7.3), strong in the sense that the maximum band bending |eVs|
significantly exceeds kT ,

|eVs| � kT or |vs| � 1. (7.10)

Let us concentrate our attention on the depletion layer of an n-type semiconductor
(Fig. 7.1). The p-type case is obtained by reversing the corresponding signs for the
charge. In an n-type semiconductor the positive space charge in the depletion layer
is due to ionized bulk donors (density ND, if ionized N+D ). Because of (7.10) free
electrons in the conduction band can be neglected within the space-charge layer.
According to Fermi statistics, the occupation of the bulk donor levels changes from
almost one to nearly zero within about 4kT . For strong band bending (7.10), the
occupation change determining the sharpness of the inner boundary of the deple-
tion layer occurs over a very short distance in comparison with the thickness d
of the depletion layer (Fig. 7.4). As is seen qualitatively from Fig. 7.4b, the z-
dependence of the space charge density ρ can be approximated by a step function
with

Qsc = eN+D d � eNDd (7.11)
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Fig. 7.4 a–d A depletion
layer on an n-type
semiconductor in the
Schottky approximation: (a)
Band scheme with symbols
as in (b) Volume density ρ
of the space charge, realistic
density (broken line) and
Schottky approximation (full
line). d is the thickness of the
space-charge layer and N+D
the density of the ionized
bulk donors. (c) Electric field
E(z) in the space charge
layer. (d) Electric potential
φ(z) with values φb and φs
in the bulk and at the surface,
respectively

as the space charge (per unit area); within the space charge region the donors are
assumed to be completely ionized. Poisson’s equation (7.9) becomes

d2φ

dz2
= d2V

dz2
= −dE

dz
= − ρ

εε0
= −eND

εε0
. (7.12)

One integration yields the electric field E(z) within the space charge region
(Fig. 7.4c):

E(z) = eND

εε0
(z − d), 0 ≤ z ≤ d. (7.13)

A further integration is necessary to obtain the potential φ(z) (Fig. 7.4d):

φ(z) = φb − eND

εε0
(z − d)2, 0 ≤ z ≤ d, (7.14)

and the maximum potential Vs (band bending) at the surface

Vs = φs − φb = −eNDd2

εε0
. (7.15)
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Apart from the sign, the calculation for a hole depletion layer on a p-type material
(Fig. 7.3) is analogous.

A simple numerical example will help to clarify the argument: on GaAs(110)
surfaces, prepared by UHV cleavage one usually finds flat bands. If the cleaved
surface, however, is not perfect, i.e. has a considerable number of steps and other
defects, upward band bending of as much as 0.7 eV appears on n-type material
with n � 1017 cm−3 (300 K) (Sect. 7.6). One evidently has acceptor-type surface
states due to the defects, and these are responsible for the depletion layer on n-type
material. Their density, however, is not sufficient for them to be detected by any
common electron spectroscopy such as HREELS (Panel IX: Chap. 4) or photoe-
mission spectroscopy (Panel XI: Chap. 6). One can thus estimate that their density
Nss must be lower than about 1012 cm−2. Assuming Nss to be 1012 cm−2 requires
a space charge density Qsc/e = NDd, (7.11), of equal magnitude and a thickness
d of the depletion space charge layer of about 1000 Å results. By means of (7.15)
the band bending at the surface |eVs| is calculated to be about 0.7 eV as is indeed
found experimentally (Fig. 7.19). On p-type GaAs (p � 1017 cm−3 at 300 K) badly
cleaved surfaces show p depletion layers with downward band bending of several
hundred meV. A calculation similar to that for n-type material is possible.

The above numerical example shows that on common semiconductors, with
dielectric constant ε on the order of ten, considerable band bending of about half
the band-gap energy can be established by relatively low surface-state densities Nss
on the order of a hundredth of a monolayer. It is also concluded that typical strong
depletion layers can extend up to several thousand Ångstroms into the semiconduc-
tor crystal. The surface of a semiconductor can have a long-range influence on the
electronic structure. With decreasing band bending |eVs|, of course, the extension d
of the depletion space charge layer also decreases according to (7.15). One can also
estimate by means of (7.15) that band bending on the order of 1 eV can be shielded
over a length of several Ångstroms in metals with electron concentrations between
1022 and 1023 cm−3. Extended space charge layers do not exist on metal surfaces.
Surface charges can be screened within one or two atomic layers. On metals, there-
fore, interface physics is concerned only with a couple of atomic layers.

7.3 Weak Space-Charge Layers

The other limiting case of a weak space charge layer, either accumulation or deple-
tion, also leads to a mathematically simple solution of Poisson’s equation (7.9). For
both weak accumulation and weak depletion where the maximum band bending
|eVs| is smaller than kT (|vs| < 1) the shape of the potential φ(z) is determined by
mobile electrons or holes rather than by spatially fixed ionized bulk impurities. In
the following we concentrate on a weak accumulation layer on an n-type semicon-
ductor, as depicted in Fig. 7.2 (right column). The total space charge density ρ(z) in
Poisson’s equation (7.9) is due to the free electrons n(z) in the conduction band and
the density of ionized donors N+D (z)
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ρ = −e[n(z)− N+D (z)]. (7.16)

The electron concentration is given by (7.7a), whereas the density of ionized donors
is determined by Fermi’s occupation statistics

N+D = ND − ND
1

1+ exp[(ED − EF)/kT ]
� ND exp

(
ED − EF

kT

)
for ED − EF � kT . (7.17)

one thus obtains the space charge density

ρ = −e

[
N c

eff exp

(
− EC(z)− EF

kT

)
− ND exp

(
ED(z)− EF

kT

)]
, (7.18)

or, with Eb
C and Eb

D as bulk conduction band minimum and donor energy,
respectively;

ρ(z) = −e

[
N c

eff ev exp

(
− Eb

C − EF

kT

)
− NDe−v exp

(
Eb

D − EF

kT

)]
, (7.19)

where v(z) is the normalized band bending of (7.6b). In analogy to (7.7ba) one has
the general expression for the bulk electron concentration:

nb = N c
eff exp

[
− (E

b
C − EF)

kT

]
. (7.20)

Furthermore, in the bulk, where the donors are not completely ionized in a moder-
ately n-doped crystal, nb is essentially given by the density of ionized donors, i.e.

nb = ND exp

[
(Eb

D − EF)

kT

]
. (7.21)

One thus arrives at

ρ(z) = −enb(e
v(z) − e−v(z)). (7.22)

For small band bending |v| � 1 the following approximation follows

ρ(z) � −2enbv(z), (7.23)

and Poisson’s equation is obtained as

d2v

dz2
= v

L2
D

, (7.24)
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with the Debye length LD given by

LD =
√

kT εε0

2e2nb
. (7.25)

The solution is an exponentially decaying band bending

v(z) = eV (z)

kT
= vse

−z/LD . (7.26)

Equations (7.23 and 7.26) fulfill the required conditions v = 0 and ρ = 0 for z →
∞, i.e. deep in the bulk. The normalized band bending at the surface vs = eVs/kT
is determined by the condition that the total space charge

Qsc =
∫ ∞

0
ρ(z)dz (7.27)

is equal and opposite to the excess charge in the surface states Qss. With (7.22) one
obtains

− Qss = Qsc ≈ −2enbvs

∫ ∞
0

e−z/LD dz = −2enbvsLD. (7.28)

Because of (7.1) the charge density in the surface states Qss completely determines
the normalized band bending at the surface vs when the bulk electron density, nb,
i.e. the doping level, is known. For weak band bending, i.e. weak accumulation or
depletion layers, the spatial extent of the space charge is given by the Debye length
LD, i.e. essentially by the bulk carrier concentration nb.

As a numerical example we consider n-GaAs with an electron concentration of
nb ≈ 1017 cm−3. At room temperature (kT � 1/40 eV) the Debye length (7.25)
amounts to about 100 Å. Taking a band bending eVs at 300 K of about −25 meV
(vs � −1) as the extreme upper limit of the validity of the present simple approxi-
mation, one can estimate from (7.28) that such a band bending of vs � −1 requires
a space charge Qsc and thus also a charge density of surface states Qss of about
2 · 1011 cm−2. Apart from different signs the calculation for weak depletion layers
is similar.

7.4 Space-Charge Layers on Highly Degenerate Semiconductors

A thorough treatment of the space-charge layer of a semiconductor that is highly
degenerate in the bulk (Fig. 7.5) is complex because of the necessity to use the
full Fermi distribution rather than its Boltzmann approximation. A situation such as
in Fig. 7.5, where the Fermi level lies deep in the conduction band, by as much as
several hundred meV, occurs readily for narrow-gap semiconductors such as in InSb
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Fig. 7.5 Band scheme of a
depletion space-charge layer
in a highly degenerate n-type
semiconductor. eψF describes
the position of the Fermi
energy EF with respect to the
lower conduction-band edge
EC in the bulk

(gap � 180 meV) with a very low density of states in the conduction band. In this
case of strong degeneracy with |eVs| � kT and |eψF| � kT one can assume, as for
a free electron gas in a square-well potential [7.1]

nb = ND ∝ ψ3/2
F (7.29)

for the bulk free electron concentration nb and the donor concentration ND. The
actual concentration n(z) at a distance z below the surface can then be written as

n(z) ∝ [ψF − V (z)]3/2, (7.30)

from which the space charge ρ(z) follows as

ρ(z) = −eND

[
1−

(
1− V

ψF

)3/2
]
. (7.31)

Poisson’s equation (7.9) is obtained in this approximation as

d2V

dz2
= 1

2

d

dV

(
dV

dZ

)2

= −ρ(z)
εε0

= eND

εε0

[
1−

(
1− V

ψF

)3/2
]
. (7.32)

Since E(z) = −dV/dz one integration of (7.32) yields the electric field E in the
space charge layer:

E2 = 2eND

εε0

∫ [
1−

(
1− V

ψF

)3/2
]

dV . (7.33)

With the boundary condition

E2(V = 0) = 0
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one obtains for the space-charge field:

E(z) =
√

2eND

εε0

{
V (z)− 2

5
ψF + 2

5
ψF

[
1− V (z)

ψF

]5/2
}1/2

. (7.34)

With Es = E(z = 0) as the electric field at the very surface the space-charge density
follows as

Qsc = εε0Es

= √2eNDεε0

[
Vs − 2

5
ψF + 2

5
ψF

(
1− V (z)

ψF

)5/2
]1/2

. (7.35)

In order to determine the spatial dependence of the potential V (z) a second inte-
gration of (7.34) is necessary. It is easy, however, to calculate the space charge
capacitance (per unit area) Csc by differentiating (7.35):

Csc = dQsc

dVs
= (2eNDεε0)

1/2

2

1− (1− Vs/ψF)
3/2

[Vs − 2
5ψF + 2

5ψF(1− Vs/ψF)5/2]1/2
. (7.36)

This capacitance Csc describes the change in space charge Qsc due to a band bending
change. In a metal-semiconductor junction (Schottky barrier, Sect. 8.6) Vs might be
controlled by an external bias V , and Csc(V ) has to be taken into account for the
dynamic behavior of such a junction in an electric circuit.

7.5 The General Case of a Space-Charge Layer
and Fermi-level Pinning

The general case of a space-charge layer cannot be treated in a closed mathematical
form. According to Many et al. [7.2] the following formalism is convenient for non-
degenerate semiconductors.

In terms of the reduced potential v(z), (7.6–7.8), Poisson’s equation can be
written as

d2v

dz2
= − e2

kT εε0
(nb − pb + pbe−v − nbev). (7.37)

With the shorthand

L =
√

εε0kT

e2(nb + pb)
(7.38)
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as an effective Debye length [different from LD of (7.25)] and using (7.8) Poisson’s
equation (7.37) can be expressed as

d2v

dz2
= 1

L2

(
sinh(ub + v)

cosh(ub)
− tanh(ub)

)
, (7.39)

where u, v, ub, etc. are defined in (7.3–7.6). Multiplication of both sides by 2(dv/dz)
as in (7.32) and one integration with the condition dv/dz = 0 at v = 0 leads to

dv

dz
= ∓ F(ub, v)

L
, (7.40)

(minus sign for v > 0, plus sign for v < 0), where

F(ub, v) =
√

2

(
cosh(ub + v)

cosh(ub)
− v tanh(ub)− 1

)1/2

. (7.41)

In order to calculate the band bending v(z) as a function of the z coordinate, (7.40)
has to be integrated once more, i.e.,

z

L
=
∫ v

vs

dv

∓F(ub, v)
. (7.42)

This integration generally has to be performed numerically. Further approximate
solutions can be found in [7.2].

Figure 7.6 shows the results of a numerical integration of (7.42). The normalized
potential barrier |v| is plotted as a function of the distance from the surface z divided
by the effective Debye length L (7.38). The bulk potential ub = (EF−Eb

i )/kT (7.6)
is used as a parameter. For accumulation layers the curves with |ub| � 2 resemble
that of an intrinsic semiconductor with ub = 0. Inversion and depletion layers with
higher |ub| values extend much deeper into the bulk. The qualitative reason for this
difference is the fact that, in accumulation layers, mobile free carriers, electrons or
holes, are responsible for the shape of v(z). These free carriers can be “squeezed”
and therefore form a narrower space-charge layer than the spatially fixed ionized
impurities in a depletion layer. In Fig. 7.6 the band bending at the surface |vs| has
been assumed to be 20, but in fact every barrier having a value |vs| smaller than
20 can be evaluated simply by a translation along the z/L axis. This follows from
rewriting (7.42) as

z′

L
+ z − z′

L
=
∫ v′s

vs

dv

∓F
+
∫ v

v′s

dv

∓F
. (7.43)

For the new barrier height v′s one has to measure z/L from the point where the curve
for the particular |ub| intersects the horizontal line |v| = |v′s|.
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Fig. 7.6 The shape of the normalized band bending |v| = |eV (z)/kT | as a function of the normal-
ized distance from the surface z/L for various values of the bulk potential |ub|. L is the effective
Debye length (7.38). The potential at the surface |vs| has been taken equal to 20 [7.2]

Another numerical calculation plotted in Fig. 7.7 shows the absolute band bend-
ing |eVs| at the surface of a semiconductor whose bulk characteristics are those of
GaAs (e.g., Eg = 1.4 eV, etc.). Acceptor-type (As) and donor-type (Ds) surface
states are responsible for the formation of depletion layers [7.3]. The states are
described by single levels at separations Ess from the conduction-band minimum
and valence band maximum, respectively. The band bending at the surface eVs is
calculated as a function of the density of these surface state levels. An interesting
result can be seen: below a surface-state density of 5 · 1011 cm−2 band bending
is quite small, but then, at a density of about 1012 cm−2 or a thousandth of the
surface-atom density, the band bending begins to change very rapidly with increas-
ing surface-state density. The final saturation-band bending, which is directly related
to the position Ess of the surface-state level, is approached at an occupation of
5 · 1012 cm−2 or a couple of hundredths of the surface atom density. Even if the
density of states increases by a further one or two orders of magnitude, the band
bending does not increase any more. The reason is that the surface states are now
located energetically close to the Fermi level EF. Each increase of their density Nss
causes an infinitesimal increase in band bending |eVs| and simultaneous decharg-
ing of states, thus leading to a stabilization of the EF. This effect is sometimes
called pinning of the Fermi level. A sharp surface-state band with a density of at
least 1012 cm−2 is able to establish a band bending that is similar to the maxi-
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Fig. 7.7 Calculated absolute band bending |Vs| due to an acceptor surface-state level As and a
donor level Ds for n- and p-type GaAs. |Vs| is plotted versus the surface state density Nss (lower
scale) and related to the number of surface states per surface atom (upper scale). With the different
definition of the energetic position Ess for n- and p-type crystals (insets) the calculated curves for
n- and p-type material are not distinguishable on the scale used [7.3]

mum achievable by extremely high densities of states (Nss ≈ 1015 cm−2). Roughly
speaking, the band bending saturates when the Fermi level crosses the surface state
band; at sufficiently high density the Fermi level becomes locked or pinned near the
surface states. Further band bending or movement of EF relative to the band edges
occurs only very slowly with increasing Nss.

This effect is also evident from the following simple consideration: For a semi-
conductor, even with a high bulk doping level of 1018 cm−3, the corresponding
carrier density at the surface amounts to about 1010 cm−2. For a total surface-state
density as low as 1012 cm−2, typically spread over an energy range of 100 meV,
the surface-state density per energy reaches values around 1013 (eV)−1 cm−2.
The charge in these surface states being necessary to compensate the dopant
surface charge thus causes a shift of the Fermi level at the surface of about
1010 cm−2/1013 (eV)−1 cm−2 i.e., 10−3 eV. This negligible shift means essentially
a pinning of EF.

Not only a sharp band of surface states with high density as in Fig. 7.7 can pin
the Fermi level EF. According to Fig. 6.5 surface states often form bands relatively
extended on the energy scale within the forbidden bulk band. The neutrality level
EN separates acceptor-like from donor-like surface states. When the surface state
density around EN is high enough (>1012 cm−2), EF is pinned near EN.

In detail the situation for a depletion layer on an n-type semiconductor is
explained in Fig. 7.8. The surface state distribution is fixed energetically to the bulk
band edges, i.e., in order to minimize charge in the surface states, EF has to cross the
surface state distribution near the neutrality level EN. Thus the bulk bands have to
bend upward and form a surface depletion layer (Sect. 7.2). The corresponding pos-
itive space charge Qsc arising from the ionized bulk donors has to be compensated
by an equal negative charge Qss in the surface states. The Fermi level EF therefore
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Fig. 7.8 Qualitative explanation of Fermi-level (EF) pinning on an n-type semiconductor surface
at z = 0; bulk donors at energy ED, EC, and EV conduction and valence band edges. A broad
band of surface states (density NSS), donor-like in the lower and acceptor-like in the upper energy
range, has a neutrality level EN. The Fermi energy at the surface is fixed somewhat above EN such
that negatively charged surface acceptors (surface state charge QSS) compensate the positive space
charge QSC arising from ionized bulk donors. The energetic distance EF − EN is exaggerated for
clarity. On the plotted E scale this value is negligibly small

has to cross the surface state distribution not exactly at EN but rather slightly above
the neutrality level EN. If the surface state density in the vicinity of EN (even when
exactly at EN no surface states are found) is high enough, EF stays close to EN at
the surface upon bulk doping or temperature changes; EF is pinned near EN.

7.6 Quantized Accumulation and Inversion Layers

According to Fig. 7.6 space-charge layers, in particular those corresponding to the
steepest band slope, can be very thin (≈ 10 Å). Such narrow accumulation and
inversion layers are related to strong band bending. In the case of an accumulation
layer on an n-type semiconductor, whose Fermi level EF is close to the lower con-
duction band edge, the conduction-band minimum might cross EF (Fig. 7.9a) such
that the accumulation layer contains a degenerate free-electron gas. This electron
gas will exhibit metallic behavior. The excess electron concentration at the surface
(per unit area) is

�N =
∫ ∞

0
[n(z)− nb]dz. (7.44)

This can be measured by means of the Hall effect and is essentially independent
of temperature, just like the electron density in a metal. As an experimental exam-
ple, Fig. 7.10 shows surface electron densities �N measured by the Hall effect in
strong accumulation layers. The layers were prepared on UHV-cleaved hexagonal
(1010) surface of n-type ZnO by treatment with large doses of atomic hydrogen.
For the highest hydrogen dosages the downwards band bending can reach values of
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up to 1 eV (ZnO band gap: 3.2 eV) and the electron gas becomes degenerate. This
degenerate electron gas in a narrow accumulation layer can extend perpendicular
to the surface no further than about 10 to 30 Å, i.e., in the z-direction the electron
wave function cannot be the normal Bloch state found in a 3D periodic crystal. A
similar situation was mentioned previously for electrons trapped in image-potential
states (Sect. 6.4.3). 2D periodicity is retained parallel to the surface, but along the
z-direction this periodicity breaks down. The formal quantum mechanical descrip-
tion in the effective mass (m∗) approximation, starts from a Schrödinger equation
for an electron in the accumulation layer of the type

[
− h̄2

2

(
1

m∗x
∂2

∂x2
+ 1

m∗y
∂2

∂y2
+ 1

m∗z
∂2

∂z2

)
− eV (z)

]
ψ(r) = Eψ(r) (7.45)

where the potential V (z) is only a function of z (e.g., linear in z for a “triangular”
potential well, Fig. 7.9a). The solutions of (7.45) are thus free electron waves for
x, y parallel to the surface, and the wave function can be expressed by the ansatz

ψ(r) = φi (z)e
ikx x+iky y = φi (z)e

ik‖·r . (7.46)

The Schrödinger equation (7.45) then separates into two equations:

[
− h̄2

2m∗z
∂2

∂z2
− eV (z)

]
φi (z) = εiφi (z) (7.47a)

and a second equation which simply describes 2D free motion parallel to the surface

[
−h̄2

2m∗x
∂2

∂x2
− h̄2

2m∗y
∂2

∂y2

]
eikx x+iky y = Exyeikx x+iky y . (7.47b)

Fig. 7.9 a–c Scheme of a quantized electron accumulation layer; EC conduction-band edge,
EF Fermi level: (a) Conduction band edge EC versus z coordinate normal to surface z = 0;
ε0, ε1, . . . , εi . . . are the minima of the subbands resulting from z-quantization. (b) Subband
parabolas Ei (kx , 0) versus wave vector kx parallel to the surface. The minimum of Ei is εi in
(a). (c) Density of states D(E) resulting from the subband structure in (a) and(b)
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In (7.47a) the potential V (z) is the electrostatic potential of an electron (7.4) with the
boundary conditions V (z = 0) = Vs and V (z →∞) = 0 (7.5). In principle, V (z)
has to be determined from Poisson’s equation (7.9) in which the space charge ρ(z)
is calculated self-consistently in terms of wave functions φi(z) that are solutions of
(7.47a) itself

ρ(z) = e

(
−
∑

i

Ni |φi (z)|2 + N+D − N−A

)
. (7.48)

Ni is the concentration of electrons possessing the i th energy eigenvalue εi in
(7.47a). The appropriate approach is therefore a self-consistent solution of (7.47a)
together with (7.9), where these equations are related to one another through (7.48).
Rather than applying this complex procedure, one often approximates the space
charge potential near the “bottom” of the conduction band by a linear function of z
(Fig. 7.9a)

V (z) = −Escz, Esc < 0, (7.49)

where Esc is the space charge field, assumed to be independent of z. This triangular
potential well contains bound electronic states whose wavelength is determined by
the width of the well (Fig. 7.11). The eigenvalues εi of (7.47a) are thus discrete
energies, whereas Exy , the solutions of (7.47bb), are the energies of free electron
waves propagating in the x, y-plane:

Exy = h̄2

2m∗x
k2

x +
h̄2

2m∗y
k2

y . (7.50)

The total energy of an electron in the accumulation or inversion layer can thus be
written, with k‖ = (kx , ky) as

Ei (k‖) = h̄2

2m∗x
k2

x +
h̄2

2m∗y
k2

y + εi , i = 0, 1, 2, . . . . (7.51)

To each εi (i = 0, 1, 2 . . .) there belongs a 2D parabolic band, such that along kx

a series of parabolas is obtained (Fig. 7.9b). These different 2D bands are called
subbands. A 2D parabolic band has a constant density of states D(E) = dZ/dE as
is easily shown: the number of states dZ per unit area within a ring of thickness dk
and radius k in (kx , ky) space is

dZ = 2πkdk

(2π)2
. (7.52)

Since dE = h̄2kdk/m∗ one obtains with spin degeneracy (a factor 2):

D = dZ/dE = m∗/π h̄2 = const. (7.53)

The total density of states of the subband series in Fig. 7.9b thus consists of a
superposition of constant contributions, each belonging to one subband Ei (k‖)
(Fig. 7.9c).
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Fig. 7.10 Surface density
�N of free electrons as a
function of temperature for a
non-polar ZnO (1010) surface
in UHV. The accumulation
layers were generated by
adsorption of atomic
hydrogen. �N was measured
using the Hall effect; the
different curves correspond
to increasing total carrier
density, i.e. to increasing
band bending [7.4]

Fig. 7.11 A triangular
potential well used to
approximate narrow electron
accumulation or inversion
space-charge layers. EC(z)
is the conduction-band
minimum as a function of
z (coordinate normal to the
surface). The lowest
quantized states ε0 and ε1
are indicated with the
corresponding wave functions
φ0 and φ1 (schematic)

The position of ε0 with respect to the bottom of the conduction band (�ε in
Fig. 7.11) is easily estimated by means of the uncertainty principle

d0 p0 � h̄, (7.54)

where d0 is the width of the potential well for the particular wave function whose
momentum is p0. With the space charge field Esc one has, according to Fig. 7.11,

ε0 = p2
0

2m∗⊥
� ed0|Esc|. (7.55)

With p0 = (2m∗⊥ε0)
1/2 and using (7.54) the lowest subband energy, referred to the

conduction-band minimum, follows as

ε0 � (h̄e)2/3

(2m∗⊥)1/3
|Esc|2/3, (7.56)

where m∗⊥ is the principal effective mass normal to the surface.
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With typical values for |Esc| and m∗⊥ of 105 V/cm and 0.1 m0, respectively, one
estimates ε0 to be about 30 meV and the “size” d0 of the corresponding state to be
approximately 30 Å. The exact solution of the Schrödinger equation (7.47a) with a
triangular potential well (7.49) (Fig. 7.11) yields the following spectrum of energy
eigenvalues

εi =
(

3

2
π h̄e

)2/3 |Esc|2/3
(2m∗⊥)1/3

(
i + 3

4

)2/3

, i = 0, 1, 2, 3, . . . . (7.57)

Comparing this with (7.56) we see that our estimate for ε0(i = 0) was actually
rather good.

It should be emphasized that our simple considerations up to this point are most
applicable to inversion layers, where the carriers in the quasi-2D gas are separated
from the free carriers in the bulk by a sharp zone of depletion (Fig. 7.1b, second
column). In a strong accumulation layer there is no such barrier containing the bulk
carriers. Both the electrons bound to the surface in the subbands and those whose
motion normal to the surface is not quantized, contribute to the self-consistent poten-
tial and must be considered in (7.48).

Another complication arises in indirect-gap semiconductors such as Si, Ge and
GaP, for which the conduction band minima are not in the center of the Brillouin
zone. For Si, for example, the surfaces of minimal constant energy in k-space are
ellipsoids around the kx , ky , kz axes, thus yielding two different effective electron
masses m� (longitudinal) and mt (transversal). Different lattice planes cut the energy
ellipsoids differently. On a (100) surface the projections of two ellipsoids are circles
whereas the other four are ellipses. According to (7.56, 7.57) the effective mass
component normal to the surface enters into the subband energies. On the Si(100)
surface one thus has two subband series according to (7.57) which differ in their
effective masses normal to (100). The same is true for the Si(110) surface. A (111)
surface, however, cuts all six ellipsoids in the same way. Thus only one mass com-
ponent normal to (111) has to be regarded, and a single series of subbands exists.

For both accumulation and inversion layers, there is a remarkable difference
between the free electron density n(z) calculated in a completely classical way
(Sects. 7.2–7.4) and that, for which z-quantization has been taken into account. In
the classical description, the charge density depends only on the local separation
of the band edge EC(z) from the Fermi level EF; it must thus have a maximum
at the very surface, where this separation is smallest and largest, respectively, for
accumulation and inversion layers (Fig. 7.12). On the other hand, in the quantum-
mechanical description, the free electron density n(z) is given by

∑
i Ni |φi (z)|2

(7.48), and the wave functions φi (z) for each subband i must have a node at the
surface (Fig. 7.11); i.e. n(z) must vanish at the surface. The calculated electronic
charge density n(z) for Si(100) in Fig. 7.11 clearly shows this behavior [7.5]. For
this particular example, most of the total charge is contained in the lowest subband
(i = 0). The average distance of the charge from the surface is greater when calcu-
lated quantum mechanically than when calculated classically.
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Fig. 7.12 Classical and
quantum-mechanical charge
density for a Si(100)
inversion layer at 150 K with
1012 electrons per cm2 and a
bulk acceptor doping of
1.5 · 1016 cm−3. The dashed
curve shows the contribution
of the lowest subband to the
quantum-mechanical charge
density [7.5]

7.7 Some Particular Interfaces and Their Surface Potentials

As was pointed out in Sect. 7.5, surface or interface densities of states in the for-
bidden bulk band exceeding about 1012 cm−2 are usually high enough to pin the
Fermi level EF at the surface or interface, i.e. the position of EF becomes locked
with respect to the bulk band edges EC and EV. For a particular interface with high
density of states in the gap, there is a fixed surface potential φs = e−1[EF−Ei(0)]surf
that is characteristic for the particular surface. The band bending eVs = e(φs − φb),
(7.5), is then determined by φb, i.e. by the bulk doping. This is clearly the case for
a clean Si(111) surface with the (2 × 1) superstructure, obtained by cleavage in
UHV. Figure 7.13 shows the classic results of Allen and Gobeli [7.6] who measured
the work function eφ = Evac − EF and the photothreshold eφP = Evac − EV
on Si(111)-(2× 1) after cleavage in UHV. As is expected for Fermi level pinning
both φ and φP remain nearly constant over a wide range of bulk doping lev-
els. Consistent with this, the surface potential φs is also independent of temper-
ature between 130 and 350 K. The situation for Si(111)-(2 × 1) is more clearly
explained in Fig. 7.14. The bulk doping level determines the energetic distance
between EF and EC deep in the bulk (z � 0). According to Sect. 6.5.1, there
is a significant density of dangling-bond surface states reaching into the forbid-
den band. Two bands, one of occupied π states (donors), and the other of empty
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Fig. 7.13 Work function eφ
and photo-threshold eφp
(explanation in the band
scheme above) of the cleaved
Si(111)-(2× 1) surface as a
function of bulk doping
(p- and n-type) and bulk
Fermi level position
(EF − Ei)b [7.6]

π∗ states (acceptors) give rise to densities of states of the form shown qual-
itatively in Fig. 7.14; they are separated by an absolute gap of about 0.4 eV
width (see also Fig. 6.35). The surface density of dangling-bond orbitals corre-
sponds to a monolayer and is thus higher than 1014 cm−2. This is large enough
to pin the surface Fermi level EF at an energy between the two dangling bond
bands. From experiment, the pinning position (EF − EV)surf is found to be
about 0.35 eV [7.6, 7.8] (Fig. 7.14). The band bending must adjust so that on
p-type Si a hole depletion is formed (Fig. 7.14a) whereas on highly n-doped mate-
rial a p-inversion layer (Ei − EF)surf > 0, appears (Fig. 7.14b).

The Ge(111)-(2 × 1) surface prepared by cleavage in UHV exhibits properties
similar to the Si(111)-(2× 1) surface with respect to its surface states (Sect. 6.5.1).
Two bands of occupied and empty π and π∗ state are responsible for pinning EF at
about 40 meV above the valence band edge [7.9]. For a comparison with Si one has
to take into account the smaller band gap for Ge of about 0.7 eV at 300 K.

Si(100)-(2 × 1) surfaces, for which the reconstructions are described by dimer
models (Sect. 6.5.1), are prepared by argon ion bombardment and annealing in UHV,
or by only annealing. The distribution of surface states on this surface is not as well
established as for the Si(111)-(2×1) surface, but according to Sect. 6.5.1 (Fig. 6.41)
the surface is semiconducting similar to Si(111)-(2 × 1). Accordingly, the pinning
position of the Fermi level at the surface is not very different. (EF − EV)surf is
found to be about 0.4 eV, i.e. comparable to that on Si(111)-(2×1) [7.10, 7.11]. The
properties of space charge layers are thus similar to those described in Fig. 7.14.

The Si(111)-(7 × 7) surface is the most stable surface. It can be produced by
annealing a cleaved (2 × 1) reconstructed surface to above 350◦C or by argon ion
bombardment and annealing. Details of the geometrical and electronic structure are
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Fig. 7.14 Qualitative surface state density Nss and band scheme of the cleaved Si(111)-(2 × 1)
surface for p-doped (a) and n-doped (b) material. π and π∗ dangling-bond states are derived from
the π -bonded chain model [7.7]

known (Sect. 6.5.1). Photoemission (Fig. 6.38) and inverse photoemission studies
[7.12] indicate that the distribution of electronic surface states roughly resembles
that in Fig. 7.15. The surface probably possesses a nearly continuous distribution
of surface states (metal-like surface) with a peak at about 0.7 eV above the valence-
band edge EV (surface-state band S1 in Fig. 6.38). The density of states is high
enough to effectively pin the Fermi level at about 0.70 eV above the valence band
edge, i.e. near midgap [7.12]. One therefore expects electron depletion layers on
n-type Si and hole depletion on p-type material.

With respect to semiconductor device technology the most important Si interface
is the Si/SiO2 interface [7.13]. Extensive studies have therefore been dedicated to

Fig. 7.15 a–c Qualitative
surface state density Nss
and band scheme of the
Si(111)-(7× 7) surface
(n-doped material) [7.12]
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achieving a deeper understanding of the oxidation process of Si surfaces. On the
basis of such studies, preferably performed on surfaces prepared in UHV, detailed
models of the oxidation process have been developed. High-Resolution Electron
Energy Loss Spectroscopy (HREELS) [7.14] clearly shows the different stages
of oxidation of a Si(111)-(7 × 7) surface. The data suggest the following model:
Exposure to oxygen at 700 K first leads to monolayer adsorption of atomic oxygen
(Fig. 7.16a) with the oxygen atoms bonded at bridge sites to two surface Si atoms.
Higher exposures in the 103 L range cause a penetration of oxygen into the sec-
ond atomic layer. The HREELS spectra can be rationalized by assuming oxygen at
bridge sites with a bonding configuration as in Fig. 7.16b [7.14]. For even higher
exposures, the loss spectrum develops into that of Fig. 7.16c, which, by comparison
with optical data, clearly indicates the presence of a “thick” oxide layer of SiO2.
This native oxide layer on Si is amorphous, no long-range order is found in any
scattering technique. But the layer is of very high quality, both in the sense of being
homogeneous and closed and of having an extremely low defect level density at the
Si–SiO2 interface. In high-resolution electron micrographs, this interface appears
sharp to within one or two atomic layers. The perfection of the interface is especially
important for its electrical properties. Oxidation leads to the saturation of dangling
bond orbitals, the surface states of Figs. 7.14, 7.15 disappear from the forbidden
band and new chemisorption bonding and antibonding states are formed at energies
far below EV and above EC, respectively. These states are always occupied and
empty, respectively; they are no longer of interest for the electrical properties.

As expected from this simple picture, no significant density of interface states is
found in the forbidden band. Recent preparation and measurement techniques show
density values NIS as low as 108 cm−2 eV−1 near midgap. Over the whole forbidden
band one estimates a total areal density of less than 1010 cm−2. This is such a low
value that it does not affect the position of the Fermi level at the interface. Not
enough charge is trapped in these interface states to cause any pinning of EF. The
Fermi level moves freely with changes of doping and temperature over the entire
forbidden gap (Fig. 7.17). Nevertheless, a major effort is being made to understand
the nature of the remaining electronic interface states at this nearly perfect SiO2/Si
interface and to further decrease their density. As will be shown in the next chapter,
the performance of important Si devices can be improved by lowering the density
of these interface states. As is qualitatively plotted in Fig. 7.17, the distribution of
these interface states is U-shaped; it has increasing tails towards the band edges EV
and EC, and a minimum near midgap. Figure 7.18 depicts a characteristic example
of interface-state densities measured some years ago [7.15]. Compared with recent
results, a relatively high density of states is found. Today it is possible to prepare
interfaces whose trap densities are about two orders of magnitude lower. But the
U-shape of the distribution is clearly resolved. There is a clear orientation depen-
dence; on (111) surfaces the trap density is about an order of magnitude higher than
on the (100) surface. This result can be correlated with the number of available
bonds per unit area on the Si surface. The orientation dependence is the reason
why all modern Si field effect transistors (Sect. 7.8) are fabricated on (100)-oriented
substrates.
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Fig. 7.16 a–c Energy loss spectra (HREELS) of the Si(111)-(7× 7) surface after oxygen exposure
at 700 K (primary energy E0 = 15 eV, specular reflection geometry). The interpretation of the
observed vibrational losses is given on the right-hand side in terms of structure models. For clarity,
Si atoms have been assumed to lie at bulk-like positions. (a) In the first fast adsorption stage (10 L)
atomic oxygen bonds between Si atoms within the topmost Si layer. (b) In the subsequent slow
chemisorption stage (103 L) oxygen penetrates into the Si lattice and is additionally bonded on
bridge sites between the first and second Si(111) double layers. (c) Spectrum for even higher expo-
sures (> 104 L oxygen). A comparison with a spectrum calculated from optical data of vitreous
SiO2 (broken line) indicates the presence of a SiO2 overlayer. The thickness (≈ 5 Å) was measured
by AES [7.14]

The models presented thus far to describe the origin of interface states, have been
based on the assumption of unsaturated dangling bonds at the interface. Figure 7.19
depicts a possible model for such interface defects. In addition to the free Si dan-
gling bonds, silicon and oxygen bonds in the oxide are distorted at the interface to
match the silicon lattice. In the chemist’s language: near the interface, the oxidation
is incomplete. Instead of having only Si+4 as in SiO2, at the interface Si is also
found in its Si+1, Si+2 and Si+3 states. This can be concluded from XPS studies
[7.16, 7.17].
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Fig. 7.17 a–c Qualitative plot of the interface state density NIS and the band scheme near the
SiO2/Si interface for different bulk dopings, i.e. different Fermi level positions: (a) n-type Si; (b)
nearly intrinsic Si; (c) p-type Si

Fig. 7.18 Interface state
density in thermally oxidized
Si for two different surface
orientations. EV and EC
are the valence- and
conduction-band edges
[7.15]

Fig. 7.19 Schematic model
of the microscopic Si–SiO2
interface in which bonds of
silicon and oxygen are
distorted to match the silicon
lattice. An unsaturated Si
dangling bond is also shown
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Surfaces of III-V compound semiconductors display completely different behav-
ior to the Si surfaces just discussed. Let us consider, as an example the much studied
compound GaAs.

The GaAs(110) surface can be prepared by cleavage in UHV. As has been shown
by numerous UPS and work-function measurements, no pinning of the Fermi level
occurs on good mirror-like cleaves of either n- or p-type GaAs. The variation of the
Fermi level at the surface as a function of bulk doping is similar to that shown in
Fig. 7.17 for the Si–SiO2 interface. To within the experimental accuracy flat bands
are found, independent of the type of bulk doping; the Fermi level at the surface
can move over the entire forbidden band as the bulk doping is varied from high
n-type (n+) to high p-type (p+). This means that the density of surface states in the
gap must be extremely low on well-cleaved GaAs(110) surfaces. As was previously
discussed in Sect. 6.5.2, this surface displays a kind of buckling (1 × 1) recon-
struction with the As surface atoms shifted outwards and the Ga atoms inwards in
respect to their bulk position (Figs. 6.43). This reconstruction is connected with a
surface-state distribution, in which the As and Ga dangling-bond surface states are
essentially degenerate with the bulk-valence and conduction-band states, respec-
tively (Fig. 6.44). The gap is free of intrinsic states and merely contains a few
defect-induced extrinsic surface states. In this sense the good, clean, UHV-cleaved
GaAs(110) surface more closely resembles the Si–SiO2 interface, than the good,
cleaved Si(111) surface.

It has been shown theoretically by a number of different approaches (Sect. 6.5)
that an “ideal” GaAs(110) surface, whose atomic configuration is that of the trun-
cated bulk, is related to a different distribution of surface states (Fig. 6.43). For
this surface the As- and Ga-related dangling-bond states shift into the gap, the
Ga-derived empty states probably down to a position near midgap, whereas the
occupied As states are probably located in the lower half of the forbidden band.
This configuration leads to pinning of the Fermi level. The acceptor-type Ga states
(near midgap) cause depletion layers on n-doped GaAs, whereas the donor-type As
states are responsible for hole depletion on p-type material.

A qualitatively similar situation is also obtained when a perfectly cleaved
GaAs(110) surface with initially flat bands is ion bombarded, etched or exposed
to one of a number of gases (oxygen, atomic hydrogen etc.). For all these treatments
the Fermi level is pinned somewhere between 0.65 and 0.8 eV for n-type GaAs, and
between 0.45 and 0.55 eV for p-type material, above the valence band maximum
EV (Fig. 7.20). Similar pinning positions are also found after deposition of a variety
of metals on the GaAs(110) surface (Chap. 8). The fact that the GaAs(110) sur-
face responds similarly to the different surface treatments suggests that in each case
defect surface states (acceptors on n-type and donors on p-type) are responsible for
the formation of the depletion layers. As and Ga vacancies and also antisite defects
AsGa and GaAs, have been proposed as likely agents (Sect. 8.4).

The idea that a certain degree of nonstoichiometry is responsible for the surface
states on GaAs(110) is also supported by the observation of space-charge layers
and Fermi-level pinning on GaAs(001) surfaces grown by Molecular Beam Epitaxy
(MBE) [7.18]. In MBE (Sect. 2.4) the stoichiometry of a growing surface can be
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varied within certain limits by controlling the As–Ga supply ratio. Surfaces with
different stoichiometry are usually characterized by different LEED or RHEED pat-
terns, i.e. superstructures. For GaAs(001) the observed (4 × 6), c(2 × 8), c(4 × 4)
patterns correspond to increasing surface As concentrations, as revealed by AES or
XPS. From Fig. 7.20 it is evident that in all cases of MBE-grown GaAs(001) sur-
faces, similar Fermi-level pinning is obtained as for GaAs(110) surfaces, although
a slight shift of the pinning energies towards the conduction-band minimum EC
occurs with increasing As content. The same type of surface states as on GaAs(110),
probably defect states, are likely to be responsible for this effect.

A somewhat different situation has been found for the cleaved (110) surfaces
of the narrow gap III-V semiconductors InAs (gap ≈ 340 meV) and InSb (gap ≈
180 meV). In both cases the clean surfaces appear to have flat bands, independent of
the level and type of doping, i.e. a negligible density of surface states exists within
the forbidden band.

This situation is analogous to that of perfectly UHV-cleaved GaAs (110) surfaces,
where on the buckled, relaxed (1 × 1) surface (Fig. 6.43 c, d) the forbidden band
is essentially free of surface states. The Ga- and As-derived dangling bond states
lie close to the conduction and valence band edges, respectively, and are resonances
near the ! point (Fig. 6.44). As in the case of GaAs (110) slight contaminations,
defects due to bad cleavages, or deposition of tiny amounts of metals change the
distribution of surface states; surface states shift into the gap, however not into the
absolute gap at the ! point as in GaAs, but rather into the indirect gap (Table 8.2)
which is spanned by the valence band maximum and the flat side conduction band
minimum of the bulk band structure. This peculiarity of narrow gap semiconductors
as InAs, InSb, and also InN (gap energy ≈ 0.7 eV is small in comparison to other
III nitrides) is due to the very sharp energetically low-lying ! conduction band min-
imum, a specialty of narrow gap semiconductors, which is related to an extremely
low density of states as compared with the flat side minimum near the Brillouin

Fig. 7.20 Pinning of the
Fermi level above the Valence
Band Maximum (VBM) for
n- and p-type GaAs(001)
with three different surface
reconstructions produced in
MBE [7.18]. For comparison
the Fermi level-pinning
positions on ion bombarded,
etched, and O- and H-covered
GaAs(110) surfaces are
indicated by dark (p-type)
and open (n-type) bars
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zone boundary. The electronic states of the flat side minimum are therefore much
more relevant for the energetic position of the conduction band-derived acceptor-
like surface states than the states around the ! minimum. This is generally true for
the determination of EN as will be discussed also in Sect. 8.2.

Consequently, we conclude that the charge neutrality level EN of the surface
states will be located somewhere near midgap of the indirect gap (Fig. 7.21). Thus
it is found somewhere in the energy range of the lower bulk conduction band. The
Fermi level on such a surface is pinned within the conduction band range and a sur-
face accumulation results (Fig. 7.21). Indeed, on real narrow gap semiconductor sur-
faces the surface Fermi-level pinning position in the conduction band (EF− EC)surf
is found to be ∼100 meV for InSb (110) [7.19], ∼150 meV for InAs (110) [7.20],
and∼900 meV for InN (1100) [7.21]. For InN this qualitative interpretation is quan-
tified by self-consistent realistic bulk band structure calculations in connection with
the determination of EN and the Fermi-level pinning position (Fig. 7.22). It must
be emphasized that our qualitative interpretation of Fig. 7.21 very well explains the
experimental findings of Fermi-level pinning on many real surfaces of narrow gap
semiconductors. But as the behavior of well UHV-cleaved (110) or (1100) surfaces
shows, particular type of reconstructions might shift the surface state bands out of

Fig. 7.21 Qualitative explanation of the origin of a surface electron accumulation layer (2DEG
is 2D electron gas) on narrow gap semiconductors as InAs, InSb, and InN. Qualitative bulk band
scheme of a narrow gap semiconductor with its sharp conduction band minimum at !; Eg, absolute
forbidden gap. (a) Qualitative surface state density with respect to bulk conduction and valence
band edges EC and EV, respectively. Bulk electronic states from the flat, high-density minimum
of the conduction band (part a) are more relevant for the formation of surface state bands than
the states around the ! conduction band minimum. Thus the neutrality level EN, where acceptor
character of the surface states switches over into donor character, is degenerate with the lower
part of the bulk conduction band. (b) Resulting band bending of a surface accumulation (2DEG),
where the electronic space charge QSC (2DEG) is compensated by the surface state charge QSS
which originates from empty donor-like surface states. The energetic width of the QSS distribution
is strongly exaggerated for clarity. For surface state densities above 1012 cm−2 near EN the Fermi
level is pinned near EN with tiny deviations from EN in the order of 100 μeV
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Fig. 7.22 Calculated (density
functional theory) bulk
electronic band structure
across the Brillouin zone of
InN. The branching point EB,
i.e., the neutrality level EN
derived for surface states is
also indicated as well as the
energy Epin, where the Fermi
level at the surface is pinned
[7.22]

the forbidden band, be it the direct one as for GaAs or the indirect one of InAs, InSb,
or InN.

ZnO surfaces are typical both of many metal oxides and of II-VI compound
semiconductors. ZnO is always found as an n-type semiconductor with a band-gap
energy of≈ 3.2 eV (300 K). On this wurtzitic semiconductor three types of surfaces
can be prepared by cleavage in UHV: the non-polar (1010) prism face as well as the
polar (0001)Zn and (0001)O faces. After cleavage in UHV all three surfaces show
flat bands or weak electron depletion layers. For the polar O face the situation is
depicted in Fig. 7.23 [7.23]. The band bending seen here is established by a low den-
sity of surface states at 0.38–0.45 eV below the conduction-band edge. Treatment
with atomic hydrogen produces strong accumulation layers on all three types of
surface. Downward band bending of as much as 1 eV has been observed. In contrast
to the usual exponential dependence of the bulk conductivity on 1/T (Fig. 7.24) the
sheet conductance containing essentially the effect of the degenerate electron gas
in the accumulation layer is nearly independent of temperature T . Hydrogen acts
to reduce the surface and probably produces a Zn excess, which is related to the

Fig. 7.23 Energy-band
scheme near the conduction
band edge for the polar
(0001)O face of ZnO after
cleavage m UHV. After
subsequent annealing in UHV
at temperatures up to 800 K
the same scheme remains
valid [7.23]
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Fig. 7.24 a,b Sheet conductance gsheet =
∫ d

0 dzμn(z) versus temperature measured after cleavage
in UHV for polar surfaces of ZnO: (a) (0001)Zn surface; (b) (0001)O surface. After cleavage, the
clean surface (×) was exposed to atomic H (curve 1), then O2 was admitted at 3 · 10−3 Torr for
10 min (curve 2) and subsequently at 10−2 Torr for 10 min (curve 3) [7.25]

formation of donor-like defect surface states [7.24]. From the observed band bend-
ing one can deduce that these states lie at least 0.4 eV above the conduction-band
edge, i.e. they are degenerate with bulk conduction-band states.

Oxygen has the opposite effect on ZnO surface (Fig. 7.24). For both polar sur-
faces oxygen can at least partially remove the effect of hydrogen adsorption. The
removal of the accumulation layer proceeds faster on the Zn surface, but the satu-
ration values are the same for the two polar faces. On all three types of clean ZnO
surfaces chemisorbed oxygen forms electron depletion layers with upward band
bending. The oxygen adsorbs as a negatively charged species which binds electrons
and therefore acts as a surface acceptor.

To conclude this section, let it be once more emphasized that there is an important
and probably general difference between the clean surfaces of most elemental semi-
conductors and those of compound semiconductors. For the latter class of materials,
defect surface states appear to play the major role in determining the Fermi-level
position at the surface. On the other hand, for Si and Ge, it is intrinsic dangling
bond states that are important.

7.8 The Silicon MOS Field-Effect Transistor

The most important direct application of space-charge layers is in field-effect
devices. Field-effect transistors are basically voltage- or electric-field-controlled
resistors. Since their conduction process involves essentially one kind of carrier in
a space-charge layer, field-effect transistors are called unipolar, in contrast to p–n
junction derived devices, such as the npn transistor. There, the current is carried
by both electrons and holes, and consequently the device is known as a bipolar
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transistor. There is a whole family of Field Effect Transistors (FETs) of which two
major classes are the Metal-Semiconductor Field-Effect Transistors (MESETs) and
the Metal-Oxide Semiconductor Field-Effect Transistors (MOSFETs). The function
of a MESFET is based on the external control of a Schottky depletion space-charge
layer beneath a metal semiconductor contact (Sect. 8.6). In contrast, in the MOSFET
the space-charge layer beneath an insulating surface oxide is controlled by an exter-
nal voltage. By far the most advanced MOSFET. Its basic structure is illustrated
in Fig. 7.25. For this so-called n-channel device the substrate is p-type Si, into
which two n+-doped (n+ means high level of n-type doping) regions, the source
and drain, are formed (e.g., by ion implantation). Metal films on top serve as con-
tacts. These two n+ regions are separated from each other by the so-called channel
(length L). In operation this channel carries the current between source and drain. It
is a space-charge layer which is separated from the third metal contact, the gate, by
a SiO2 insulating film. This film consists of native oxide which is formed by heat
treatment during the fabrication process. In particular the Si/SiO2 interface which
was discussed briefly in Sect. 7.7 has an important influence on the performance of
the MOSFET. In contrast to the studies discussed in Sect. 7.7, however, the oxide
barrier in MOS devices is not usually prepared in UHV systems but, for practical
reasons, in stream reactors. On a MOSFET there is a fourth contact, the substrate
contact, on the back surface of the Si substrate. It is usually used as a reference.
Figure 7.25b shows schematically the simplest circuit for operating a MOSFET.
When no voltage is applied to the gate (VG = 0), the Si substrate is p-type up to the
Si–SiO2 interface below the gate (Fig. 7.26). The source-to-drain electrodes corre-
spond to two p–n junctions connected back-to-back. The channel has an extremely
high resistance. When a sufficiently high positive bias is applied to the gate, negative
charge is induced across the oxide, electrons build up in the channel to the level
where inversion occurs (Fig. 7.26b). An electron inversion layer (or channel) has

Fig. 7.25 a,b Si metal-oxide-semiconductor field effect transistor (MOSFET). (a) Schematic dia-
gram of the device [7.26]. (b) Schematic circuit showing the MOSFET and the voltages relevant
to its performance
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been formed between the two n+ regions. Source and drain are then connected by a
conducting n-type channel and a current, controlled by VG, can flow between source
and drain. With source and drain at the same potential, i.e. VD = 0 in Fig. 7.25b,
the band scheme of Fig. 7.26b would be valid over the entire gate length. In opera-
tion, however, a controllable current flows between source and drain, and the drain
contact is thus biased with respect to the source. A complete description of this
nonequilibrium condition requires a two-dimensional band scheme E(x, y) with x
being the coordinate normal to the Si–SiO2 interface and y parallel to the channel
(Fig. 7.27). The band scheme depicted in Fig. 7.26b thus corresponds to Fig. 7.27c
and qualitatively also to spatial regions in the channel close to the source contact
in Fig. 7.27d. Note that in the non-equilibrium case (Fig. 7.27d) the Fermi level
splits into quasi-Fermi levels EFp and EFn along the channel. The voltage required
for inversion at the drain is larger than in equilibrium, since the applied drain bias
lowers the electronic quasi Fermi level EFn ; an inversion layer can be formed only
when the potential at the surface crosses EFn . A detailed mathematical treatment
of the MOSFET has been given by Sze [7.28]. Based on a simple description of
the space-charge layer, as in Sects. 7.2–7.4, one can derive the drain current ID
as a function of drain voltage VD (Fig. 7.28). A certain threshold voltage VT is
necessary to open the n-channel; for increasing gate voltages above the threshold
voltage (VG − VT > 0) increasing drain currents are obtained because the carrier
concentration in the inversion layer increases. For a given VG the drain current first
increases linearly with VD (linear region), then gradually levels off and approaches a
saturation value (saturation region). With rising drain voltage a significant potential
drop is produced along the channel within the semiconductor while the potential on
the gate side is kept constant along the metallic gate electrode. Along the channel an
increasing voltage drop normal to the channel occurs and finally the channel tends to
be pinched off near the drain end. This effect limits the drain current and determines

Fig. 7.26 Band diagram of a
MOSFET along a line normal
to the gate electrode
(x direction in Fig. 7.25a).
Interface states between Si
and SiO2 and oxide traps
within the SiO2 layer are
neglected. (a) At zero gate
voltage (VG = 0) the bands
are essentially flat. (b) For
sufficiently high positive gate
voltage (VG > 0) an electron
inversion layer is established
and the channel is opened



356 7 Space-Charge Layers at Semiconductor Interfaces

Fig. 7.27 a–d Two-dimensional band diagram of an n-channel MOSFET as in Fig. 7.25. The x ,
y plane of (E, x, y) coordinate system is the same as in Fig. 7.25. The intrinsic energy Ei, Fermi
energy EF and conduction- and valence-band edges EC and EV are plotted versus coordinates x
and y normal and parallel to the gate electrode. (a) Device configuration. (b) Flat-band zero-bias
equilibrium condition as in Fig. 7.26a. (c) Equilibrium condition under a gate bias (VG �= 0) as
in Fig. 7.26b. (d) Non-equilibrium condition under both gate and drain biases. A current flows
through the channel and in the region of current flow the Fermi-level splits into quasi-Fermi levels
for electrons EFn and holes EFp [7.27]

its saturation value. The dashed line indicates the locus of the drain voltage at which
saturation is reached.

So far, our treatment has completely neglected the existence of interface states
at the Si/SiO2 interface, and of bulk trap states within the SiO2 layer itself. Such
interface states, if their density is too high, cause the functioning of a MOSFET
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Fig. 7.28 Idealized drain
current characteristics (ID
versus VD) of a MOSFET.
VT is the threshold voltage
at which channel conductance
appears. The dashed line
describes the locus of the
saturation drain voltage
[7.28]

to deteriorate considerably. If in Fig. 7.26 a continuous distribution of states with
high density in the Si gap has to be taken into account, these states have to cross
the Fermi level during the formation of the band bending in Fig. 7.26b (formation
of inversion layer). A large number of interface states must be charged because
they have shifted below the Fermi level. The charge required to fill these states is
missing in the inversion layer, and is not effective for increasing the channel current.
The charge QG supplied to the gate-metal contact by the action of an applied gate
voltage VG has to compensate both the charge in interface states QIS and that in the
space charge region QSC (channel):

QG = QIS + QSC. (7.58)

Electric field lines connect charges on the gate electrode with electrons in the chan-
nel and in interface traps (Fig. 7.29). For a given gate voltage VG the input capaci-
tance Ci determines the gate charge QG = CiVG; but if the interface state density is
high enough, QIS completely compensates QG and QSC must be negligibly small.
Consequently the applied gate bias cannot induce enough charge in the channel and
the bands are not bent (Fig. 7.26b). To achieve a satisfactory MOSFET performance
one thus requires a semiconductor–oxide interface that has a very low density of
interface states. According to Sect. 7.6 this is precisely the case for the Si/SiO2
interface. But in contrast, the GaAs-oxygen interface is characterized by a high

Fig. 7.29 Schematic plot of
electric field across the gate
oxide of a MOSFET. Field
lines connect the charge on
the metal gate electrode with
free carriers in the channel
and with charge trapped in
interface states
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density of interface states (probably defect states, Sect. 7.6); MOSFET structures
based on GaAs can therefore not be fabricated in a simple manner as with Si. A
possible solution is related to Schottky barriers at metal-semiconductor junctions;
this will be discussed in more detail in Chap. 8.

7.9 Magnetic Field Induced Quantization

The electron inversion layer of a conducting MOSFET channel is ideally suited for
studying effects related to narrow conducting channels. Its extension normal to the
gate is on the order of 10–50 Å, such that quantization along this direction occurs,
while the electrons retain their delocalized character along directions parallel to the
gate electrode (Sect. 7.6). The corresponding subbands in this 2D electron gas can
indeed be observed at sufficiently low temperatures [7.29].

The application of a magnetic field causes the dimensionality of an electron gas to
decrease; the 2D gas within an MOS inversion layer is further quantized. If a strong
magnetic field B is applied normal to the surface of an MOS device (Fig. 7.27b), the
electrons in the inversion layer are forced to move in cyclotron orbits. Classically,
the cyclotron frequency ωc of an electron in such an orbit is calculated from the
condition that the Lorentz force should equal the centrifugal force (Fig. 7.30a). It is
obtained as

ωc = eB/m∗‖ (7.59)

where m∗‖ is the principal effective mass parallel to the surface of the MOS device,
i.e. normal to B. Without a magnetic field, the possible electronic levels of the 2D
electron gas were given by the subband parabolas (7.51), where, parallel to the
interface, the electrons can move freely with a k‖ being a good quantum number.
Free movement parallel to the surface is no longer possible when B �= 0. For the
cyclotron orbits one obtains the so-called Landau levels as the energy eigenvalues
within the magnetic field:

E L
n =

(
n + 1

2

)
h̄ωc, n = 0, 1, 2, . . . . (7.60)

As is expected from the decomposition of an orbital movement into two linear oscil-
lations, the quantum energies (7.60) of the Landau orbits are those of an oscillator.
In a strong magnetic field one also has to take into account the fact that the spin
degeneracy breaks down. The electron spins have two possible orientations in the
B field. Instead of (7.51), the possible one-electron quantum energies for the 2D
electron gas become

Ei,n,s = εi +
(

n + 1

2

)
h̄ωc + sgμB B (7.61)

where εi is the energy of the i th subband originating from “z-quantization”
(Sect. 7.6). For a triangular potential well εi is proportional to (i + 3/4)2/3,
see (7.57), g is the Landé g-factor, μB the Bohr magneton, and s = ±1 the spin
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Fig. 7.30 a–e Quantization of a quasi 2D electron gas in a magnetic field B and its measurement
using a Si MOS device. (a) Classical description of cyclotron orbit of an electron (velocity v) in a
magnetic field B. The cyclotron frequency ωc is determined by the balance between Lorentz force
and centrifugal force. (b) MOS device with B field normal to the device connected for measuring
the magnetoresistance and quantum Hall effect; (c) Subband parabola along kx (wave vector par-
allel to the surface) with no magnetic field (dashed line). In a magnetic field B �= 0 the continuous
parabola splits into separate Landau levels (n + 1/2)h̄ωc represented by the points. (d) Density of
states for zero magnetic field (step function shown as dashed line) and with B �= 0 (spikes, full
line). (e) Representation of Landau levels in the kx , ky plane normal to the magnetic field

quantum number. In multi-valley semiconductors the valley splitting �Ev has to
be taken into account in (7.61). This can be done by a fourth term v�Ev with
v = ±1/2 as a valley quantum number. According to (7.61) the new quantization
in the magnetic field in terms of Landau levels appears as a splitting of the con-
tinuous parabolic subbands into discrete levels (Fig. 7.30c–d). For any particular
subband (ε0 in Fig. 7.30c) the density of states being a step function (broken line
in Fig. 7.30d) for B = 0, is transformed at finite B into a series of δ-function-like
spikes whose separation in energy is h̄ωc (Fig. 7.30d). The states “condense” into
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these sharp Landau levels under the action of the magnetic field B. Because of state
conservation the area under each spike, i.e. the degeneracy NL of each Landau level
(7.61) is obtained as

NL = h̄ωc D0, (7.62)

where D0 is the density of the subband at B = 0. In contrast to (7.53) the spin
degeneracy has now been lifted by the B field and the density is obtained as

D0 =
m∗‖

2π h̄2
= (mx my)

1/2

2π h̄2
. (7.63)

With (7.59), the degeneracy therefore follows as

NL = eB/h. (7.64)

If the Landau level is below the Fermi level, it is occupied by just NL electrons
(at sufficiently low temperature). A variation of the external magnetic field changes
both the Landau level splitting h̄ωc (Fig. 7.30d) via (7.59), and the degeneracy of
each level, (7.64).

With increasing magnetic field the Landau levels shift to higher energies, cross
the Fermi level EF and are thereby emptied. It is easily seen that at low temperatures
(sharp Fermi distribution) the system has its lowest free energy when a Landau level
has just crossed the Fermi energy. With increasing B-field the free energy increases
again to the point where the next Landau level crosses EF and is emptied. Thus
oscillations occur in the free energy as a function of the magnetic field and these can
be detected in a variety of physical quantities. In the present context the electrical
conductivity of the 2D electron gas is particularly interesting. Electrical conduction
means that free carriers can acquire additional energy in an applied electric field
and that they are scattered by impurities and phonons. In a strong magnetic field
electrical conduction can be imaged as a “diffusion” of the centers of the cyclotron
orbits in the direction of the electric field. An electron on a certain orbit may scat-
ter into an arbitrary direction, but will then begin a new orbit. Electrons near the
Fermi level EF participate in these processes. When a Landau level crosses EF, its
occupancy changes and thus the density of available electrons near EF changes. The
corresponding oscillations observed in the electrical conductivity of an electron gas
as a function of the externally applied magnetic field are called Shubnikov–de Haas
oscillations (see also Sect. 8.6). In a real system the Landau levels are, of course,
broadened by imperfections, which decreases the oscillation amplitude to a certain
extent. This oscillatory magnetoconductance, if observed for only one direction of
the magnetic field, i.e. normal to the gate electrode in a MOS structure, gives evi-
dence of the two-dimensionality of the conductance process. The strong anisotropy
of the Shubnikov-de Haas effect is a general feature of 2D electron gases. It is also
observed, in semiconductor heterostructures and superlattices (Sect. 8.6)

In an MOS structure (Fig. 7.30b) variation of the gate-voltage changes the width
and depth of the inversion layer potential, i.e. the quantum-well width and depth for
the 2D electron gas. The carrier concentration near EF is changes, as is the spacing
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Fig. 7.31 Conductance
oscillations measured on a
(100) surface of an n-channel
Si MOSFET with a circular
plane or Corbino-disk
geometry in the presence of a
magnetic field of 3.777 T
normal to the interfaces. The
oscillations are seen to be
uniformly spaced as a
function of gate voltage. Spin
and valley splittings are not
resolved [7.30]

between the different subband energies εi. Thus a change of the gate voltage leads
to shifts of the Landau levels, too, even with a fixed magnetic field B. Each time
a Landau level crosses EF under changing gate voltage, a maximum occurs in the
electrical conductivity. Conductance oscillations are observed as a function of gate
voltage at fixed magnetic field. Figure 7.31 shows experimental results obtained at
1.34 K and a magnetic field of 3.777 T on a circular MOSFET arrangement (Corbino
disk). The oscillations are seen to be uniformly spaced as a function of gate voltage.
Spin and valley splittings are not resolved in this example (see also Sect. 8.6).

7.10 Two-Dimensional Plasmons

In strong narrow accumulation layers, where there is z-quantization perpendicular
to the surface, the carriers are free in their movement parallel to the surface. To a
good approximation, the situation can be described by the model of a 2D electron
gas. A similar situation might also occur for thin but continuous metal overlayers
of a few Ångstrom thickness on an insulator. In analogy to the 3D case, density
fluctuations are also possible in the 2D system; the collective excitations are called
2D plasmons. However, these should not be confused with the 3D surface plasmons
of a semi-infinite halfspace (Sect. 5.5). In contrast to these latter excitations, the
charge is now spatially limited to within a sheet that is only a couple of Ångstroms
thick.

In our model we assume a 2D charge distribution (density σ ) in the xy plane
(z = 0):

ρ = σδ(z) = nsqδ(z). (7.65)

The current density is likewise limited to this plane

j = j xδ(z). (7.66)
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The potential φ of the 2D charge distribution must obey Poisson’s equation

∇2φ = −σ
εε0

δ(z), (7.67)

or, after integration along z,

∂φ

∂z

∣∣∣∣
z=+0

− ∂φ

∂z

∣∣∣∣
z=−0

= −σ
εε0

. (7.68)

As in the case of the 3D surface plasmons of the semi-infinite halfspace, (7.67) is
solved by a potential that decays exponentially in the z-direction and has plane-wave
character along x :

φ = φ0 exp(ik‖x − iωt − k‖|z|). (7.69)

The current density jx along x is related to the electric field

Ex = −∂φ
∂x

(7.70)

via the dynamic equation for charge transport within the plane. For simplicity, we
neglect scattering and therefore ohmic damping, i.e. for an electron gas (q = −e)

m∗v̇x = −im∗ωvx = qEx = e
∂φ

∂x
. (7.71)

For the velocity vx we have assumed the same harmonic time dependence as in
(7.69). From (7.71) follows that

jx = −nsevx = nse2

iωm∗
∂φ

∂x
. (7.72)

Furthermore, the continuity equation

∂ρ

∂t
+∇ j = 0 (7.73)

must hold. With the representations (7.65, 7.66) we thus obtain from (7.72, 7.73):

− iωσ(z = 0)+ nse2

iωm∗
∂2φ

∂x2

∣∣∣∣
z=0
= 0. (7.74)

With (7.68, 7.69) this finally yields

2iωk‖εε0φ0 exp(ik‖x − iωt)+ nse2

iωm∗
k2‖φ0 exp(ik‖x − iωt) = 0. (7.75)
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Equation (7.69) is therefore a solution of the Poisson equation if we require

ω2 = 1

2

nse2

εε0m∗
k‖. (7.76)

This then is the dispersion relation for plasmons in a 2D free-electron gas without
ohmic damping. The frequency vanishes with decreasing wave vector k‖ as (k‖)1/2,
i.e. for small k‖ or long wavelength the restoring force vanishes. This behavior can
be understood qualitatively in the following way. For a 2D plasmon, the points of
maximum charge lie on ideal parallel lines. With increasing line separation, i.e.
increasing wavelength of the plasmon, the force between two lines vanishes log-
arithmically. This is not the case for a 3D plasmon: The charge maxima of a 3D
plane wave lie on parallel sheets. With increasing sheet separation the field, and
thus the force between the sheets, remains constant. Therefore, the frequency of a
3D plasmon stays finite for vanishing wave vectors.
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Panel XII
Optical Surface Techniques

In optical spectroscopy [XII.1] light is irradiated onto a solid whose response is
measured. The response might be an optical one, i.e. one records the reflected or
transmitted light, or, in the Raman effect, inelastically scattered light is observed and
analysed. In addition to these purely optical spectroscopies, other techniques like
photovoltage or photoconductivity spectroscopy use light-induced electrical signals
to gain information about the solid. In principle, photoemission spectroscopy in
which photoemitted electrons are detected (Panel XI: Chap. 6) also belongs to this
class of methods. The latter techniques owe their surface sensitivity to the nature of
the observed response, be it the absolute sensitivity with which an electrical signal
as a photocurrent or work function (see also Panel XV: Chap. 9) can be measured,
or the escaped photoelectron which can only originate from a spatial region close to
the surface (5–50 Å depending on energy; Fig. 4.1).

For optical spectroscopies in the strict sense, there is the problem of inherently
low surface sensitivity. The probing depth of light in a solid, even in the spec-
tral range of highest absorption, is on the order of 1000–5000 Å. For an adsorbed
monolayer of about 5 Å thickness, the contribution to the total optical signal, even
in an optimized reflection experiment, amounts to only �R/R ≈ 10−3 to 10−2.
Several approaches have thus been developed to exploit optical reflection experi-
ments with high precision for the detection of excitations on solid surfaces or in
thin overlayers. In principle, the surface sensitivity is always achieved by measuring
difference signals which enhance the surface contribution with respect to that of
the bulk or substrate. Reflectance spectroscopy measures spectral structures in the
reflected light due to optical excitations. Depending on the particular spectral range,
vibrational excitations such as normal-mode vibrations of adsorbed molecules or,
in certain experimental geometries, surface and interface phonons are preferentially
detected for photon energies h̄ω below about 500 meV. On semiconductors, surface
and interface plasmons can also be studied in this energy range. For energies higher
than about 500 meV, i.e. in the near IR, visible and UV spectral ranges, both elec-
tronic interband transitions and collective plasmon excitations can be studied.

As an example of a high-precision difference reflectance experiment in the vis-
ible and UV range, we describe here the experiment of Rubloff et al. [XII.2] on
well-defined W(100) surfaces. The change in reflectivity of the W surface due to
gas adsorption is measured by a set-up in which a rotating quartz-light pipe captures
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light alternately from the incident and the reflected light beams. An electronic gating
circuit separates the output signal of the photomultiplier into two channels corre-
sponding to the incident and the reflected beam. The signal corresponding to the
incident beam is kept constant by a servo system which regulates the gain of the
photomultiplier. This technique achieves a stability in R of the order�R/R ≈ 10−5

with an absolute accuracy in R of about 10−2. In this and other similar experiments,
one always measures the reflectivity R of the clean surface and the reflectivity R′
of the adsorbate-covered surface; the �R/R spectrum, i.e. the relative reflectivity
change, provides insight into changes in the electronic surface structure, due both to
the adsorbate itself and to the topmost atomic layers of the substrate or space charge
layers in the case of semiconductor interfaces.

To calculate such spectra theoretically, continuum-type models are usually
applied, where a surface layer (adsorbate or topmost substrate atomic layer with
electronic surface states) is described by a complex surface dielectric function
εs(ω) = ε′s − iε′′s on top of the substrate with its bulk dielectric function εb. For
such a model the relative change of reflectivity for light polarized parallel and per-
pendicular to the plane of incidence is given [XII.3] by

�R‖
R‖
= 8πdn0 cosφ

λ
Im

{
εs − εb

ε0 − εb

1− (ε0/εsεb)(εs + εb) sin2 φ

1− (1/εb)(ε0 + εb) sin2 φ

}
, (XII.1)

�R⊥
R⊥
= 8πdn0 cosφ

λ
Im

{
εs − εb

ε0 − εb

}
. (XII.2)

where φ is the angle of incidence, n0 and ε0 are the refractive index and the real
dielectric constant of the surrounding medium, respectively (n0 = ε0 = 1 for vac-
uum). Results for H2 adsorption on W(100) are shown in Fig. XII.1. The measured
change in reflectivity �R/R due to adsorption of H2 (Fig. XII.1a) is analysed by
means of (XII.1, XII.2) in terms of changes of the surface dielectric function �εs
due to adsorption (Fig. XII.1b). The resulting spectral distribution of Im{�εs} is
interpreted in terms of three different electronic transitions, namely three harmonic
oscillators near 0.5, 2.5 and 5 eV. The latter two transitions, whose positive Im{�εs}
implies an increase of the surface absorption with H2 coverage must be due to sur-
face state transitions characteristic of the adsorbed H2. Because of the negative sign
of Im{�εs} below 2 eV the low-energy structure is ascribed to a quenching of optical
transitions within the topmost atomic layers of the W substrate due to H2 adsorption.
The interpretation in terms of quenching of transitions between electronic surface
states of the clean W(100) surface due to H2 adsorption is in agreement with results
from other investigations.

Experimental set-ups based on the same principle are used for measuring
reflectance difference spectra in the infrared spectral range for investigating
adsorbate vibrations on metal surfaces. As an example, Fig. XII.2 shows a
surface-sensitive double-beam IR reflection spectrometer for grazing incidence
measurements on UHV prepared metal surfaces [XII.4]. Two symmetrically dis-
posed monochromatic light beams pass through the UHV chamber and are focused
onto a cooled PbSnTe detector. By means of a suitable chopper blade (frequency
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Fig. XII.1 (a) Spectral dependence of relative reflectance change due to saturation coverage of
hydrogen, θ = 1, taken to be two H atoms per W atom. The theoretical (solid) curve is obtained
from an oscillator fit of ε̃s to reproduce the �R/R data points. (b) Calculated change of the imag-
inary part of the surface dielectric constant Im{�ε̃s} as caused by hydrogen coverages θ = 0.19
and θ = 1. Assumed thickness for the surface layer (scale factor): 5 Å (θ = 1) and 1 Å (θ = 0.19),
respectively [XII.2]

13 Hz) the two beams are pulsed with a phase difference of 180◦. They pass the
monochromator superimposed and one beam is reflected at the Pt surface at an
angle of about 84◦ (grazing incidence). The intensity in the two channels can be
equalized optically by means of a metallic grid (compensator in Fig. XII.2) to within
�I/I ≈ 10−4. Vibrational bands of an adsorbate on the sample surface cause an
imbalance in the intensity of the two beams and are detected phase-sensitively. The
whole optical path must be under vacuum conditions, or at least flushed by dry
air or nitrogen in order to suppress background spectral bands due to atmospheric
water absorption. Only light polarized parallel to the plane of incidence is used,
since this polarization yields maximum surface sensitivity under grazing incidence
conditions [XII.5]. Under these reflection conditions, Fresnel’s formulae yield a
maximum electric field strength at the metal surface and thus optimum coupling
to vibrating dipoles of adsorbed molecules. For normal incidence, the electric field
of the reflected light would be zero at the surface and thus there would be negligible
coupling to adsorbed molecules (normal extension 2–5 Å) since the field reaches its
maximum strength only at a distance of the order of micrometers (λ/4 of the light
wave) above the surface.
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Fig. XII.2 Experimental set-up for a double beam IR grazing reflection experiment. The traces (a)
and (b) show light intensity versus time curves of the two beams: compensated and unbalanced by
an adsorbate vibration, respectively. The monochromator and the area enclosed by the dashed line
can be flushed by dry air [XII.4]

Figure XII.3 shows as an example the two vibrational bands of CO molecules
adsorbed on Pt(111) [XII.6]. The occurrence of two bands for the stretching vibra-
tion of the CO molecule indicates two different adsorption sites, the on-top position
(CO molecule perpendicular to the surface on top of a Pt atom) associated with the
high-energy vibration near 2100 cm−1 and the bridge site (≈ 1870 cm−1) with CO
molecules bonded to two surface Pt atoms [XII.7]. The latter configuration gives rise
to lower vibrational frequencies since the adsorption bonding is thought to involve
back donation of Pt d-orbital charge into the CO π∗ antibonding orbitals, thereby
weakening the intramolecular CO bonding and shifting the corresponding vibration
to lower energies.

Other experimental approaches have successfully been employed to measure IR
vibrational spectra of adsorbed species on metal surfaces. Since for grazing inci-
dence light with a polarization normal to the metal surface is absorbed preferen-
tially by adsorbed molecules, switching between normal and parallel polarization
in a reflection experiment also allows a comparison between the reflectance of an
adsorbate-covered and a clean surface (adsorbate not detected). This technique,
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Fig. XII.3 Vibrational bands
of CO adsorbed on Pt(111)
surfaces as measured by the
double beam IR reflection
set-up of Fig. XII.2. At low
exposures of less than 1
Langmuir (L) only the high
energy band of CO at on-top
sites is visible, whereas at
higher exposures the band at
around 1850 cm−1 appears
due to CO molecules bonded
at bridge sites between two Pt
surface atoms [XII.6]

which involves only a single light beam with a rotating polarizer, is used in con-
nection with phase-sensitive lock-in detection; it also yields highly surface-sensitive
adsorbate vibrational spectra [XII.8].

Since semiconductors are transparent for light of photon energy below the
bandgap energy (h̄ω < Eg), surface excitations such as electronic surface state tran-
sitions and vibrations of adsorbed molecules, can be detected by internal reflection
in which the light beam probes the optically absorbing surface region from inside
the crystal. If, in the spectral range of the surface-layer absorption, the dielectric
function of the bulk material εb is nearly constant, then the internal reflection spec-
trum resembles an ordinary absorption spectrum of the surface layer since �R/R
is determined mainly by the absorption coefficient of the surface layer [XII.3]. The
surface sensitivity of the method is enhanced by using a crystal whose shape allows
multiple internal reflection. This is shown in Fig. XII.4 for the classic experiment
by Chiarotti et al. [XII.9], in which dangling-bond surface state transitions on the
clean cleaved Ge(111) surface were detected for the first time. The relative atten-
uation of the internally reflected light intensity was recorded for the clean cleaved
Ge surface and for the same surface after oxygen adsorption. In the latter case the
transmitted intensity was higher due to the removal of the surface state transitions.
The corresponding spectral dependence of the surface state absorption [insert (a) of
Fig. XII.4] indicates surface state transitions near 0.5 eV photon energy. The same
technique of internal reflection spectroscopy has subsequently been applied with
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Fig. XII.4 Natural logarithm of the intensity ratio I0/I (I0 incident, I transmitted) as a function
of wavelength for the clean cleaved and oxygen-covered Ge(111) surface (ambient O2 pressure ≈
10−6 Torr). Insert (a): Surface absorption constant αss attributed to surface state transitions of the
clean surface. Insert (b): Internal reflection element prepared by cleavage along (111) [XII.9]

great success to the study of adsorbate vibrations on Si surfaces [XII.10]. In this
case a Si wafer is shaped on opposite sides with slopes such that IR radiation can
enter and leave at an angle for internal reflection inside the sample [similar to insert
(b) of Fig. XII.4]. The strongly absorbing vibrations of adsorbed molecules then
give rise to sharp absorption bands in the transmitted IR intensity.

Surface polaritons (Chap. 5) cannot usually be detected by a normal absorption
experiment since their dispersion curve ω(q‖) does not cross the light dispersion
curve ω=ck. However, using internal reflection in a so-called frustrated total reflec-
tion experiment [XII.11] (Fig. XII.5) by means of a prism in close proximity to the
sample surface, surface phonons carrying an electromagnetic field outside the sam-
ple (surface polaritons) can be detected as dips in the internally reflected intensity
(Fig. XII.5b). Light is totally reflected from the lower surface of the prism (made in
this case of Si). The wave vector parallel to the surface is now q‖ = (ω/c)n sinα
with n = 3.42. For a very small air gap, d, the exponentially decaying field out-
side the prism can be used to excite surface waves in the underlying semiconductor
sample (in this case GaP). The excitation appears as a dip in the intensity reflected
in the prism. Depending on the chosen angle α, i.e. on q‖, the minima appear at
different frequencies. The shift of the dip frequency with angle α allows one to
calculate the surface polariton disperion curve ω(q‖). The same arrangement as in
Fig. XII.5a can also be used to study adsorbate vibrations. Molecules adsorbed on
the sample surface are also probed by the electromagnetic field travelling along the
prism/sample surface air gap. Their vibrational absorption bands in the IR spectral
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Fig. XII.5 (a) Experimental arrangement for the observation of frustrated total reflection. (b)
Reflected intensity as a function of frequency (wave number), measured by means of an experi-
mental arrangement as in (a) on a GaP sample. The parameter is the angle of incidence α. Together
with the light frequency, the angle α determines the parallel component of the wavevector q‖.
The minima originate from excitation of surface phonon polaritons. For optimal observation the
strength of the polariton coupling to the light wave must be adjusted by matching the air gap d to
the inverse wave vector q−1

‖ [XII.11]

range give rise to similar intensity minima in the transmitted light. Care has to be
taken, of course, that only molecules adsorbed on the substrate are detected rather
than species adsorbed on the opposite prism surface which leads the probing light
beam.

For reasons of completeness ellipsometric spectroscopy also deserves mention-
ing (see also Chap. 3). Ellipsometry is essentially a reflectivity measurement in
which one detects the change of polarization upon reflection rather than the intensity
change [XII.12]. The high surface sensitivity of the technique is a result of the great
accuracy with which angular changes of polarizer settings can be determined. In
favorable cases, coverages of one-hundredth of a monolayer of an adsorbate can
be detected. Since one measures two independent quantities, e.g., the ellipsometric
angles Δ and ψ defined by the complex quantity

ρ = R‖/R⊥ = tanψeiΔ, (XII.3)
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the two dielectric functions Re{ε} and Im{ε} of a semi-infinite half space can both be
determined. Changes due to an adsorbate overlayer are measured as angular changes
δΔ and δψ and are usually interpreted in terms of layer models with effective layer
dielectric functions [XII.13].

Two techniques that have been successfully applied to study the electronic prop-
erties of semiconductor surfaces, e.g. electronic surface state transitions, are Sur-
face PhotoConductivity (SPC) and Surface Photo Voltage (SPV) spectroscopy. If
electrons from occupied surface states below the Fermi level EF are excited by light
with energy below the bandgap energy Eg into the bulk conduction band (Process
I in Fig. XII.6), they give rise to an increase in the density of the free electrons
that contribute to electrical conductivity. Similarly, the excitation of electrons from
the bulk valence band into empty surface states (Process II in Fig. XII.6) increases
the density of free holes in the valence band. Both types of excitation can thus be
measured in a photoconductivity experiment with light of the appropriate photon
energy. Excitation of free carriers into the conduction or valence bands also changes
the band bending and thus the work function (Evac− EF). A Spectroscopy of work-
function changes due to light irradiation can thus also yield similar information
about excitation processes between electronic surface states and free carriers in bulk
bands.

Three different experimental methods for realizing SPV spectroscopy are cur-
rently in use (Fig. XII.7). The classic Kelvin method (see also Panel XV: Chap. 9)
in which an opposite semi-transparent electrode vibrates and unmodulated illumi-
nation is used, allows an absolute determination of the contact potential difference
between electrode and semiconductor surface by means of a compensation circuit.
For the purpose of spectroscopy, the opposite electrode can be fixed and the light

Fig. XII.6 a,b Surface state/bulk band transitions observable in SPC and SPV spectroscopy (I and
II); EC and EV are the edges of conduction and valence band, EF the Fermi energy, Eg the band
gap energy, eΦ the work function, χ the electron affinity, and eVB the band bending
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Fig. XII.7 a–c Schematic of
an experimental set-up for
SPV spectroscopy: (a) Kelvin
probe with semitransparent
vibrating electrode (grid)
and steady illumination; (b)
chopped illumination
modulates the contact
potential difference between
semiconductor surface and
grid; (c) chopped illumination
modulates the electron
current between gun and
semiconductor surface;
a suitable chosen bias ensures
maximum sensitivity near
the threshold of the
current-voltage characteristic

is AC modulated, giving rise to a modulated SPV signal which is recorded as a
function of photon energy (Fig. XII.7b). Another interesting method [XII.14] uses
an electron beam whose current is modulated by AC illumination of the surface
(Fig. XII.7c). This method enables surface photovoltages on the order of 1 μV to be
detected.

In order to understand the origin of SPC and SPV signals quantitatively, one has
to keep in mind that the density of photocreated non-equilibrium carriers depends on
both the generation and the recombination processes described by a mean lifetime τ
of the free carriers [XII.15]. The generation rates of electrons and holes, d(�n)/dt
and d(�p)/dt , respectively, are proportional to the incident light intensity I and the
absorption constant α(h̄ω), which, in the present case, carriers the information about
the surface state excitation as a function of photon energy h̄ω. The recombination
rate of non-equilibrium carriers may be proportional to �n/τ or to (�n)2/τ . For
surface state excitations with low intensity illumination, as considered here, the so-
called linear recombination with (�n)/τ and (�p)/τ prevails. The measured AC
photoconductivity �gAC is related in this case to the steady-state photoconductivity
�g0 by

�gAC = �g0 tanh(4τ f )−1, (XII.4)

where f is the modulation frequency. Equation (XII.4) allows one to determine the
mean lifetime τ .

If carriers are excited out of surface states or bulk impurity states, the sign of
the SPV signal depends both on the generation process (generally leading to band
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flattening because of a reduction of the space charge; see Chap. 7) and on the recom-
bination process. Since in many cases very little is known about the recombination
mechanism (e.g., via surface or bulk traps), the analysis of experiments is often
limited to spectral changes due to surface treatment. But this is sufficient to evaluate
surface-state transitions. Even when the surface-state density is a relatively sharp
band (Fig. XII.6), the SPV and SPC spectrum consists of a broad spectral shoulder
due to the broad continuum of bulk conduction or valence-band states. The onset
of this shoulder in the spectrum indicates the minimum transition energy and thus
the energetic distance of the surface state band (or its onset) from the conduction
or valence band edge (Fig. XII.6). Since excitations from and into bulk impurity
states in the forbidden band of a semiconductor would show up in the same way as
surface-state excitations, spectral changes due to a modification of the surface, e.g.
by adsorption, are necessary to distinguish between surface and bulk excitations.
However, such changes also have to be interpreted with great care, since even spec-
tral structures arising from bulk excitations might undergo dramatic changes upon
adsorption if the adsorbed species modifies the surface recombination process.

SPC spectroscopy has been used [XII.16] to determine the energetic position
of the empty dangling-bond surface-state band (π∗ band, Sect. 6.5.1) within the
forbidden band of the clean, cleaved Si(111)-(2 × 1) surface. After cleavage in
UHV the SPC spectrum at 80 K (Fig. XII.8) exhibits a steep threshold at around
1.1 eV photon energy due to bulk electron-hole pair production and a broad shoul-
der extending down to energies of around 0.5 eV. After exposure to oxygen this
shoulder is strongly suppressed in intensity, whereas the spectrum above the band
gap remains essentially unchanged. For energies lower than about 0.55 eV the two

Fig. XII.8 Photoconductivity
spectra of the cleaved Si(111)
surface normalized to a
photon flux density of
1 · 1013 cm−2 · s−1. The
spectra were measured at
80 K on the clean cleaved
surface and after oxygen
adsorption [XII.16]
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curves coincide. Since the measured lifetimes τ below the bandgap differ by less
than 25% before and after oxygen adsorption (implying little change in recombi-
nation), the clean surface exhibits an additional generation process with an onset
at about 0.55 eV, which is removed by oxygen adsorption. Since the Fermi level of
Si(111)-(2×1) is pinned at 0.35 eV above the valence-band edge (Sect. 7.7), the SPC
signal must be explained by excitation of electrons from valence-band states into
empty surface states near midgap. Their energetic distance from the upper valence
band edge thus amounts to about 0.55 eV. Based on a number of other experimental
results (Sect. 6.5.1) the states are identified as the empty dangling-bond states of the
π -bonded chain model of the Si(111)-(2× 1) surface.

An example of an SPV spectrum measured by the modulated light beam tech-
nique (Fig. XII.7b) is illustrated in Fig. XII.9 [XII.17]. On the clean, cleaved
Ge(111)-(2 × 1) surface, besides the sharp onset of electron-hole excitation
(≈ 0.7 eV), one observes a slight shoulder with an onset near 0.55 eV. This shoulder
is not reduced by oxygen adsorption and therefore allows no conclusions concerning
intrinsic surface states on the Ge(111)-(2 × 1) surface. However, after annealing to
temperatures above 200◦C in UHV, where the well-known surface phase transition
from (2 × 1) to (8 × 8) occurs, the SPV spectrum changes significantly. A double
shoulder with two onsets near 0.4 eV and 0.45 eV develops. Because of the Fermi
level position (no more than 0.3 eV above valence band edge), these shoulders must
be due to electrons excited from the bulk valence band into empty surface states.
The (8 × 8) superstructure on Ge(111) is thus accompanied by a double band of
empty surface states in the upper half of the forbidden gap.

Fig. XII.9 Surface
photovoltage spectra of the
clean cleaved Ge(111)
surface normalized to
constant photon flux; light
beam chopped at 13 Hz. The
spectra are measured at room
temperature, directly after
cleavage and after a short
anneal at 300◦C [XII.17]
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Problems

Problem 7.1 A ZnO surface on a crystal with moderate n-type bulk doping, e.g. an
electron bulk concentration of nb = 1.5 · 1017 cm−3, exhibits after treatment with
atomic hydrogen a weak accumulation layer with a surface band bending |eVS| of
10 meV. Calculate the Debye length LD, the thickness of the accumulation layer and
the density of surface state charges which are produced by the hydrogen treatment.
Are the responsible surface states acceptors or donors?

Problem 7.2 A clean, cleaved (110) surface of p-type GaAs (bulk hole concentra-
tion p = 1017 cm−3 at 300 K) exhibits a hole depletion layer with the Fermi level
EF at 300 meV above the valence band edge. How thick is the depletion layer?
Calculate the space charge layer capacity.

Problem 7.3 A high-quality MOS (metal, SiO2, Si) structure with a SiO2 (ε = 3.9)
layer thickness of 0.2 μm is biased by an external voltage of 1 V. The negative bias
is applied to the metal contact with respect to the Si substrate, which is n-doped
with a room temperature bulk electron concentration of 1017 cm−3. What surface-
charge density is induced by the external bias and what is the spatial extension of
the space-charge layer within the Si substrate.

Problem 7.4 An n-type semiconductor exhibits at its clean surface a moderately
strong depletion layer due to acceptor-type surface states in the upper half of the
forbidden gap. Plot the band scheme near the surface in the dark and with illumi-
nation by light with photon energies larger than the gap energy. Recombination of
electron-hole pairs through surface traps is neglected. What processes are responsi-
ble for establishing a stationary non-equilibrium state under illumination?

Problem 7.5 The narrow gap semiconductor InSb has an effective electronic mass
m∗ = 0.014m0 (m0 electron mass) and a static dielectric constant ε0 = 16.8. Cal-
culate approximately the ionization energy and the spatial extension of the ground
state wave function (Bohr radius) of a donor atom in InSb by using the hydrogen
atom approximation (H atom screened by the surrounding InSb matrix; ionization
energy of H : 13.6 eV).

a) What is the consequence when these n-dopants are built-in into a thin, free-
standing InSb film whose thickness is half that of the Bohr radius of the donor
atoms?

b) Give a simple rough estimation for the ionization energy of the donor atom in
this thin InSb layer.

c) What are the consequences for electrical transport through this thin n-doped InSb
film and for the space charge layer in comparison to bulk InSb or an InSb film
with a thickness exceeding significantly the Bohr radius of the donor atoms?



Chapter 8
Metal–Semiconductor Junctions
and Semiconductor Heterostructures

In comparison to the solid–vacuum interface, i.e. the clean, well-defined surface of a
solid, other solid interfaces are of much more practical importance. The solid–liquid
interface, for example, plays a major role in electrochemistry and biophysics. Stud-
ies of that particular interface have a long tradition in physical chemistry. A detailed
treatment of solid–liquid interfaces is far beyond the scope of this text although
certain general concepts, e.g. that of space-charge layers, are similar to those of the
solid–vacuum and solid–solid interface [8.1].

The solid–solid interface is traditionally studied mostly within the framework of
solid-state and interface physics. One reason is the enormous importance of metal–
semiconductor junctions and semiconductor hetero-junctions for device physics.

Metal–semiconductor junctions are found in every metal contact to a semicon-
ductor device and the underlying physics is also the basis for rectifying devices.
Semiconductor heterojunctions meanwhile are important in optoelectronic devices
such as lasers, heterobipolar transistors, and field effect transistors produced from
III-V semiconductor layer structures.

Recent years have witnessed a growing interest in metallic heterostructures due
to possible applications in the fields of magnetism (Chap. 9), memory devices and
superconductivity. In the present chapter we shall concentrate on the electronic
properties of semiconductor heterostructures and metal–semiconductor junctions,
since most research work in the past has been devoted to these interfaces. The vibra-
tional properties of solid interfaces, i.e. interface phonons and their dispersion, can
be treated in a manner similar to that discussed in Chap. 5 in connection with free
surfaces and thin overlayers.

8.1 General Principles Governing the Electronic Structure
of Solid–Solid Interfaces

As stressed in Chap. 3, a solid–solid interface can be a complex quasi-2D system
with unknown atomic geometry, interdiffusion and new chemical compound for-
mation. Nevertheless, attempts have been made to establish more or less general
theoretical models to describe the electronic properties near such an interface. The
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success of these models depends, of course, on the degree of complexity. It is thus
useful to consider first some ideal cases of interfaces with atomically sharp profiles
and negligible intermixing of the two components. A simple case is the ideal inter-
face between two metals I and II. The essential electronic properties are described by
the bulk conduction bands, their band structure and the position of the Fermi levels,
i.e. the work functions eφI and eφII (Fig. 8.1). If we bring the two metals into con-
tact, thermal equilibrium requires that the chemical potential, i.e. the Fermi energy,
is the same on both sides of the interface, i.e. the Fermi levels in the two metals
have to be aligned. In order to establish this situation, electronic charge flows from
metal I with the lower work function eφI into metal II with work function eφII. The
resulting space charge, positive in metal I (lack of electrons) and negative in metal
II (additional free electrons), creates an interface dipole layer consisting of positive
cores (metal I) and additional free electrons (metal II). The charge imbalance on
each side of the interface is, of course, screened by the high density of conduction
electrons in the metals. The size of the dipole layer can therefore easily be estimated
by considering the screened Coulomb potential of a point charge [8.2]

φ(r) = (Q/r)e−r/rTF , (8.1)

Fig. 8.1 a–c Schematic
diagram of the formation
of a metal–metal interface.
(a) Simplified band schemes
of the two metals I and II
with work functions eφI and
eφII; the metals are assumed
to be not in contact with each
other; EF is the Fermi energy.
(b) Band schemes of the
conduction bands at the
interface for the two metals
in contact. (c) Simplified
representation of the
metal–metal contact; the
dipole layer at the interface
is not shown
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where

rTF � 0.5(n/a3
0)
−1/6 (8.2)

is the Thomas-Fermi screening length, a0 the Bohr radius, and n the electron density.
For Cu with n = 8.5 · 1022 cm−3, rTF is about 0.55 Å. The interface dipole layer
therefore has a thickness of some Ångstroms. Two or three atomic layers further
away from the interface, the electronic structure of metals I and II is essentially
unperturbed.

Because of the small extent of this interface dipole layer, even though it is of
atomic dimensions, a representation, as shown in Fig. 8.1b, is adequate. The figure
depicts the potential drop between the two metals along the interface dipole layer
arising from the difference in work functions. One also encounters representations
of the type shown in Fig. 8.1c, in which the dipole layer is not plotted explicitly.

In this simple, idealized picture of a metal–metal interface a contact potential
ΔVc arises due to the difference in work function:

eΔVc = e(φII − φI). (8.3)

Knowing the work functions for Ag (4.33 eV), Cu (4.49 eV), Au (4.83 eV), Ni
(4.96 eV) and Al (4.29 eV), one can readily estimate the contact potentials for the
following metal contacts: Cu–Ag (0.16 eV), Au–Ag (0.50 eV), Ni–Ag (0.63 eV),
Al–Ag (−0.04 eV). The difficulties involved in this simple approach are obvious:
the work function as it is used here is a more or less theoretical quantity. The
real work function is dependent on the particular type of surface orientation and
is strongly affected by any rearrangement of the surface atoms, e.g. relaxations
and reconstructions. The work function measured on a clean, well-defined surface
under UHV conditions (Panel XVII: Chap. 10) depends on details of the given
surface atomic structure. Within a real metal contact, even under ideal conditions
(clean, well ordered, no interdiffusion, etc.), the atomic structure of the clean sur-
face is rarely present; hetero-epitaxy of a layer of a second metal on top of a
metal substrate usually changes relaxations and reconstructions. The work func-
tions measured for the two metals separately therefore have no real meaning for
the metal–metal interface. This problem affects all models that attempt to describe
the electronic properties of a solid–solid interface in terms of simple work-function
considerations.

We move on now to consider an ideal metal–semiconductor junction. As a first
oversimplified approach one might again apply arguments based on the work func-
tion to give some initial insight into the problem. In thermal equilibrium the Fermi
levels in the two materials must be aligned. Depending on the difference between the
work function eφM of the metal and the electron affinity χsc of the semiconductor,
different situations may arise, as shown in Fig. 8.2. When the two materials are
brought into contact, the matching of the Fermi levels invariably causes charge to
flow from one side to the other, and a dipole layer is built up at the interface. In the
metal, the participating charge is screened within a few Ångstroms, as was discussed
above; see (8.2). In a semiconductor, however, the free carrier concentration is
orders of magnitude lower than in a metal and thus shielding is much less effective.
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Fig. 8.2 a–d Schematic
diagrams of band bending
before and after
metal–semiconductor
contact: (a) High-work-
function metal and n-type
semiconductor, (b) low-work-
function metal and n-type
semiconductor, (c) high-
work-function metal and
p-type semiconductor, and
(d) low-work-function metal
and p-type semiconductor
[8.3]

Thus the space charge usually extends hundreds of Ångstroms into the crystal. In the
semiconductor a normal space-charge layer, depletion or accumulation, is formed,
as in the presence of surface states on a clean surface (Chap. 7). For example, for the
high-work-function metal and n-type semiconductor depicted in Fig. 8.2a, electrons
flow from the semiconductor to the metal after contact, depleting a characteristic
surface region in the semiconductor of electrons. The upwards band bending in this
depletion layer is correlated via Poisson’s equation (7.9) with the positive space
charge of ionized donors. In the present simple model this positive space charge is
balanced on the metal side by a corresponding excess electronic charge extending
only over an atomic distance. According to the calculations in Sect. 7.5, the total
space charge is expected to be on the order of 1012 elementary charges per cm2 or
less. The maximum band bending eVB at the interface is related to the potential bar-
rier eφSB (Schottky barrier) which has to be overcome when an electron is excited
from the metal into the conduction band of the semiconductor.
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According to this simple picture (Fig. 8.2) a knowledge of the metal work
function eφM and of the electron affinity χsc of the semiconductor would allow
one to predict Schottky barrier heights. This simple approach in terms of work
functions and electron affinities was first applied by Schottky to understand
the rectifying action of metal–semiconductor junctions [8.4]. However, simple
considerations based on the metal–metal contact already tell us that this work-
function plus electron-affinity approach must fail in explaining the details of metal–
semiconductor junctions.

Figure 8.3 shows measured Schottky barrier heights eφn
SB for metals with various

work functions deposited on UHV-cleaved n-type Si(111)-(2×1) surfaces. Accord-
ing to the Schottky model one would expect a much greater variation of the barrier
height with work function than is experimentally observed.

Apart from the fact that the work-function concept, as defined for a clean,
adsorbate-free surface, cannot simply be transferred to a realistic solid–solid inter-
face (see preceding discussion of metal–metal contact), there is a further problem
which has not been taken into account in Fig. 8.2. When the metal atoms come
into close contact with the semiconductor surface, they will form chemical bonds
whose strength will depend on the nature of the partners. The distribution of intrin-
sic surface states of the clean semiconductor surface will be changed. Additionally,
charge will flow from one side to the other due to the formation of the bonds. This
may be described by the formation of a dipole layer of atomic dimensions. The
direction of the dipoles is determined by the difference between the work function
eφM and the electron affinity of metal and substrate. Stronger interactions, such
as the formation of alloys, interdiffusion, etc. are also possible, of course. In all
cases one can expect the formation of new electronic interface states whose charge
depends on their charging character (donors or acceptors) and on the position of
the Fermi level. This situation is better described in a more extensive band scheme

Fig. 8.3 Barrier heights eφn
SB

of Si-Schottky contacts (Si
n-type) versus metal work
function eφM. The data were
obtained by different
researchers from
measurements on the
metal-covered
Si(111)-(2× 1) cleaved
surface. For comparison the
predictions of the Schottky
model (no interface states)
and the Bardeen model (high
density of interface states)
are given [8.5]
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of the metal–semiconductor interface, which includes the interface region with its
atomic dimensions (Fig. 8.4). Using the metal work function eφM and the electron
affinity χsc of the semiconductor (even though these quantities are not well defined
within the junction) one might, at least in a model description, attribute an interface
dipole Δ to the interface layer. The interface region (≈ 1–2 Å) and the extent of the
space charge layer (typically 500 Å) are, of course, not to scale in Fig. 8.4. With
the additional presence of interface states the total charge balance at the interface
now includes the space charge in the semiconductor, the charge in the metal and
the charge located in the interface states. In thermal equilibrium no net current can
flow through the junction. It is thus obvious that the band bending, i.e. the Schottky
barrier height, depends sensitively on the nature of these interface states. The origin
and character of these states therefore form the central topic of current research into
Schottky-barrier formation.

The first step in this direction was made by Bardeen [8.6] in explaining the devi-
ation of experimental data from the Schottky model (Fig. 8.3). Because of the lack
of any knowledge about interface states he assumed that the surface states of the
clean semiconductor surface persist under the metal overlayer and that they pin the
Fermi level (Sect. 7.5). The work function of the deposited metal would thus have no
effect on the position of the Fermi level at the interface. For metal coverages in the
monolayer range which are unable to screen interface charge, surface-state densities
as low as 1012 cm−2 could pin the Fermi level at a fixed position. The assumptions
of the Bardeen model (Fig. 8.3) are, of course, incorrect, since the surface states of
the clean surface are strongly affected by metal deposition.

The case of a semiconductor–semiconductor heterojunction (Fig. 8.5) is even
more complex, since the two different length scales, that of atomic-sized inter-
face dipoles and that of quasi-macroscopic space charge effects (band bending) are
both important in determining the final band scheme in thermodynamic equilibrium
(Fig. 8.5c,d). As an example we consider two semiconductors I and II with small and

Fig. 8.4 Band diagram of a
metal–semiconductor
(n-type) junction in which the
interface region (width
≈ 5 Å) is taken into account
explicitly. The formation of
new interface states of
sufficient density pins the
Fermi-level; eφM is the metal
work function, χsc the
electron affinity of
semiconductor, eφn

SB the
Schottky barrier height, and
Δ the interface dipole energy.
The corresponding Schottky
barrier on the same
semiconductor (but p-type) is
φ

p
SB = EC − EV − φn

SB
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Fig. 8.5 a–d Formation of a semiconductor heterostructure shown qualitatively in its band-scheme
representation. (a) The two semiconductors (I: moderately n-doped and II: highly n-doped) are
separated in space. (b) The two semiconductors are brought into contact, but are not in ther-
mal equilibrium (Fermi levels do not coincide). (c) The two semiconductors are in contact with
thermal equilibrium established; ideal interface without any interface states. (d) Semiconductor
heterostructure with a high density of (defect) interface states which pin the Fermi level at the
interface near midgap

large band gaps, respectively (Fig. 8.5a). Semiconductor I is moderately n-doped,
whereas semiconductor II is highly n-doped with the Fermi level slightly below the
bulk conduction-band edge. When the two crystals come into contact – we assume
for now an ideal contact with perfect lattice matching and no defects – two questions
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have to be answered: how do the two band schemes, in particular the forbidden
bands, align with one another (Fig. 8.5b) and what band bending is established,
in order to match up the Fermi levels in thermal equilibrium (Fig. 8.5c)? The first
question relates to the most important property of a semiconductor heterostructure,
the band offset ΔEV (Fig. 8.5b), i.e. the relative positions of the two valence-band
maxima (or equivalently of the two conduction-band minima: ΔEC). The factors
that determine this quantity are properties of the two intrinsic semiconductors. In
the simplest, but highly questionable assumption (see discussion above), the relative
positions of the two-band structures would follow from aligning the vacuum poten-
tials of the two semiconductors. The band offset ΔEC would then be determined
as in the case of the Schottky model for the metal–semiconductor junction, by the
difference in electron affinities χI and χII

ΔEC = χI − χII. (8.4)

Because of the difficulties in attributing an electron affinity (determined for a free
surface) to a solid–solid interface, other microscopic levels derived from the bulk
band structure of the two semiconductors have been used as common levels for
aligning. However, none of these attempts take into account that charged electronic
states, even those of the ideal interface, might form a dipole layer of atomic dimen-
sions. A reasonable procedure is thus to arrange the two band structures i.e. the band
offset, such that a zero interface dipole results. The line-up in this case results from
the electronic properties of a few atomic layers at the very interface, even though
these properties are themselves determined essentially by the bulk band structures
[8.7–8.9]. This promising approach to understanding band offsets in ideal semicon-
ductor heterostructures is discussed in more detail in Sect. 8.3.

Once the band offset ΔEV (Fig. 8.5b) has been determined theoretically, space-
charge theory (Chap. 7) is used to derive the actual band bending on each side of the
heterostructure (Fig. 8.5c). The particular bulk doping of the two semiconductors
fixes the positions of the respective Fermi levels in relation to the conduction-band
edges deep in the two materials. In thermal equilibrium the Fermi levels in the two
materials have to be aligned. As for a simple p–n junction, the heterostructure must
be current free in thermal equilibrium. This determines the band bending in the two
semiconductors. In the example of Fig. 8.5c the negative space charge in the strong
accumulation layer in semiconductor I is balanced by the positive space charge of
ionized donors in the depletion layer of semiconductor II. It must be emphasized
that this effect of Fermi level alignment occurs on a scale completely different from
that of the band structure alignment that gives rise to ΔEV. The energy difference
ΔEV is maintained by charge compensation within one or two atomic layers and
charge densities on the order of 1015 cm−2 (monolayer density), whereas the space-
charge effects involve charge densities of about 1012 cm−2 elementary charges or
less (Chap. 7), and this on a length scale of several hundred Ångstroms. This is
the reason why the two alignment steps can usually be performed separately in the
theory. This separation procedure might not be possible for extremely strong space
charge layers whose spatial extent is comparable to that of the atomic interface
dipoles.
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Finally, it should be mentioned that interface defects such as impurity atoms, dis-
locations, uncompensated dangling bonds, etc. might give rise to electronic interface
states in the forbidden band of the semiconductors. These might pin the Fermi level
and contribute according to their charging character to the total charge balance. This,
in turn, can significantly change the band bending (Fig. 8.5d) and thus conceivably
also the band offset.

8.2 Metal-Induced Gap States (MIGS) at the
Metal–Semiconductor Interface

Numerous experiments on a wide variety of metal–semiconductor systems prepared
under UHV conditions indicate that the deposition of metal films produces inter-
face states which determine the position of the Fermi level at the interface. Well-
known examples are metal overlayers on cleaved GaAs(110) surfaces. A clean,
well-cleaved GaAs(110) surface usually has flat bands, i.e. the forbidden band is
free of surface states (Sect. 6.5). Deposition of metal atoms causes band bending
in both p- and n-type materials at metal coverages far below one monolayer (ML)
(� 0.2–0.5 ML) (Fig. 8.6). For n-type material an electron depletion layer is formed
with the Fermi level EF pinned at about 0.8 eV above the valence-band maximum
EV; on p-type crystals a hole depletion layer is built up with EF between 0.5 and
0.6 eV above EV (Fig. 8.7). A common characteristic of all III-V semiconductor
surfaces studied so far is that a very low deposition (< 0.5 ML) is sufficient to
establish a fixed Fermi level. This pinning of EF is caused by interface (or surface)
states with a minimum density of about 1012 cm−2 (Sect. 7.5). Further examples
of such Metal-Induced Gap States (MIGS) are discussed in Sect. 8.4 in connection
with other semiconductors.

Fig. 8.6 Band bending eVs
versus Sn coverage [in
monolayers referred to the
surface atom density of (110)
GaAs], measured by UV
photoemission (He I line,
hν = 21.2 eV) (a) upwards
bending on an n-type GaAs
(110) surface (b) downwards
bending on a p-type
GaAs(110) surface [8.10]
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Fig. 8.7 Pinning positions within the band gaps of (a) GaAs, (b) GaSb, and (c) InP (as derived from
photoemission (XPS) spectra) produced by monolayers or less of various adsorbates. Circles and
triangles indicate energy positions for n- and p-type semiconductors, respectively, to an accuracy
of±0.1 eV or better. Labels for various energy levels indicate their proposed electrical activity and
chemical nature. CBM: conduction band minimunm, VBM: valence band maximum [8.11, 8.12]

What is the nature of these interface states? We will see that the situation is actu-
ally quite complex and that the states probably have a variety of different origins
depending on the degree of complexity of the interface (Sect. 8.4). Nevertheless,
some general conclusions can be drawn if one makes the assumption of an ideal
metal–semiconductor interface. Heine [8.7] put forward the idea that metal (Bloch)
wave functions tail into the semiconductor in the energy range in which the con-
duction band of the metal overlaps the forbidden band of the semiconductor. The
situation is represented in detail in Fig. 8.8. The familiar band structure with real
k-values is strictly applicable only to an infinite crystal (one-dimensional problem
in Fig. 8.8a). According to the arguments of Sect. 6.1, the breakdown of periodicity
at the interface introduces exponentially decaying interface states with imaginary
wave vectors κ = −iq. In the simple, one-dimensional model of Fig. 8.8a their
dispersion curve E(q) “fills” the energy gap of the semiconductor symmetrically
with respect to the band edges EC and EV. These gap states have a density of states
with singularities near EC and EV (Fig. 8.8a). The dispersion E(q) in Fig. 8.8a
indicates the range of theoretically possible states known sometimes as Virtual
Induced Gap States (VIGS). Which of these states actually exist depends on the



8.2 Metal-Induced Gap States (MIGS) at the Metal–Semiconductor Interface 387

Fig. 8.8 a,b Origin of Metal-Induced Gap States (MIGS) at a metal–semiconductor interface. (a)
Dispersion of a one-dimensional chain of atoms (model of semiconductor); the real band structure
with EC(k) and EV(k) as conduction and valence bands, respectively, is obtained for an infinite
chain. For a finite chain, exponentially decaying interface states with imaginary wave vectors
κ = −iq fill the gap of the semiconductor between EC and EV, and in the simplest case are
symmetric about the so-called branching point energy EB. The density of states DVS of these
states has singularities near EC and EV. (b) Qualitative representation of a metal Bloch state (near
EF), decaying into the semiconductor. The tail of the wave function arises because ψ(z) cannot
change abruptly to zero in the semiconductor, where no electronic states exist in the forbidden
band

boundary conditions at the interface. In the case of a free surface (Sect. 6.1), for
example, the solutions to the Schrödinger equation in the adjacent vacuum have to
be matched to the VIGS and one obtains only a single level for each k‖, namely
the surface state E(k‖). In the present case of a metal–semiconductor interface
(Fig. 8.8b), the Bloch states of the metal conduction band have to be matched and a
broad continuum of states results in the energy gap of the semiconductor. One might
say that the continuum of metal states “leaks” into the VIGS which are themselves
derived from the semiconductor band structure. A detailed calculation, as given in
Sect. 6.1, reveals that the VIGS are split off partly from the valence band and partly
from the conduction band of the bulk. Each state in the gap must be composed of
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existing bulk states of the semiconductor (Fourier series), i.e. is a mixture of
valence- and conduction-band states. Accordingly they exhibit more donor or more
acceptor character in the lower or upper half of the gap, respectively. There exists
a neutrality level EN or EB (also called the cross-over energy or branching point)
which separates the more donor-like VIGS from the more acceptor-like states (see
Sect. 6.2.1). In the simple model of Fig. 8.8a, EB is obviously at midgap. Depending
on the details of the 3D band structure of a real crystal, EB is located somewhere
near the middle of the semiconductor gap. The actual calculation of EB, as per-
formed, e.g., by Tersoff [8.13–8.16], is based on a summation over bulk states.
The position of EB is determined by the weights of conduction- and valence-band-
derived densities of states. An approximate calculation is possible from a knowledge
merely of the bulk band structure of the semiconductor.

The central importance of the branching point EB for Schottky-barrier formation
is obvious: if the Fermi level lies in the energetic range of the more donor-like VIGS,
i.e. below EB, ionized (empty) donors build up a large positive interface charge. On
the other hand, if EF is above EB this leads to ionized (occupied) acceptor states
and a negative interface charge. Energy considerations thus make it favorable for the
Fermi level to be located close to the VIGS branching point EB. Slight deviations of
EF from EB are due to charge transfer within the chemical bonds of the interface.
This can be taken into account by calculating the interface dipole Δ (Fig. 8.4) from
the charge transfer δq using standard formulas (10.23). According to Pauling [8.17]
(revised in [8.18]) the intrabond charge transfer between metal and semiconductor
can be obtained from the empirical formula

δq = 0.16

eV
|XM − XSC| + 0.035

(eV)2
|XM − XSC|2 (8.5)

based on the electronegativities XM and XSC of the metal and the semiconduc-
tor, respectively. To first approximation this charge transfer is thus proportional
to the difference |XM − XSC| of the electronegativities XM of the metal and the
semiconductor MSC. Putting these arguments and using the symbols of Fig. 8.4
and respectively a corresponding figure for a p-type semiconductor (Fig. 8.2d) the
Schottky barriers e"p

SB and e"n
SB for a particular metal on a p-type and an n-type

semiconductor, respectively, can be written as

e"p
SB = (EB − EV)− SX (XM − XSC), (8.6a)

e"n
SB = (EC − EB)+ SX (XM − XSC). (8.6b)

The so-called slope parameter SX = d(e"n
SB)/d XM describes how the intra-

bond charge transfer (8.5) contributes to the interface dipole energy � (Fig. 8.4).
Mönch [8.19, 8.20] has developed models for the calculation of SX which contain
essentially the dielectric constant of the transition region, the width of the interfa-
cial region, and the MIGS density of states at their branching point or neutrality
level EB. For the semiconductors Si, Ge, GaAs, CdTe, CdSe SX has values below
0.2 eV/Pauling XM unit, whereas for materials such as GaAs, ZnO, Al2O3 SX is
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close to 1 eV/Pauling XM unit [8.20]. For Si and Ge, XSC is 1.9 and 2.01, respec-
tively, and for III-V and II-VI semiconductors XSC should lie close to 2.0 ± 0.1,
the average of the two elemental components. For most metals XM is also close
to 2. Thus, in a first rough approximation, δq and also the interface dipole Δ
could be neglected. One can then estimate Schottky barrier heights in this model
by identifying the Fermi level EF at the interface with the branching point EB of the
VIGS. Nevertheless metals with differing electronegativity produce Schottky barrier
heights on a particular semiconductor which vary with the electronegativity differ-
ence |XM−XSC| (8.6). For two n-doped semiconductors, n-GaAs and n-GaN(0001),
the plots in Fig. 8.9a,b clearly demonstrate this dependence. The experimental data
were compiled by Mönch [8.19] who also gives details about the used experimen-
tal techniques and the authors. The agreement with the linear dependence (8.6)
obtained from the MIGS model is astonishingly good. While for GaAs (Fig. 8.9a)
the slope parameter SX is obtained from the fit to be 0.08 eV/Miedema unit for GaN
SX results as 0.29 eV/Miedema unit. For the nitrides intrabond charge transfer is
obviously more important than for standard III–V semiconductors as GaAs. In the
more insulating nitride materials charge transfer-induced dipoles are less screened
than in standard III–V semiconductors.

The existence of interface states (VIGS) over the whole gap has also been
derived from realistic, atomic calculations of metal–semiconductor interfaces. As an
example, Fig. 8.10 shows results for the Si(111)-Al interface according to Cohen
[8.21]. The interface is modeled by three slabs of Al (regions I-III) described by

Fig. 8.9 Schottky barrier heights of laterally homogeneous metal/n-GaAs (a) and metal/
n-GaN(0001) (b) junctions versus the difference of the Miedema electronegativities of the metal
and semiconductor. The relation between Miedema and Pauli units of the electronegativity is
XMiedema = 1.93XPauli + 0.87. The solid MIGS line is drawn with "

p
bp = 0.9 eV, SX =

0.08 eV/Miedema unit for GaAs, and "p
bp = 1.1 eV, SX = 0.29 eV/Miedema unit for GaN,

respectively. The data compilation has been done by Mönch [8.19], who also gives details about
the authors and the used experimental techniques
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Fig. 8.10 Local density of
states for the Al–Si(111)
interface, as obtained from a
slab model calculation; the Al
is described in terms of a
jellium model. The different
regions (I-VI) describe a total
spatial extent of about 10 Å
symmetrically located about
the Al–Si interface. For the
true interface region (IV),
metal-induced gap states
(shaded) fill the forbidden
band of the semiconductor
[8.21]

a jellium model and three slabs of Si (regions IV-VI) using the pseudopotential
approach. For the different slab regions local state densities are calculated. Region I
appears just like bulk Al, region VI just like bulk Si. Al states retain their bulk-like
properties up to the very interface (region III). The strongest deviations from bulk
properties are observed at the interface itself. In particular, the whole gap region of
Si around EF contains new interface states which decay rapidly into the Si (region
IV). In general, the behavior shown in Fig. 8.10 is completely analogous to that
discussed by Heine [8.7] for the leaking of Bloch states into VIGS (Fig. 8.8b):
The bulk-like Al states decay into the Si whenever the semiconductor band gap
overlaps the metallic band. Very similar results to Fig. 8.10 have been obtained by
other researchers using different theoretical methods and other interface systems,
e.g. metals on III-V [8.22, 8.23] and on II-VI semiconductors [8.23, 8.24]. The
existence of MIGS or VIGS originating from decaying Bloch states of the metal
conduction band is well established in all these cases.

Although these states are certainly important for Fermi-level pinning at the inter-
face, they might not be the only factor. A common shortcoming of the calculations
discussed above is the assumption of idealized atomic geometries at the interface.
This assumption is justified only in a small minority of cases. There is nevertheless a
large body of experimental data that supports the importance of MIGS (or VIGS) for
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Table 8.1 Semiconductor branching-point energy EB from [8.13–8.16] (a) and from [8.48] (b),
and experimental Fermi-level positions EF at metal (Au, Al)-semiconductor interfaces, relative to
the valence-band maximum [8.13–8.16]

EB − EV [eV] EF(Au)− EV [eV] EF(Al)− EV [eV]

(a) (b)

Si 0.36 0.23 0.32 0.40
Ge 0.18 0.03 0.07 0.18
AlAs 1.05 0.92 0.96
GaAs 0.50 0.55 0.52 0.62
InAs 0.50 0.62 0.47
GaSb 0.07 0.06 0.07
GaP 0.81 0.73 0.94 1.17
ZnSe 1.70 1.44 1.34 1.94

CdTe 0.85 0.73 0.68
HgTe 0.34

a basic understanding of Schottky barriers [8.5, 8.9]. Table 8.1 presents the results of
Tersoff’s calculations [8.14] of the branching-point energies EB of VIGS for impor-
tant elemental and III-V semiconductors using the complete bulk-band structures.
The positions of EB with respect to the upper valence-band edge compare quite
well with the Fermi levels measured for the corresponding semiconductor-Au and
Al interfaces. The deviations are typically in the order of 100–150 meV. Interfacial
charge transfer according to (8.5) might be partially responsible.

Figure 8.11 shows a compilation of measured Schottky barrier heights for Au
on a number of semiconductors plotted versus the branching-point energies (EB −
EV) referred to the valence-band edge [8.5]. A strong correlation is found over a
relatively wide energy range, which clearly demonstrates the success of the basic
understanding of Schottky barriers in terms of the MIGS model.

Fig. 8.11 Measured Schottky
barrier heights φp

SB for Au
contacts on a number of
p-type semiconductor
surfaces plotted versus the
branching point energies
(charge neutrality level,
EB − EV) as determined
theoretically by Tersoff [8.9].
After [8.5]
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Tersoff has also suggested an approximate, semi-empirical method for obtaining
the branching point energy EB of the VIGS without performing complex math-
ematical sums over the bulk band structure in reciprocal space [8.15]. As was
pointed out above, the branching point EB falls near the center of the gap for
the one-dimensional problem. In three dimensions the center of the gap has no
fundamental meaning for the complex band structure of the VIGS; the point EB,
where conduction- and valence-band-derived states cross over, depends on a variety
of wave-function contributions from different directions in the Brillouin zone. The
main contributions to the sum, and those which most affect the position of EB,
come from regions where the local density of states is high. The band structure near
the zone center (Γ ) determines the direct gap in many III-V semiconductors, yet
its energy bears little relation to the conduction band as a whole: Because of the
usually very small effective electron mass at Γ , there is little k space associated
with this minimum. On the other hand, minima associated with indirect gaps on or
near the zone faces exhibit a large effective mass, they describe a large region of
the conduction band in k space and are therefore more characteristic of this band.
Accordingly states from regions near the indirect minima have more effect on the
position of EB than those from the minimum at Γ . Instead of estimating EB by
taking the middle of the direct gap at Γ , one should clearly refer to the indirect gap,
regardless of the energy of the Γ minimum. This is extremely important for narrow
gap semiconductors (Fig. 7.21) while for semiconductors as Si, Ge, GaAs, GaP etc.
the indirect gap is the absolute gap or is energetically close to the direct gap.

One indeed finds a strong correlation between Schottky-barrier heights measured
on a number of Au-covered semiconductors and the corresponding indirect gap
energy (Fig. 8.12). As a semi-empirical rule therefore, Tersoff [8.14–8.16] suggested
that the neutrality level or branching point energy EB be taken as

EB = 1

2
(EV + E i

C), (8.7)

Fig. 8.12 Measured
Schottky-barrier heights φp

SB
for Au contacts on a number
of p-type semiconductor
surfaces plotted versus the
indirect band-gap energy
[8.5]
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where E i
C is the indirect conduction band minimum, not located at the Γ point;

EV is the maximum of the valence band at Γ , but because of the spin-orbit split-
ting ΔSO at Γ , EV must be an average value. Relative to the three-fold degener-
ate band (without spin-orbit splitting) the twofold-degenerate valence band max-
imum is pushed up in energy by an amount ΔSO/3, while the split-off state is
pushed down by 2ΔSO/3. To take both contributions into account, it is thus nec-
essary to consider not the actual valence band maximum EV, but an effective
maximum

EV = EV − 1

3
ΔSO. (8.8)

To calculate the Fermi level at the interface, i.e. the Schottky-barrier height eφP
SB,

one might also take into account the difference δM between EF and the branching
point EB due to the interface dipoleΔ [see (8.6)]. For a given metal δM can be taken
as a fit parameter and (8.7, 8.8) can be used to calculate the Schottky barrier heights
for different semiconductors. With E i

g = E i
C − EV as the minimum indirect gap

energy the Schottky barrier height for a p-type semiconductor follows as

eφp
SB �

1

2

(
E i

g −
1

3
ΔSO

)
+ δM. (8.9)

Table 8.2 presents the relevant values for Au layers on a variety of semicon-
ductors [8.14]. The branching points EB and the Schottky-barrier heights eφp

SB
(theory) are calculated according to (8.7). There is astonishingly good agreement
with the experimental values eφp

SB(exp). The parameter δM has been chosen to be
δAu = −0.2 eV so as to give the best overall fit to all Au data. Table 8.2 in addition
to Fig. 8.9 demonstrates the success of the MIGS (or VIGS) model for describing
Schottky barriers, at least for systems whose interface atomic structure is not too
complex.

One must keep in mind, however, that the microscopic details of charge redis-
tribution at the interface, atomic rearrangement or more complex behavior such as

Table 8.2 Semiconductor minimum indirect gap energies E i
g, spin-orbit splittings ΔSO and

Schottky barrier heights eφp
SB under gold contacts from theory and experiment [8.14]

E i
g [eV] ΔSO [eV] Φ

p
SB(theory) [eV] Φ

p
SB(exp) [eV]

Si 1.11 0.04 0.35 0.32
Ge 0.66 0.29 0.08 0.07
GaP 2.27 0.08 0.92 0.94
InP 1.87 0.11 0.70 0.77
AlAs 2.15 0.28 0.83 0.96
GaAs 1.81 0.34 0.65 0.52
InAs 1.21 0.39 0.34 0.47
AlSb 1.63 0.7 0.50 0.55
GaSb 0.80 0.75 0.07 0.07
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chemical reactions in deeper layers or defect formation, have not been included in
the model so far. As will be shown in Sect. 8.4, these phenomena are important for
certain interfaces and must be incorporated into the more refined models needed to
describe more complex metal–semiconductor junctions.

One last point is worthy of mention. For many metal–semiconductor systems,
e.g. metals on III-V semiconductor surfaces, Fermi-level pinning is observed even
at very low coverages of less than a monolayer of metal (≈ 1015 atoms/cm2). This
observation is by no means in contradiction to the MIGS model, although most of
the discussion tacitly referred to thicker metal films. Submonolayer coverage means
that no Bloch waves of bulk-like metals can “leak” into the VIGS. But if the metal
adsorbate atoms yield electronic states within the energy range of the semiconductor
gap, as thin metal films obviously do, then these states can play the role of the Bloch
states of a thick metal layer. A state density on the order of 1012 cm−2 is already
sufficient to pin the Fermi level (Sect. 7.5). This does not necessarily mean that the
pinning position at submonolayer coverage coincides with that due to a thick metal
film. Because of screening by the free metal electrons, a much higher density of
interface states (� 1014 cm−2) is required for Fermi level pinning with a thick metal
film than in the case of submonolayer coverage (≈ 1012 cm−2); more details are
given in Sect. 8.4.

8.3 Virtual Induced Gap States (VIGS) at the Semiconductor
Heterointerface

The VIGS concept [8.13–8.16] also contains the key to understanding band line-ups
in ideal semiconductor heterostructures. As was already pointed out in connection
with metal–semiconductor junctions (Sect. 8.2), any electronic state in the gap of a
semiconductor, including VIGS, MIGS and surface states is necessarily a mixture
of valence- and conduction-band states. The closer the state is to the valence-band
edge. the more valence character it has. Nevertheless it always includes a cer-
tain admixture of conduction-band wave function. On the other hand, gap states
lying close to the bulk conduction-band edge are composed to a large extent of
conduction-band wave functions. This is shown qualitatively in Fig. 8.13a, where
the conduction (broken line) and valence (full line) character of VIGS is plotted
over the forbidden band of a model semiconductor with symmetric valence and
conduction bands. The crossover point (also branching point or neutrality level)
EB occurs where the gap states have equal valence and conduction character, i.e.
where a net donor-like behavior (lower part of gap) changes into a net acceptor-
like behavior (upper part of gap). The occupation of a state in the gap leads
to a local excess of electronic charge in proportion to its degree of conduction
character. If the gap state is empty, there is a local positive charge (electron deficit)
in proportion to the state’s valence character. If the state lies near the bottom of the
gap, filling it corresponds only to a slight negative charge, since little conduction
character is involved. Leaving that state empty, however, results in a deficit of about



8.3 Virtual Induced Gap States (VIGS) at the Semiconductor Heterointerface 395

one electronic charge (approximately one hole in the valence band). On the other
hand, filling a state high in the gap gives a large negative charge, while leaving it
empty gives a small local charge deficit. It is this behavior of VIGS that is respon-
sible for controlling the Schottky barrier of an ideal metal–semiconductor junction
(Sect. 8.2). When the Fermi level EF lies close to the branching point EB of the
VIGS, overall charge compensation occurs (Fig. 8.13a). In the lower half of the gap
the occupied states carry only tiny amounts of negative charge due to their weak
conduction-band character; but an equally small amount of positive charge is related
to the empty states in the upper part of the gap because of their small admixture of
valence character. In particular, large interface charge is avoided, since the states
with predominantly conduction character are empty and states with mainly valence
character are occupied.

Fig. 8.13 Schematic explanation of the formation of a metal–semiconductor junction (a) and a
semiconductor heterostructure (b, c) in terms of the Virtual Induced Gap States (VIGS) model. The
band schemes of the metal and of the semiconductor are plotted with Fermi level EF, conduction-
band edge EC and valence-band edge EV. VIGS are plotted qualitatively within the interface (occu-
pied states are shaded). Their charging character is also shown qualitatively within the forbidden
band of the large gap semiconductor (II) (dashed line: acceptor- or conduction-band character; full
line: donor- or valence-band character; dotted line: behavior in the energy range where VIGS are
not present due to the totally forbidden band). (a) The position of the Fermi level with respect to
the semiconductor band edges is determined by charge neutrality in the VIGS, i.e. EF matches the
branching point energy EB where acceptor charging character equals donor character. (b) For a
semiconductor heterostructure VIGS exist only in energy ranges in which one of the two semicon-
ductors possesses conduction- or valence-band states. The VIGS are derived from wave functions
of both semiconductors I and II. The matching of the two band schemes, i.e. the band off-sets, are
determined by charge neutrality within the VIGS. Thus the two branching point energies E I

B and
E II

B must coincide. (c) In contrast to (b) the branching point energies E I
B and E II

B are assumed not
to coincide. Positive and negative charge in the VIGS is not balanced and the band scheme tends
to adjust into a situation, as shown in (b)
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As is now easily seen from Fig. 8.13b,c similar considerations are possible for an
ideal semiconductor heterostructure consisting of two hypothetical semiconductors
I and II with symmetrical valence and conduction bands but different energy gaps.
Since semiconductor I has a smaller gap than semiconductor II, there are regions
in the gap of II where the continuum of bulk valence- and conduction-band states
of I leak into the gap of semiconductor II. Thus, in a limited energy range in the
upper and lower parts of the gap of semiconductor II there exist continua of VIGS
derived from the bands of both semiconductors I and II, as found in the whole gap
in the case of a metal overlayer. Even when there are no VIGS at the Fermi level, a
change in the band line-up can cause net excess charge (net dipoles) at the interface
(Fig. 8.13b,c). In the situation shown in Fig. 8.13c, where the branching points E I

B
and E II

B of the two semiconductors do not match, the negative charge in the VIGS
below E II

B exceeds (due to their weak conduction character) the tiny positive charge
in the interface states in the upper half of the gap. This positive charge is, of course,
due to the fact that these predominantly acceptor-type states nonetheless have a
small amount of valence character, which carriers positive charge if the state is not
occupied. It is now obvious that both the positive and the negative interface charge
residing in the VIGS is compensated when the branching points E I

B and E II
B in the

two materials are aligned (Fig. 8.13b). For energetic reasons, the condition of zero
interface dipole therefore requires alignment of the branching energies EB. Tersoff’s
model describing the electronic properties of solid–solid interfaces is therefore gen-
eral in so far as the energy level relevant for lining up the band structures of both
metal–semiconductor junctions and semiconductor heterostructures is the branching
point EB of the VIGS. For an ideal semiconductor heterostructure the alignment
of the branching points E I

B and E II
B in the two semiconductors directly yields the

valence-band offset (Fig. 8.13b) as

ΔEV = (E I
B − E I

V)− (E II
B − E II

V), (8.10a)

or if the branching point energies are referred to the valence band edges in each
material (ẼB = EB − EV):

ΔEV = Ẽ I
B − Ẽ II

B . (8.10b)

In principle, also for semiconductor heterojunctions an intrabond charge transfer as
in Schottky barriers (Sect. 8.2) has to be considered. As for metal/semiconductor
junctions (8.6) a charge transfer interface dipole contribution � (Fig. 8.4) has to be
taken into account which is proportional to the electronegativity difference |XI −
XII| between the two semiconductors. Thus, (8.10b) must be complemented by an
additional term with the slope parameter SX (8.6):

�EV = Ẽ I
B − E II

B + SX (XI − XII). (8.10c)

The electronegativities of the elemental group IV and the III–V and II–VI compound
semiconductors are almost equal. Hence, the intrinsic dipole term SX (XI − XII)

is negligibly small and can be neglected in most cases. Thus, (8.10b) is used in
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good approximation for the valence band offset calculation. The agreement between
theory (8.10b) and experiment is seen from Table 8.3 and Fig. 8.14 for some impor-
tant semiconductor junctions. The experimental data in Fig. 8.14 originate from a
number of different authors, all obtained from XPS measurements on core levels.
They were compiled by Mönch [8.20], who also reports the authors in detail. The
heterojunctions in Fig. 8.14a are in some cases, e.g., Ge/GaAs or AlAs/GaAs, well
lattice matched; in other cases of high lattice mismatch as in GaAs/InAs the epi-
layers are more or less relaxed by dislocations. Such relaxed, sometimes called
metamorphic, heterojunctions are considered in Fig. 8.14b. The lattice parameters
in those cases differ up to 19.8% as in the case of GaN/GaAs. Nevertheless the
agreement between experimental data and the VIGS theory is astonishingly good.

Table 8.3 Valence band offsets ΔEV for various semiconductor interfaces derived theoretically
from the branching point energies EB in Table 8.1 (a) and from a similar theoretical approach
[8.48] (b), together with experimental values from various sources. The listed heterostructures are
to be understood as substrate materials (first semiconductor) on which a layer, partially strained,
partially relaxed is deposited (second semiconductor)

Theory ΔEV [eV] Experiment ΔEV [eV]

(a) (b)
AlAs/GaAs 0.55 0.37 0.5± 0.05
InAs/GaSb 0.43 0.56 0.47± 0.05
GaAs/InAs 0.00 0.18 0.17± 0.07
GaAs/Ge 0.32 0.51 0.42± 0.1
Si/Ge 0.18 0.12 0.17
CdTe/HgTe 0.51 0.67 0.35± 0.06

Fig. 8.14 Valence band offset for various semiconductor heterojunctions versus difference of
branch-point (neutrality-level) energies. The data were compiled by Mönch [8.20]. (a) More or less
lattice-matched heterostructures; the experimental data were obtained by XPS. (b) Metamorphic
heterostructures where the lattice parameters differ by up to 20%, i.e., which are relaxed by the
formation of misfit dislocations. The broken lines are calculated according to the VIGS model.
More details about the authors and the used experimental techniques are found in [8.20]
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The comparison with experimental data must be made with some caution.
Because of uncontrolled irreproducibilities in the epitaxial growth of those het-
erostructures (Sects. 2.4, 2.5), there are sometimes relatively large discrepancies
between the data reported by different experimental groups. Also the theoretical
values themselves are only reliable to within 0.1–0.2 eV because of the usual error
limits in band structure calculations.

Apart from semiconductor heterojunctions as in Table 8.3 and Fig. 8.14 semi-
conductor/oxide interfaces and their band offsets play an increasing role meanwhile
in semiconductor research. In particular, materials with high dielectric constants
(functions) ε, in comparison to 2.25 for SiO2, so-called high-k materials, will be
used as gate dielectrics in Si-based advanced CMOS technologies for MOSFETs
with nanometer gate dimensions and in combination with high-mobility semicon-
ductors such as Ge, III–V compounds, and group III nitrides. Scaling down the
transistor dimensions, nevertheless, demands high gate capacities in combination
with thin gate dielectric layers, thus high-k gate materials. Accordingly there are
meanwhile a number of theoretical and experimental results about band offsets on
such material combinations [8.20, 8.25, 8.26]. Some of them are listed in Table 8.4,
together with gap energies of the two materials and the dielectric constant ε∞ of the
respective oxide. Note that the conduction band offset �EC is easily converted into
the valence band offset �EV by using the band gap energies of the semiconductor
and of the oxide. The calculations were made on the basis of charge neutrality
levels, i.e., branching point energies EB by using (8.10c). The experimental val-
ues were mostly obtained from experiments with amorphous or microcrystalline
oxides deposited on semiconductors such that stress and relaxation effects play a
minor role. The compilation in Table 8.4 is done on the basis of detailed studies
of Robertson and Falabretti [8.25] and Mönch [8.20, 8.26]. In contrast to semi-
conductor heterojunctions, where the dipole term SX (XI–XII) can be neglected, for
semiconductor/oxide heterointerfaces this term is responsible for about 30% of the
valence band offsets as has been shown by Mönch [8.26].

Table 8.4 Experimental and calculated conduction band offsets �EC for various semiconduc-
tor/oxide heterostructures as well as the dielectric constants ε∞ of the corresponding oxides. The
gap energies of the semiconductors and the oxides are given in brackets in eV. The compilation is
made on the basis of studies by Robertson and Falabretti [8.25] and Mönch [8.20, 8.26]

Junction material ε∞ values of �EC (eV) �EC (eV)
(gap energy in eV) oxides calculated experimental

Si(1.12)/SiO2(9) 4 3.4
Si(1.12)/ZrO2(5.8) 4.8 1.4 1.5
Ge(0.67)/HfO2(6.0) 4 1.68 2.2
Ge(0.67)/LaAlO3(5.6) 4 2.56 2.2
GaAs(1.45)/Ga2O3(4.8) 4.2 0.9 0.9
GaAs(1.45)/Gd2O3(5.8) 4.8 2.2 2.1
GaAs(1.45)/HfO2(6.0) 4 1.51 1.9
GaAs(1.45)/LaAlO3(5.6) 4 1.55 1.4
GaN(3.2)/HfO2(6.0) 4 1.1 0.5
GaN(3.2)/Gd2O3(5.8) 4.8 1.6 1.6
GaN(3.2)/SiO2(9) 2.25 2.6 3.2



8.4 Structure- and Chemistry-Dependent Models of Interface States 399

Another interesting consequence of the general connection between semiconduc-
tor heterostructures and Schottky-barrier heights within the VIGS model is seen by
comparing Tables 8.1, 8.3. Schottky-barrier heights measured on different semicon-
ductors but with the same metal overlayer allow one to calculate valence band off-
sets. The measured Schottky-barrier heights eφSB have to be corrected for possible
interface-dipole shifts δM (dependent on the metal, Sect. 8.2) to give the branching
point energies EB for each semiconductor. By then combining the two experimen-
tally determined EB values, one obtains the band discontinuity between the two
semiconductors in the heterostructure according to (8.10).

8.4 Structure- and Chemistry-Dependent Models
of Interface States

The MIGS (VIGS) model of Schottky barriers is a general model that does not take
into account any chemical reactions or structural changes occurring at the metal–
semiconductor or semiconductor-semiconductor interface. It is therefore expected
to be valid for largely ideal interfaces. However, film-growth studies (Chap. 3)
show that for a number of metal–semiconductor systems quite complex behavior,
including interdiffusion of substrate and film materials, is not uncommon. A clear
dependence of the Schottky-barrier height on chemical reactivity has also been
observed for many metal–semiconductor interfaces (Fig. 8.15) [8.27] barrier heights
for many metals on ZnO, ZnS, Cds and GaP depend in a step-like way on the heats
of interface chemical reactionΔHR, i.e., on the heats of formation of the most stable
metal-anion bulk compounds. A steep transition between reactive (ΔHR < 0) and
non-reactive (ΔHR > 0) junctions is observed.

Other models of interface states which emphasize the existence of interface reac-
tions are therefore also of interest. The observation that a number of different metals
and also adsorption of many gases including oxygen (Fig. 8.7) cause Fermi-level
pinning at nearly the same energies on III-V semiconductor surface led Wieder
[8.28], Williams et al. [8.29] and Spicer and his group [8.30] to assume that in all
these cases defects at the interface are responsible for the pinning of the Fermi level.
According to this defect model the deposition of metal atoms or atoms of a second
semiconductor material leads to the formation of cation and/or anion vacancies (in
GaAs, for example, VGa and VAs) or antisite defects, where a cation at the interface
is replaced by an anion or vice versa (for example, AsGa and GaAs defect atoms).
The energy required for defect formation is delivered to the surface by impinging
adsorbate atoms. The defects destroy the charge neutrality in their vicinity, e.g.,
a Ga atom on a regular As site introduces a local negative charge deficiency and
acts as an acceptor-type interface state. This GaAs defect trap could conceivably
capture one or two electrons. Conversely, one can show that an AsGA antisite defect
has donor character; it readily donates electrons into the conduction band. Detailed
calculations of the corresponding energies of these defect states are now available.
Despite the inherent inaccuracy of the calculated level energies, general trends are
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Fig. 8.15 Schottky barrier
heights correlated with the
heat of reaction ΔHR for
metals on ZnO (a), ZnS (b),
CdS (c) and GaP (d) [8.27]

obtained (Fig. 8.16) that are consistent with experimental findings. The defect levels
shown in Fig. 8.16 for GaAs surfaces might well explain the fact that the Fermi
level is near midgap (Fig. 8.7) for both n- and p-type material after the deposition
of various metals (Cs, Al, Ga, etc.) and also after the adsorption of gases such as
oxygen. For the exceptional case of InSb with its narrow band gap of about 180 meV
most of the defect levels are found to be degenerate with the bulk conduction band
states (Fig. 8.16). The surface Fermi level on cleaved InSb(110) at Sn coverages
(polycrystalline α-Sn) of more than 0.5 monolayers is experimentally determined to
be 100 meV above the lower conduction-band edge (Fig. 8.17). It must, however, be
emphasized that the general trends concerning Schottky-barrier heights as derived
from the deep level energies in Fig. 8.16 can equally well be inferred from the MIGS
(VIGS) model.

The reason for this similarity is obvious: Both the MIGS (VIGS) and the defect
levels originate from bulk electronic states of the band structure. Their wave func-
tions can be evaluated in Fourier series of bulk electronic states. Thus both types of
states, the MIGS (VIGS) and the defect states, exhibit a charging character, acceptor
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Fig. 8.16 Deep levels
calculated for antisite defects
and vacancies at (110)
surfaces of III-V
semiconductors. As indicated
for GaAs, the levels are, from
left to right, for anion on
cation site, cation on anion
site, cation vacancy and anion
vacancy. The occupancy of
the levels for the neutral
charge state is shown; a black
circle indicates that the level
contains two electrons (spin
up and down), a half circle
one electron, and an open
circle no electrons.
(Charge-state splittings are
neglected). For the In
compound materials at the
top, several resonances above
the conduction band edge are
also shown [8.31]

or donor like (see Fig. 8.16), depending on the contribution of bulk conduction band
or valence band states. The whole variety of defects with their differing charging
character in Fig. 8.16 thus leads to Fermi-level pinning positions at the surface
similar to those which are controlled by the branching point energy in the case of
MIGS (Sect. 8.2). Note, e.g., that for the narrow gap semiconductors InAs and InSb

Fig. 8.17 a,b Band schemes
of InSb(110) surfaces with
different bulk doping nb, on
which under UHV conditions
about one monolayer of
amorphous α-Sn was
deposited. z is the distance
from the surface. Band
bending and Fermi-level
position of the surface were
determined experimentally
[8.28]
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the energetic location of the defect levels also favors a Fermi-level position at the
surface within the bulk conduction band range.

Another interesting case is that of the crystallographically well-matched
GaAs/Ge interface (Fig. 2.12). If Ge is deposited an a heated GaAs(110) substrate
(T � 300◦C)d, the surface mobility of the Ge atoms is high enough that a well-
ordered epitaxial overlayer results. In this case no Fermi-level pinning is observed
[8.33]. The band offset seems to be determined by VIGS (Sect. 8.3). On the other
hand, when the GaAs substrate is at room temperature the deposited Ge layer is not
well ordered and exhibits a high degree of imperfection at the interface. In this case
one observes Fermi-level pinning near midgap, exactly as would be expected on the
basis of the defect model.

For thin metal overlayers there is a considerable body of experimental data to
support the importance of defects in Schottky-barrier formation, in addition to the
effects of VIGS. On the other hand, one encounters some theoretical difficulties if
one tries to explain Fermi-level pinning under thick metal films solely on the basis
of defect-induced states. For the submonolayer metal coverages on III-V surfaces
needed to establish the major part of the Schottky barrier (θ � 0.5 ML) (Fig. 8.6),
an interface state density of less than 1012 cm−2 is required for Fermi-level pinning
(Sect. 7.5). Such a surface state density is consistent with the assumption of it being
defect induced. However, for thick metal overlayers (> 100 Å), the charge in the
interface states is compensated not only by the space charge in the semiconductor
(space-charge layer): Any interface charge located in defect states is also screened
by the free electrons of the now bulk-like metal overlayer. The effect of these inter-
face charges on the Schottky barrier height is therefore considerably diminished
and their density would have to be much higher to establish a band bending of the
order of 1 eV, as found for GaAs. To give a rough estimate of this density one has
to compare with the shielding length in the semiconductor of a couple of hundred
Ångstroms (the thickness of the space-charge layer). Using the simple formula for a
parallel-plate capacitor, the areal charge density necessary to establish this potential,
i.e. the band bending, would be about a hundred times higher in the presence of
screening by a thick metal overlayer. Thus, under thick metal overlayers, a band
bending of 0.5–1 eV, as observed for metals on GaAs, requires an interface state
density of at least 1014 cm−2. This rough estimate is also confirmed by more detailed
calculations [8.34, 8.35].

Electrical measurements (Panel XIII: Chap. 8) on many metal/III-V semicon-
ductor systems with thick metal overlayers show, however, that the Schottky bar-
rier height (0.6–0.8 eV for GaAs) found far below monolayer coverage (Fig. 8.6)
are virtually unchanged under thick metal films. If one assumes that defect states
alone are responsible for the barrier, then their density has to increase from less than
1012 cm−2 to at least 1014 cm−2 upon increasing the layer thickness. This is rather
hard to explain and the tendency is to believe that defect-induced interface states are
only partially responsible for the Schottky barrier under thick metal films.

Although the MIGS (VIGS) model yields a quite general explanation of the
Schottky-barrier formation, it is clear that the chemical nature of the particular
interface also has to be taken into account in a complete, detailed description of
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the electronic interface properties. The model of Ludeke and his group [8.36, 8.37]
has been developed specifically for the case of transition metal-III-V semiconductor
interfaces. The deposition of (d-band) transition metals such as Ti, V, Pd and Mn on
III-V compound semiconductor surfaces, in particular GaAs, leads to strongly reac-
tive interfaces, as is seen from the X-ray Photoemission Spectra (XPS) in Fig. 8.18.
On the clean GaAs(110) surface the Ga(3d) and the As(3d) core-level photoemis-
sion spectra show the spin-orbit split doublet d3/2, d5/2 decomposed into a bulk- and
surface-derived contribution. Due to the opposite directions of charge transfer in the
Ga and As dangling bonds (Sect. 6.5), the surface peaks are shifted downwards and
upwards in (kinetic) energy for Ga and As, respectively. The deposition of 0.5 Å
of Mn causes an overall shift due to band bending (formation of a Schottky bar-
rier) and the additional appearance of satellite structures at higher kinetic energies
(lower binding energies). With increasing metal coverage the surface peaks decrease
in intensity and finally disappear. For coverages higher than 1 Å the high-energy
satellites become important. Their origin is assumed to be precipitates of elemental
Ga, and probably As, too, in the metal overlayer. Thus XPS indicates strong inter-
diffusion of overlayer and substrate atoms for these transition metal–semiconductor
interfaces.

UV Photoemission Spectroscopy (UPS) and inverse photoemission spectroscopy
(Panel XI: Chap. 6) yield further information about interface states (Fig. 8.19).

Fig. 8.18 Ga-3d and As-3d
core level emission lines
measured on clean
n-GaAs(110) and after
deposition of Mn films of
various thicknesses (photon
energies 70 eV and 90 eV).
On the clean surface the
spin-orbit split components
d3/2 and d5/2 (at higher
kinetic energy) are seen as
bulk lines with high intensity
(deconvoluted curves in solid
line) and their surface
counterparts with low
intensity (deconvoluted)
shifted to lower Ekin and
higher Ekin for Ga and As,
respectively. With increasing
Mn coverage a shift is
observed and satellite
structures appear; the surface
contributions disappear [8.38]



404 8 Metal–Semiconductor Junctions and Semiconductor Heterostructures

Fig. 8.19 Difference
photoemission (at negative
energies below EF) and
inverse photoemission curves
(at positive energies above
EF) for GaAs(110) surfaces
covered with 0.2 Å of Ti, V
and Pd. The difference curves
(solid lines) are obtained by
substraction of the spectra for
the clean surface from those
for the metal-covered
surfaces. The dashed curves
show the experimental
spectra for the clean
surface [8.37]

For Ti, V and Pd overlayers (each 0.2 Å thick) on GaAs(110), the fact that the Fermi
level EF is near midgap appears to be related to occupied and empty interface states
whose maximum density is within the gap of the bulk GaAs states. An interpretation
of these donor- and acceptor-like interface states (necessary to pin EF on p-type
and on n-type material) can be given in terms of the d-electrons of the transition
metal atoms in the GaAs host. Bonding (full) and antibonding (empty) d-states are
probably involved. Independent of the details of the interpretation, transition metals
on III-V semiconductor surfaces give rise to strongly reactive interfaces with new
interface states which might contribute to the Fermi-level pinning. In particular, the
strong d-level chemical bonds of the metal component seem to be a determining
factor in the Schottky-barrier formation.

Using the knowledge that interdiffusion, strong chemical reactions and the for-
mation of new metallurgical compounds cannot be neglected for a profound under-
standing of many solid–solid interfaces Freeouf and Woodall [8.39, 8.40] devel-
oped another interesting scheme for predicting Schottky-barrier heights for such
strongly reactive metal–semiconductor junctions. This could be called the mixed
interface Schottky model or the effective work-function model. Basically the model
represents the work-function electron-affinity matching scheme typically used as a
starting point for discussing Schottky barrier heights (Sect. 8.1). In cases where a
new interfacial compound is formed upon deposition of a metal, the assumption is
that the dominant factor determining the Fermi level in the semiconductor substrate
is the “chemistry” of this new compound. If one neglects the formation of surface
defects, semiconductor reconstructions, etc., then it is the work function φIC of the
new interfacial compound rather than that of the metal (overlayer) that, together
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with the electron affinity χSC of the semiconductor substrate, determines the Fermi
level at the interface. The Schottky-barrier height φSB for an n-type semiconductor
is then given by

eφSB = eφIC − χSC. (8.11)

In addition to neglecting other factors responsible for new interface states, the
problem has now been reformulated in terms of the work function eφIC of the
usually ill-defined interface compound. But providing at least its chemical com-
position is known, approximate values for φIC can be calculated or estimated and
the model is then attractive because of its simplicity. There is a particular class of
metal–semiconductor junctions for which the assumption that a new metallurgical
compound is formed at the interface is certainly correct. Many transition metals and
rare-earth elements (M) deposited onto Si surfaces form silicides of the composi-
tion M2Si, MSi or MSi2. Depending on the deposition conditions, in particular the
substrate temperature, more or less thick silicide interlayers or overlayers, some-
times even crystalline such as CoSi2, NiSi2, FeSi2 and CrSi2 are formed between
the Si substrate and the metal overlayer or on the Si substrate, respectively. The
applicability of the mixed interface Schottky model seems reasonable. Accord-
ingly Freeouf [8.37] modeled the effective silicide composition for a number of
silicide/Si interfaces by a stoichiometry MSi4. This assumes a graded interface,
rather than a macroscopic layer of uniform composition. The silicide work function
φsilicide = φIC is then approximated by the geometric mean of its components:

φsilicide � (φMφ
4
Si)

1/5 (8.12)

and for χSi a value of 4.2 eV is taken. Based on these rough values a theoreti-
cal dependence of the Schottky-barrier height φSB is calculated as a function of
the interface work function φsilicide (Fig. 8.20). The results indeed display the
trend, as measured by various experimental techniques [I -V , C-V characteristics

Fig. 8.20 Comparison between measured Schottky-barrier heights of several metal silicides with
effective work function derived assuming the composition of MSi4. The silicide work function
is calculated as φsilicide = (φMφ

4
Si)

1/5, where φM is taken from previous data [8.42], and φSi is
assumed to be 4.76 eV. The experimental data used to obtain the barrier heights are C-V and I -V
characteristics and photoresponse (PR) measurements [8.41]
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(Panel XIII: Chap. 8), photo-response]. A much better agreement between theory
and experiment can be achieved by simply shifting the theoretical curve, e.g., by
changing the χSi value or assuming a different stoichiometry of the silicide com-
pounds.

Similar arguments to these might also be applied to systems in which the inter-
face region contains precipitates or a mixture of several metallurgical phases.

In conclusion, there are several model approaches to Schottky-barrier formation
which emphasize the non-ideality of the metal–semiconductor junction. There are
certainly cases for which the effects of defects, new interfacial compounds, etc. are
important and it is then essential that these are included, in addition to the effect
of MIGS. It is especially evident that a theoretical description of the electronic
properties of a particular interface requires a detailed knowledge of its geometrical
structure, degree of abruptness and metallurgical composition.

8.5 Some Applications of Metal–Semiconductor Junctions
and Semiconductor Heterostructures

Although our understanding at the atomic level of Schottky-barrier heights and
band discontinuities in semiconductor heterostructures is not complete, metal–
semiconductor junctions and heterostructures have found a wide variety of applica-
tions, in both fundamental science and device technology. Some important aspects
will be discussed in the following sections.

8.5.1 Schottky Barriers

The band scheme of a metal–semiconductor junction (Figs. 8.1, 8.21) can be con-
sidered as that of half a p-n junction. Accordingly, one expects similar rectifying
properties when a voltage is applied between metal and semiconductor. Further-
more, the depletion layer built up in an n-type semiconductor in contact with a
metal electrode is the same as that induced by negatively charged surface states
on a clean or gas-covered surface (Chap. 7). The band curvature, and thus also the
barrier height φSB, are related via Poisson’s equation (7.9) to the positive space
charge due to ionized donors (density ND) in the semiconductor. In the simple case
of strong depletion (Schottky-type space-charge layer, Sect. 7.2) with band bending
|eVs| � kT , a rectangular space-charge density ρ (constant over the space-charge
region d) is assumed and the double integration of Poisson’s equation (7.12) yields
a quadratic potential dependence (7.14) with a maximum band bending Vif at the
interface of

Vif = eND

2εε0
d2. (8.13)

The thickness d of the depletion layer thus decreases with increasing doping level
ND as
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Fig. 8.21 a–c Electrical behavior of a metal–semiconductor junction. (a) Simple band scheme of
the metal–semiconductor junction in thermal equilibrium; eφSB Schottky barrier for a n-type semi-
conductor, eVif maximum band bending at interface. (b) Band scheme for a junction biased in the
forward direction; within the space charge region the Fermi energy EF can no longer be
defined (only quasi-Fermi levels). (c) Schematic current-voltage (I -V ) characteristic of a metal–
semiconductor junction

d =
√

2εε0Vif

eND
. (8.14)

An externally applied voltage V causes a shift of the Fermi level in the bulk semi-
conductor with respect to that in the metal. The potential drop occurs across the
space-charge layer (quasi-Fermi levels) and the interface layer of atomic dimensions
(Fig. 8.4), whereas deep in the semiconductor and in the metal the respective Fermi
levels remain distinct but constant because of the relatively high conductivity there.
An external bias V therefore modifies the band bending (Vif − V ) and the thickness
of the depletion layer (8.14), becomes

d =
√

2εε0(Vif − V )

eND
. (8.15)

Depending on the strength of the applied potential, positive space charge and nega-
tive counter charge in the metal and in the interface states are more or less separated
from one another. The total space charge Qsc depends on the external bias accord-
ing to

Qsc = eNDd = [2eεε0 ND(Vif − V )]1/2; (8.16)

and by differentiating, one obtains the bias-dependent capacitance Csc (per unit
area) of the (Schottky) metal–semiconductor junction

Csc =
∣∣∣∣dQsc

dV

∣∣∣∣ =
√

eεε0 ND

2(Vif − V )
= εε0

d
. (8.17)
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Taking into account the bias-dependent space charge (8.16) this is the simple for-
mula for a parallel-plate capacitor. This property of a bias-dependent capacitance
is used in a diode device called a varactor (variable reactor: device with bias-
controlled reactance) whose essential component is a metal–semiconductor junc-
tion.

The rectifying action of a metal–semiconductor junction is easy to understand
from the fact that electrons moving out of the metal into the semiconductor always
have to overcome the energy barrier eφSB, whereas electrons coming from the semi-
conductor “see” a barrier that is reduced from the thermal equilibrium value eVif by
the external potential energy eV (Fig. 8.21b).

Since electrons in the conduction band obey Boltzman statistics, the number that
is able to overcome the barrier depends exponentially on its height. As for a p-n
junction [8.1] the current-voltage characteristic thus follows as

I (V ) = I0(e
eV/kT − 1). (8.18)

The exact expression for the saturation current I0 depends on the assumptions
made about carrier transport (diffusion, thermionic emission etc. [8.43]). A more
detailed derivation is given in Panel XIII (Chap. 8). It should be emphasized that
a metal–semiconductor junction rectifier is a unipolar device unlike a p-n junc-
tion diode (bipolar device); only one type of carrier, electrons in an n-type metal–
semiconductor junction, carry the current. In a bipolar device (p-n junction), both
electrons and holes contribute to the current.

On many III-V semiconductors, in particular on GaAs, the Fermi level is always
pinned near midgap under metal films. It is thus impossible to prepare a nonrecti-
fying, ohmic contact to a metal. Instead, one inevitably obtains Schottky-barriers
with strongly nonlinear I -V characteristics. In semiconductor device technology
one therefore uses a trick to prepare quasi-ohmic contacts by extremely high sur-
face doping (Fig. 8.22). By subsequent ion implantation, or during epitaxy itself,

Fig. 8.22 Band scheme
of a quasi-ohmic
metal–semiconductor contact.
In an interface region of
100–500 Å thickness the
III-V semiconductor is highly
n-doped (degenerate) such
that the depletion space
charge with a thickness of
typically 20 Å is easily
penetrated by tunneling
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an extremely highly n-doped (n+) layer with donor concentrations ND greater than
5 · 1018 cm−3 is formed on top of the n-type substrate before the metal overlayer
is deposited. Because the Fermi level is pinned near midgap, a considerable bar-
rier exists but, due to the high doping level, the depletion layer becomes extremely
thin, amounting to only 10–20 Å, see (8.14). This barrier can readily be penetrated
by tunneling. For normal bias values, the exponential tunnel characteristic I (V ) is
approximately linear and the behavior of the junction is quasi ohmic.

8.5.2 Semiconductor Heterojunctions and Modulation Doping

The importance of semiconductor heterojunctions lies in the fact that they allow
one to build into a semiconductor a variety of potential steps and even continuously
varying potential profiles for the free electrons in the conduction band (Fig. 8.23).
This is achieved by the use of controlled epitaxy (MBE, MOMBE; Sects. 2.4, 2.5).
To introduce the necessary notation, Fig. 8.24 shows qualitatively an abrupt het-
erojunction between a narrow-gap n-type, and a wide-gap p-type semiconductor in
thermal equilibrium. Near such a heterojunction Poisson’s equation has to be used
in its generalized form with a spatially varying ε(r).

∇[ε0ε(r)E(r)] = ρ(r). (8.19)

For a layered (one-dimensional) structure this simplifies (with E ‖ z) to

ε0E dε

dz
+ ε0ε

dE
dz
= ρ(z). (8.20)

Fig. 8.23 Schematic conduction-band edge EC, valence-band edge EV and Fermi level EF versus
coordinate z, for three semiconductor heterojunctions (1)–(3) between two n-type semiconductors
A and B. Varying band gaps (graded profiles) are produced as a function of depth z by controlled
modification of the AB composition during epitaxy (MBE, MOMBE, Sects. 2.4, 2.5). A realistic
example of such an artificially structured semiconductor layer system can be fabricated on the basis
of GaAs/AlAs, i.e. by using the Alx Ga1−x As ternary alloy
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Fig. 8.24 Band scheme of a semiconductor heterojunction; an n-type semiconductor I with a small
band gap (dielectric function εI) is in contact and thermal equilibrium with a p-type semiconduc-
tor II with a larger band gap. Such a junction is called a P–n junction. ΔEC and ΔEV are the
conduction and valence band offsets, respectively; V I

if and V II
if are the built-in voltages on either

side of the interface

Substituting for the electric field in terms of the potential V (z) and with ND and NA
as donor and acceptor concentrations, respectively, this yields

d2V

dz2
= e

εε0
(ND − n + p − NA)− 1

ε

dε

dz

dV

dz
. (8.21)

For an abrupt heterojunction as in Fig. 8.24, the continuity of the electric displace-
ment ε0εEif at the interface requires

εIE I
if = εIIE II

if . (8.22)

Poisson’s equation (8.21) can now be solved with a step-like change of ε(z) from εI

to εII across the interface. In each of the semiconductors one assumes Schottky-type
depletion layers with |V I

if| � kT and |V II
if | � kT . The total built-in potential at the

interface Vif is equal to the sum of the partial built-in voltages, V I
if and V II

if , supported
at equilibrium by semiconductors I and II (Fig. 8.24):

Vif = V I
if + V II

if . (8.23)

The addition of an applied bias causes a relative shift of the Fermi levels deep in
materials I and II, thus producing the voltage drops V I and V II over the space charge
layers in the two semiconductors:

V = V I + V II. (8.24)

Using (8.22), one can solve Poisson’s equation in a manner similar to that of
Sect. 7.2. For the thicknesses d1 and d2 of the depletion layers in the two semi-
conductors this yields

d1 =
[

2N II
Aε

IεII(Vif − V )

eN I
D(ε

I N I
D + εII N II

A)

]1/2

, (8.25a)
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d2 =
[

2N II
Dε

IεII(Vif − V )

eN II
A(ε

I N I
D + εII N II

A)

]1/2

, (8.25b)

where N I
D and N II

A are the donor and acceptor concentrations in semiconductors I
and II, respectively. The capacitance of the interface p-n junction is given by

Cif =
[

eN I
D N II

Aε
IεII

2(εI N I
D + εII N II

A)(Vif − V )

]1/2

. (8.26)

The voltages V I and V II supported by each semiconductor under a bias V (8.23) are
related to one another by

V I
if − V I

V II
if − V II

= N II
Aε

II

N I
Dε

I
. (8.27)

Analogous formulas can be derived for heterojunctions with inverse doping and for
equally doped n-n or p-p junctions [8.43].

Particularly interesting new effects occur at semiconductor heterojunctions in
which n-type doping is largely restricted to the semiconductor with the wider gap
(Fig. 8.25). Semiconductor I in Fig. 8.25a with its large band gap is highly n-doped
whereas material II with its smaller gap is intrinsic or very lightly n-doped. The
Fermi levels in the bulk are fixed slightly below the conduction band edge (I) and
near midgap (II). Furthermore, the band offset at the interface is fixed and is inde-
pendent of doping. Total space charge neutrality therefore requires a strong deple-
tion layer on side I which is balanced by a corresponding negative space charge in
material II (accumulation). The free electrons originating from the ionized donors
in material I accumulate in a narrow accumulation layer in semiconductor II. In this
way the high concentration of free electrons is spatially separated from the ionized
donors giving rise to impurity scattering.

Fig. 8.25 (a) Modulation-doped heterojunction consisting of a highly n-doped wide gap semicon-
ductor I and a lightly n-doped (or intrinsic) semiconductor II with smaller band gap; such a junction
is called an N -n junction. (b) Band scheme of a modulation doped compositional superlattice. The
layers of semiconductor I are highly n-doped, whereas semiconductor II is lightly n-doped or
intrinsic
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In homogeneously doped material an increase in carrier density generally
requires an increase in doping level which enhances impurity scattering. This, in
turn, limits the mobility of the carriers. This disadvantage of the high doping levels
necessary to yield high electron concentrations can be overcome by so-called mod-
ulation doping (Fig. 8.25) which separates the donor centers from the free electron
gas. Electron mobilities in a modulation-doped Alx Ga1−x As/GaAs structure are
shown in Fig. 8.26. If the electron mobility were determined by ionized Impurity
Scattering (IS) and Polar Optical (PO) phonon scattering in the same way as in bulk
GaAs, the mobility would be limited by these processes thus showing a decrease
at low temperature (due to IS) and also at higher temperature (due to PO); a maxi-
mum would occur at intermediate temperatures. For an impurity concentration ND
of 1017 cm−3 this maximum of about 4 · 103 cm2/Vs is reached near 150 K: for an
ND of 4 ·1013 cm−3 a maximum mobility of 3 ·105 cm2/Vs corresponds to a temper-
ature of about 50 K. However, the experimental results for modulation-doped struc-
tures (shaded region) do not show any reduction in mobility at low temperatures.
The values obtained, as high as 2 · 106 cm2/Vs, are much larger than the impurity-
limited mobility. This effect of mobility enhancement in a modulation-doped het-
erostructure is even more pronounced when an undoped Alx Ga1−x As layer is placed
between the highly doped AlGaAs region and the GaAs layer (Fig. 8.27). The thick-
ness of this spacer layer is usually chosen to be on the order of 100 Å, such that the

Fig. 8.26 The temperature
dependence of the electron
mobilities in bulk GaAs as
compared with the electron
mobilities observed in
modulation doped
AlGaAs/GaAs structures
(shaded area); the variation in
the observed mobilities
depends on details of the
quality of the interface and on
the thickness of undoped
AlGaAs spacer layers
between the highly n-doped
AlGaAs and the lightly doped
GaAs layer. Theoretical
mobilities due to Impurity
Scattering (IS) and scattering
from Polar Optical (PO)
phonons are also displayed
[8.44]
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Fig. 8.27 Band diagram of a
single interface
modulation-doped
Alx Ga1−x As/GaAs
heterostructure. The diagram
is drawn to scale for an
Alx Ga1−x As doping
concentration of
1.5× 1018 cm−3 and an AlAs
mole fraction of 0.35 [8.44]

band scheme, drawn to scale for an Al0.35Ga0.65As/GaAs interface with a donor
concentration of 1.5 · 1018 cm−3, appears as in Fig. 8.27. The conduction-band
discontinuity is assumed in this case to be 0.3 eV. The free electrons in the GaAs
accumulation layer are spatially confined in a region of about 70 Å. in a triangular
potential well, much the same as in a MOS structure (Sects. 7.6, 7.9). Correspond-
ingly the electronic wave functions are quantized along the z-direction normal to the
AlGaAs/GaAs interface (Sect. 7.6). Free motion, i.e. Bloch character of the wave
function, only occurs for coordinates parallel to the interface. The energy eigen-
values for electrons in the accumulation layer near the bottom of the conduction
band thus lie on parabolas Ei (k‖) along wave-vector directions k‖ parallel to the
interface (Fig. 7.9b). In comparison to the situation for MOS structures described in
Chap. 7, however, the mobility of the electrons is now orders of magnitude higher
(Fig. 8.26). This makes the AlGaAs/GaAs heterostructure system, and comparable
systems such as InGaAs/InP, extremely attractive for studying the properties of 2D
electron gases (Sect. 8.6), for example the quantum Hall effect (Sect. 8.6).

Similar effects, in particular a strong mobility enhancement as in the accumula-
tion layer at a semiconductor heterointerface (Fig. 8.25a), are obtained in a super-
lattice consisting of an alternating series of semiconductor layers (I and II) grown
epitaxially on one another (Fig. 8.25b). Material I with the larger band gap (e.g.,
AlGaAs) is strongly n-doped, whereas material II with the smaller band gap is
nearly intrinsic. As shown qualitatively in Fig. 8.25b, the donors in semiconductor
I have “given” their electrons to the energetically more favorable quantum wells in
material II, thus giving rise to positive space charge in I (positive band curvature)
and negative space charge in II (negative band curvature). For quantum-well sizes
on the order of 100 Å and less, quantization occurs normal to the interfaces, whereas
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Fig. 8.28 Energy levels E1,
E2, E3, . . . of electrons in the
rectangular quantum wells of
a compositional superlattice
(inset shows the conduction
band edge). The calculation
was performed with an
effective mass m∗ = 0.1m0.
The solid curves are valid for
single quantum wells of the
corresponding width dz .
Quantum wells within a
superlattice lead to
wavefunction overlap when
neighboring wells are
sufficiently close, and the
energy levels broaden into
bands (shaded areas) [8.45]

parallel to the layers one finds extremely high electron mobilities as in Fig. 8.26. For
a single quantum well, the energy eigenvalues are discrete parabolae (subbands), as
for the triangular potential (Fig. 7.9), except that the quantized minimum energies
εi are now spaced differently due to the different shape of the potential well (square
versus triangular). If one now considers a multiple quantum-well structure as in
Fig. 8.25b, the wave functions in neighboring quantum wells can clearly overlap
and a splitting of the single quantized levels is expected as in the tight-binding
picture of the band structure of a periodic crystal. This splitting, of course, is only
apparent for quantum wells that are sufficiently close to one another, i.e. for small
repeat distances. Superlattices based on AlGaAs/GaAs exhibit discrete subbands
εi for repeat distances exceeding about 100 Å (Fig. 8.28). For smaller superlattice
periods, a considerable broadening of the discrete energies εi into bands occurs.

8.5.3 The High Electron Mobility Transistor (HEMT)

One of the most interesting device applications of modulation-doped AlGaAs/GaAs
heterostructures is the Modulation Doped Field Effect Transistor (MODFET),
sometimes called the TEGFET (Two-Dimensional Electron Gas FET) or HEMT
(High Electron Mobility Transistor). On a substrate of semi-insulating GaAs, a
weakly doped or “undoped” GaAs layer is grown epitaxially (MBE, MOMBE;
Sects. 2.4, 2.5); then the wide-gap material Alx Ga1−x As is deposited, the first
20–100 Å undoped as a spacer layer, followed by heavily n+-doped material, which
supplies the free electrons for the 2D electron gas at the AlGaAs/GaAs interface
(accumulation layer within the GaAs) (Fig. 8.29a). Source and drain contacts have to
be prepared such that under the metal overlayers deep reaching zones of high n-type
conductivity establish a good ohmic contact to the 2D electron gas at the interface.
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Fig. 8.29 (a) Schematic cross-sectional view of a High Electron Mobility Transistor (HEMT) con-
sisting of a modulation doped Alx Ga1−x As/GaAs structure with a 2DEG at the interface, which
carries the electron current between source and drain. Source and drain contacts are diffused in
such that they reach the 2DEG plane. The gate metal (Al) is deposited after the channel has been
recessed by chemical etching. (b) Band diagram along a coordinate normal to the 2DEG below
the gate metal electrode. The gate electrode, which is used to control the conductivity channel
of the 2DEG is electrically isolated from the 2DEG by the depletion layer below the Schottky
metal–semiconductor junction

Sometimes n+-GaAs layers are also deposited as contact areas. The preparation of
these contact zones can be performed by ion implantation or by locally confined
diffusion of Ge (after deposition of an AuGe alloy). In contrast, the gate electrode
(diameter ≤ 0.5μm) is prepared by deposition of metal onto a reset free area of the
n-AlGaAs layer. In this way a strong depletion layer (Schottky contact) is formed at
the metal–semiconductor junction.

In thermal equilibrium, the band scheme along an intersection normal to the
layers below the gate electrode appears as in Fig. 8.29b. The 2D electron gas with
its high mobility carries the source-drain current. When a positive drain voltage is
applied, the potential drop along the source-drain connection leads, of course, to a
variation of the band scheme in Fig. 8.29b parallel to the AlGaAs/GaAs interface.
Depending on the local potential, the accumulation layer is more or less emptied of
electrons; the position of the Fermi level EF with respect to the band edges varies
along the current channel. Transistor action is possible since an additionally applied
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gate voltage shifts the Fermi level in the gate metal with respect to its value deep
in the “undoped” GaAs layer (Fig. 8.29b). Because of the strong Schottky depletion
layer just below the metal gate electrode (donors in the AlGaAs layer having been
emptied; Sect. 8.2), most of the voltage drop occurs across this AlGaAs layer, thus
establishing a quasi-insulating barrier between gate electrode and 2D electron gas.
The action of this Schottky barrier is similar to that of the SiO2 layer in a MOSFET
(Sect. 7.8). Depending on the gate voltage, the triangular potential well at the inter-
face is raised or lowered in energy and the accumulation layer is emptied or filled.
This changes the carrier density of the 2D electron gas and switches the source-drain
current. Because of the high electron mobility of the 2D electron gas, extremely fast
switching times can be achieved by this transistor. In particular noise is suppressed
to a high extent as compared with standard FETs, e.g. MOSFETS.

To give a rough estimate of its performance, we consider a simplified model.
With a gate of length L and width W the gate capacitance is given by

Cg = εε0LW/dAlGaAs (8.28)

where ε and dAlGaAs are the dielectric function and the thickness of the AlGaAs
layer below the gate electrode. Cg determines via the external gate voltage Vg the
charge induced in the 2D channel at the interface, i.e. in a linear approximation one
has

Cg = dQ

dVg
� ensLW

Vg − V0
. (8.29)

Here ns is the 2D density of carriers and V0 the built-in voltage at vanishing exter-
nal gate bias. For normal performance with sufficiently short gate length the drain
voltage is so high that almost all electrons move with saturation velocity vs (on the
order of 107 cm/s) independent of drain voltage, such that the drain-source current
follows as

IDS � nsW evs, (8.30)

i.e., with (8.29) one obtains a nearly linear dependence on gate voltage in this simple
model:

IDS � 1

L
Cgvs(Vg − V0). (8.31)

An important parameter describing the performance of a HEMT (or FET in general)
is the transconductance

gm =
(
∂ IDS

∂Vg

)
VDS

� Cg
vs

L
= W evs

dns

dVg
. (8.32)

Transconductance and gate capacitance determine, according to (8.32), the transit
time τ for an electron to pass under the gate

1

τ
= vs

L
= gm

Cg
. (8.33)
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For gate lengths on the order of 1 μm and saturation velocities vs around 107 cm/s
transit times of about 10 ps = 10−11 s are reached. This makes the HEMT extremely
interesting for microwave applications, in particular, since meanwhile gate lengths
of about 0.1 μm are in use.

8.6 Quantum Effects in 2D Electron Gases
at Semiconductor Interfaces

In addition to their interesting applications in microelectronics (HEMT: Sect. 8.5.3)
2D Electron Gases (2DEGs) prepared in modulation-doped semiconductor het-
erostructures also offer the possibility of studying interesting new quantum phenom-
ena in which the wave nature of the electrons is strongly manifest. The possibility of
observing such effects stems from the extremely high electron mobility at tempera-
tures low enough that both inelastic phonon scattering (low T ) and elastic impurity
scattering (modulation doping) are suppressed. A prerequisite for the observation
of quantum phenomena is the phase coherence of the electron wave function within
spatial areas comparable in size with the dimensions of the system. Phase coherence
means a constant electronic energy within that region, i.e. the absence of inelastic
scattering processes which change the phase of the wave function. For sufficiently
low temperature, the 2DEG at an AlGaAs/GaAs interface has an inelastic scattering
time τinel that is longer than the elastic scattering time τel (elastic mean free path �el).
The electron motion between phase breaking events is thus diffusive. The decisive
length, the phase coherence length

�φ = (Dτinel)
1/2 (8.34)

with D as the diffusion constant (determined by elastic scattering processes: D =
vF�el/2 in a 2D system) can thus reach values of a couple of micrometers. Since
lateral structuring by means of lithography is now able to produce structures with
lateral dimensions in the range of 100 nm, so-called ballistic transport with sup-
pressed inelastic scattering and phase coherence of the electron wave function can
indeed be studied.

Particularly interesting phenomena can be observed when, in addition to the
vertical confinement (z-quantization) within the narrow space-charge layer at the
AlGaAs/GaAs interface (Sect. 8.5.3), a lateral confinement of the electronic wave
functions is also achieved. In principle, this can be arranged by lateral constrictions
in so-called quantum point contacts (wires and dots), or by an additional strong
magnetic field perpendicular to the 2D electron gas giving rise to cyclotron orbit
quantization (Sect. 7.9).

Lateral restrictions for the generation of quantum dots or Quantum Point Con-
tacts (QPC) in a 2DEG can be readily obtained by the deposition of a split metal
(gate) contact on top of a modulation-doped semiconductor (AlGaAs/GaAs) het-
erostructure (Fig. 8.30). When this gate contact is suitably negatively biased, a
depletion layer is formed below the contact, the band structure of the n-doped
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Fig. 8.30 (a) Schematic cross-sectional view of a so-called split-gate arrangement on top of a
2DEG in an AlGaAs/GaAs heterostructure. A suitable negative bias at the split metal gate electrode
depletes the 2DEG below the metal gate and confines the 2DEG within a laterally restricted channel
(quantum point contact: QPC). (b) Top view of the split metal gate electrode. The current I through
the narrow channel within the 2DEG flows between contacts (1) and (2)

AlGaAs/GaAs heterostructure is raised in energy, and the triangular quantum well
within the GaAs is emptied of electrons. Only within a spatial dimension of width
w does the 2DEG continue to exist. There is now a spatial restriction within the
QPC along z due to the limited spatial extension of the 2DEG, along x because of
the depletion zones left and right, and along y the point contact is defined by the
dimensions of the metal gate in that direction. In a model description, the QPC is
described as a channel with finite length, in which the electrons are laterally confined
in the x-direction (Fig. 8.30b) by a parabolic potential (realistic approximation.) of
(1/2)m∗ω2

0x2, m∗ being the effective mass of the electrons, and ω0 depends among
other things on the width w and the doping; ω0 can be calculated from space-charge
theory. In such a parabolic confinement potential the quantized energy eigenvalues
are those of a harmonic oscillator and one obtains the following dispersion relation
for the electron states in the QPC:

En(ky) =
(

n + 1

2

)
h̄ω0 +

h̄2k2
y

2m∗
+ eV0, (8.35)

where eV0 is the electrostatic energy in the channel determined by the external bias
at the gate, and ky is the wave vector for motion along the channel. The spatial
restriction of the 2DEG along x introduces different subbands (similar to a magnetic
field B in Sect. 7.9), which are parabolic in ky , the wave vector along the current (I )
direction through the point contact. When an external voltage V is applied between
the contacts (1) and (2) in order to induce a current through the contact (Fig. 8.30b)
the chemical potentials (Fermi energies) μ1, and μ2 are different on the two sides
and the relation

eV = μ1 − μ2 (8.36)

holds. Depending on the external bias at the split gate electrode, a greater or lesser
number of subbands are occupied within the QPC and the electrostatic potential
V0 will vary accordingly (Fig. 8.31). For the evaluation of the current I and the
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Fig. 8.31 a,b Occupied electron states in the 2DEG channel between the split gate arrangement
(Fig. 8.30) at two different gate voltages, i.e. for two different widths of the QPC. In equilibrium
the electron states are occupied up to the bulk Fermi energy EF. When a current flows through the
QPC the occupation is determined by the chemical potentials (Fermi energies) μ1, and μ2 at the
contact areas (1) and (2) in Fig. 8.30b

conductance I/V we assume that all electron states with positive velocity vy =
1/h̄(dEn/dky) are occupied up to μ2 and that all electron states with negative vy

are occupied up to μ1. Assuming also that no reflections occur at the QPC, the
current through the contact derives from the difference in the chemical potentials as

I =
nc∑

n=1

∫ μ1

μ2

eD(1)
n (E)vn(E)dE, (8.37)

where n is the number of the subband (nc denotes the highest occupied subband),
D(1)

n (E) the density of states in the one-dimensional subband n, and vn(E) the
electron velocity in the nth subband. For the one-dimensional energy parabola
E = h̄2k2

y/2m∗, the density of states (including spin degeneracy) is

D(1)
n =

1

π

(
dEn

dky

)−1

. (8.38)

and the electron velocity in that subband follows as

vn = 1

h̄

dEn

dky
. (8.39)

For the current through the QPC, (8.37), we thus obtain

I =
nc∑

n=1

2e

h
(μ1 − μ2), (8.40)
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and for the conductance, with (8.36),

GQPC = I

V
=

nc∑
n=1

2e2

h
. (8.41)

According to (8.41) the conductance of such a QPC increases stepwise in jumps
of the so-called conductance quantum (2e2/h) up to a maximum value which is
determined by nc the number of highest occupied one-dimensional subband. Since
the subbands result from quantization in the x-direction, the subband number is
identical to the number of half wave-lengths of the electronic wave functions within
the slit width w. For a given electron energy, e.g. EF, this number n varies with the
width w of the QPC (extent of depletion below gate), i.e.. the conductance of the
QPC increases stepwise with decreasing negative gate voltage. This quantum effect
in the QPC conductance has indeed been observed experimentally by van Wees et al.
[8.46] on a QPC prepared in a 2DEG in a AlGaAs/GaAs heterostructure (Fig. 8.32).

For transport in the ballistic regime, where inelastic electron scattering is strongly
suppressed, these QPCs can be used to generate hot electrons in a 2DEG. Gate
electrodes shaped as in Fig. 8.33a and biased sufficiently negatively (Fig. 8.30a)
provide a strong local constriction for the electron wave function at point A (QPC)
whereas at point B the electron wave function can extend over a larger distance in
the x-direction. Correspondingly the potential parabolas E(x) are steep at A and
flat at point B. The quantized subbands (numbered by n = 1, 2, . . .) are thus quite
close to each other at point B (Fig. 8.33b). For a ballistic current I in the y-direction
within the 2DEG; electrons within the subband n = 2 change their potential energy
considerably on moving from A to B, since the quantum number n is conserved
in the case of ballistic transport. Furthermore, since the lack of inelastic scattering
processes means conservation of total energy, the transport from A to B is connected
with a gain of kinetic energy; the electrons leave the QPC (point A) to arrive as hot
electrons in region B. This type of electron transport is called adiabatic transport.

Fig. 8.32 Quantized
conductance of a Quantum
Point Contact (QPC) at 0.6 K
prepared at a AlGaAs/GaAs
interface (2DEG). The
conductance was obtained
from the measured resistance
after subtraction of a constant
series resistance of 400 Ω
[8.46]
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Fig. 8.33 (a) Top view of a split gate electrode arrangement for studying adiabatic, ballistic trans-
port of electrons in a 2DEG. (b) Potential parabolas at points A and B within the 2DEG below the
split gate electrodes. Also indicated are the quantized energy levels n = 1, 2, . . .

A similar effect to that of lateral constrictions is induced by strong magnetic
fields oriented perpendicular to the plane of the 2DEG. These can thus introduce a
further quantization. This has already been discussed in connection with the 2DEG
in narrow inversion layers under MOS structures (Sect. 7.9). In a model description
we consider a simple geometry as in Fig. 8.34a with ideal contacts left (L source)
and right (R drain or sink). The strong magnetic field B perpendicular to the 2DEG
introduces Landau level quantization over the whole width (along y) of the cur-
rent carrying stripe. The various sharp Landau levels (numbered n = 1, 2, 3, . . . in
Fig. 8.35a) correspond classically to closed cyclotron orbits of the electrons between
the two metal contacts. At the edges y1 and y2 closed cyclotron orbits are no longer
possible; scattering of the electrons occurs at the boundaries (Fig. 8.35a) and this

Fig. 8.34 (a) Ballistic electron flow in edge channels resulting from quantization in a strong mag-
netic field B normal to the 2DEG. Neglecting inelastic scattering between left (L) and right (R)
edge channels the chemical potentials μL and μR are those of the ideal left and right contacts. (b)
Edge channel conductance in a 2DEG in the presence of two additional contacts (1) and (2) for the
measurement of Shubnikov-de Haas oscillations in a strong magnetic field B. Inelastic scattering
(i.s.) between left and right channels induces a finite voltage drop between the contacts (1) and (2).
(c) Edge channel conductance in a 2DEG in the presence of two contacts (1) and (2) for measuring
the quantum Hall effect
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Fig. 8.35 a–c Explanation of edge channels in a 2DEG in the presence of a strong magnetic field B.
(a) A strong magnetic field B normal to the plane of a 2DEG causes Landau level quantization (n =
1, 2, 3, . . .) related to closed cyclotron orbits of the electrons. At the two borders y1 and y2, closed
orbits are no longer possible; the Landau energy levels are shifted to higher energies thus forming
so-called edge channels when they cross the Fermi energy EF. (b) In the presence of a current
(Fig. 8.34) the chemical potentials μR and μL of the right and left channels are different; their
difference μL − μR is directly related to the voltage drop across the contacts. (c) With increasing
magnetic field B the splitting of the Landau levels increases and the uppermost occupied level
approaches the Fermi level. Electronic states are available near EF into which inelastic scattering
can occur, thus bringing the left and right edge channels into contact

causes a stronger curvature of the electron wavefunctions in so-called skipping
orbits. This, in turn, increases the energy eigenvalues and thus leads to an upwards
bending of the Landau levels (n = 1, 2, 3, . . .) at the edges y1 and y2 (Fig. 8.35a).
The Landau levels cross the Fermi energy EF near the edges, leading to the forma-
tion of so-called edge channels, two (left and right) for each occupied Landau level,
where electrons can move from one contact to the other (Fig. 8.34a). Electron trans-
port can only occur within states near EF. In strong magnetic fields as considered
here, the skipping orbits do not allow backward scattering. Even scattering on impu-
rities leads to transport in the forward direction only. Thus edge-channel transport
does not exhibit electrical resistance, even in macroscopic samples. Therefore, the
chemical potential μL in the left edge channels is that of the left contact, whereas
on the backwards path (right) the chemical potential is that of the right contact
μR (Fig. 8.34a). As in (8.37) the total ballistic current results from the difference in
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chemical potentials on the left and right, and each occupied edge channel contributes
an amount

In = evn D(1)
n (μR − μL), (8.42)

with D(1)
n = (2π)−1(dEn/dkx )

−1 as the density of states in the one-dimensional
subband n. Since the electron velocity in that band is vn = h̄−1(dEn/dkx ), each
edge channel n transports a current of

In = e

h
(μR − μL). (8.43)

Two contacts placed in series along the edge channels as in Fig. 8.34b are used
to measure Shubnikov de Haas oscillations (Sect. 7.9). Since there is no voltage
drop along the edge channels, zero resistance is measured as long as the occupied
Landau levels between the edge channels are well separated from the Fermi energy

Fig. 8.36 (a) Quantum Hall effect measured at 4 K on the 2DEG of a modulation-doped
AlGaAs/GaAs heterostructure; the 2D electron density is 4 · 1011 cm−2, and the electron mobility
μ = 8.6 · 104 cm−2/V · s. The Hall resistance RH = UH/I is measured as a function of the
magnetic field B as shown in the inset. (b) Shubnikov-de Haas oscillations of the magnetoresis-
tance ρxx given by UL/I as shown in the inset as a function of the magnetic field B. The number
given at each maximum indicates the subband crossing the Fermi level, and the arrows give the
corresponding spin orientations with respect to the B field [8.47]
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EF (Fig. 8.35b). However, when the magnetic field B is increased (Fig. 8.35c), the
Landau level splitting is increased and the uppermost occupied level approaches EF.
Thus electronic states between the edge channels eventually reach the Fermi level
and inelastic scattering between the left and right channels becomes possible. In this
situation electrons are scattered from left to right (Fig. 8.34b), transferring energy
in the process and thus leading to a finite resistance ρxx between the two contacts in
series. Each time a Landau level crosses the Fermi energy a maximum is observed
in ρxx (Fig. 8.36b).

A similar explanation holds for the Quantum Hall Effect, which was detected by
von Klitzing (Nobel Prize 1985) [8.49]. Voltage probes attached to either side of the
2DEG (Fig. 8.34c) measure the electrochemical potential difference, i.e. the Hall
resistance between the left and the right edge channels. With (8.36) and (8.43) each
edge channel contributes an amount of e2/h to the Hall resistance. When a Landau
level crosses EF with increasing B field, the resistance increases by this amount.
This is the elementary explanation for the stepwise change of the Hall resistance
with increasing magnetic field in a quantum Hall effect measurement (Fig. 8.36a).
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Panel XIII
Electrical Measurements of Schottky-Barrier
Heights and Band Offsets

Schottky-barriers at metal–semiconductor junctions and band-offsets between two
semiconductors form internal potential barriers for carriers being transported
through such interfaces. Electrical transport measurements can therefore give direct
information about these barriers. The experiment requires thick metal or semicon-
ductor layers on which electrical contacts can be prepared. A major advantage is
that the measurements can also be performed ex-situ, the sandwich structure having
been prepared under UHV conditions and then removed from the UHV chamber
into the atmosphere.

The most direct approach is to measure the current-voltage (I-V) characteristics,
from which the barrier height of a Schottky contact between a metal overlayer and
a semiconductor substrate can be determined (Figs. 8.2, 8.4). Electrons contributing
to the current through the Schottky contact can, in principle, tunnel through the
barrier (if it is sufficiently thin) or more effectively overcome the barrier by means
of their thermal kinetic energy (thermionic emission). For semiconductors with low
electron mobilities the simple thermionic emission theory must be modified to take
into account diffusion processes [XIII.1, XIII.2]. In the simplest approximation the
thermionic current density from the metal into the semiconductor is calculated for a
direction z normal to the interface as

jm/s
z =

∫ ∞
EF+eφB

evz DC(E) f (E)dE, (XIII.1)

where vz is the velocity component along z of the free electrons in the semicon-
ductor conduction band, DC(E) the conduction-band state density and f (E) the
(Boltzmann) distribution function [XIII.3]. Since the energy E of an electron in the
conduction band above EC is kinetic energy, it follows that

E − EC = 1

2
m∗v2, dE = m∗vdv, (XIII.2)

where m∗ is the effective mass of the electrons. Using the square-root dependence
of the density of states [DC ∝ (E − EC)

1/2] and

v2 = v2
x + v2

y + v2
z , 4πv2dv = dvx dvydvz, (XIII.3)
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we arrive at

jm/s
z = 2e

(
m∗

h

)3

exp

(−e(EC − EF)

kT

)∫ ∞
v0z

vz exp

(
−m∗v2

z

2kT

)
dvz

×
∫ ∞
−∞

exp

(−m∗v2
x

2kT

)
dvx

∫ ∞
−∞

exp

(−m∗v2
y

2kT

)
dvy

=
(

4πem∗

h3

)
k2T 2 exp

(−e(EC − EF)

kT

)
exp

(−m∗v2
0z

2kT

)
, (XIII.4)

where v0z is the minimum velocity in the z direction required to surmount the
barrier. When an external voltage V is applied, v0z is given by

1

2
m∗v2

0z = e(VIF − V ), (XIII.5)

where eVIF is the band bending at the interface (built-in potential at zero bias). Since
the barrier height is given by

eφB = eVIF + EC − EF, (XIII.6)

the thermionic current density is obtained as

jm/s
z = A∗T 2 exp

(−eΦB

kT

)
exp

(
eV

kT

)
(XIII.7)

with

A∗ = 4πem∗k2/h3 (XIII.8)

as the effective Richardson constant. For free electrons (m∗ = m0) the value of A∗
is 120 A/(cm2 · K2).

The total current density through the interface consists of the component jm/s
z

(XIII.7) from the metal into the semiconductor and the contribution j s/m
z from the

semiconductor into the metal. The latter component is independent of external bias
and equals the current density from the semiconductor into the metal (XIII.7) in
thermal equilibrium (V = 0), i.e.

j s/m
z = −A∗T 2 exp(−eφB/kT ). (XIII.9)

The total thermionic current with external bias V thus follows as a sum of the con-
tributions (XIII.7 and XIII.9):

jz = js[exp(eV/kT )− 1] (XIII.10a)
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with

js = A∗T 2 exp(−eφB/kT ) (XIII.10b)

as the saturation current. An improved version of this theory, the so-called ther-
mionic emission-diffusion theory also takes into account electron collisions within
the depletion layer of the semiconductor [XIII.4]. It leads to the same expression
(XIII.10a) for the current density through the interface, but the saturation current

js = A∗∗T 2 exp(−eφB/kT ) (XIII.11a)

now contains a generalized Richardson constant

A∗∗ = fP fQ
A∗

1+ fP fQvR/vD
, (XIII.11b)

where fP is the probability of electron emission over the potential maximum
of the semiconductor into the metal without electron-optical-phonon backscatter-
ing; fQ is the ratio of the total current flow including tunneling and quantum-
mechanical reflection to the current flow obtained by omitting these effects. vR and
vD are the recombination velocity and an effective diffusion velocity associated with
thermionic emission.

From (XIII.10 and XIII.11) it is obvious that the forward current density through
a Schottky barrier, when extrapolated logarithmically to zero applied forward bias,
has an intercept at the saturation current density js (XIII.11a). Thus the barrier
height can be extracted from a plot of ln jz versus applied forward voltage, as illus-
trated in Fig. XIII.1. For practical purposes, one often includes deviations from the
ideal behavior described by (XIII.10) in a so-called ideality factor n and writes in
an heuristic way instead of (XIII.10a)

Fig. XIII.1 Forward current
density plotted
logarithmically as a function
of applied voltage V for a
metal–semiconductor contact
(qualitative). The
extrapolation to zero bias
determines the saturation
current density js, whereas
the slope ∂(ln jz)/∂V allows
one to determine the ideality
factor n



428 8 Metal–Semiconductor Junctions and Semiconductor Heterostructures
P

an
el

X
II

I

jz = js[exp(eV/nkT)− 1]. (XIII.12)

The ideality factor

n = 2

kT

∂V

∂(ln jz)
=
(

1+ ∂Δφ
∂V
+ kT

e

∂(ln A∗∗)
∂V

)−1

(XIII.13)

contains a term ∂Δφ/∂V which takes into account the voltage dependence of the
barrier correction Δφ due to the combined effects of image force and applied field
[XIII.5]. In addition, tunneling contributions to the current and recombination or
trapping at interface states give rise to deviations of n from one. The ideality factor
n can also be determined from the slope of the ln jz versus V plot (Fig. XIII.1). Reli-
able values for the barrier height φB can only be obtained by the analysis described
when the ideality factor n is close to one. Two experimental examples of I -V curves
measured on W metal contacts on Si and on GaAs are shown in Fig. XIII.2.

In a similar way the measured I -V characteristic can also be used to determine
conduction- or valence-band offsets in semiconductor heterostructures. For a single
heterostructure the analysis is more complex [XIII.7], since the effective barrier
for thermionic emission is dependent on both the band discontinuity and the band
bending on either side of the interface (Fig. 8.22). The determination of the band
discontinuity ΔEC or ΔEC is more straightforward on a semiconductor double het-
erostructure, where a large band-gap material is sandwiched between two narrow
bandgap layers. As an example Fig. XIII.3 presents experimental results [XIII.8]
for a structure consisting of a layer of undoped AlGaAs (thickness between 50 and

Fig. XIII.2 Measured
forward current density as a
function of applied voltage
for a W/Si and a W/GaAs
contact [XIII.6]
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Fig. XIII.3 a–c Thermionic emission of holes over a p-GaAs/AlGaAs/p-GaAs double het-
erostructure. (a) Qualitative plot of the valence band edge of the GaAs/AlGaAs/GaAs double
heterostructure for two temperatures T0 and T1 > T0. (b) Qualitative band scheme of the lower
energy barrier of (a) (T1, full line) under applied bias; EFG and EFS are the quasi-Fermi levels. (c)
Activation energy of the emission current over the energy barrier formed by the AlGaAs layer as
a function of applied bias. The activation energy at zero voltage corresponds to the valence band
discontinuity of a sample with a layer of Al0.38Ga0.62As sandwiched between two GaAs layers
[XIII.8]

100 Å) grown between two p-type GaAs layers forming a square potential barrier to
the transport of holes (Fig. XIII.3a). Because of the layer thickness, tunneling can
be neglected, and for sufficiently small bias (band bending and barrier distortion
being negligible) the current density through the barrier at zero bias is given by
(XIII.11a). The barrier height φB for hole transport is simply the valence-band dis-
continuity. A measurement of the thermal activation energy of the current density
(current as a function of temperature) therefore yields φB. The results of such a
procedure performed at various biases are shown in Fig. XIII.3c. The change in the
activation energy with applied voltage is due to the effect of barrier deformation
with bias. The valence-band offset of 0.19 eV is obtained from the data at zero bias
for a AlGaAs layer containing 38% Al and 62% Ga.

The second experimental method for determining Schottky barrier heights and
band offsets is the Capacitance-Voltage (C-V) technique. The space-charge layer at a
Schottky contact or at a semiconductor heterointerface gives rise to a bias-dependent
space-charge capacitance Csc, i.e. the space-charge region has an effective complex
impedance R + (iωCsc)

−1. Both the Ohmic part R and the capacitance Csc can be
determined by superimposing an AC voltage of frequency ω on a DC bias across
the junction. Lock-in detection at frequency ω allows the separation of R and Csc.
According to (8.23) the capacitance of the depletion layer at a Schottky barrier is
given by
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Csc = A

√
eεε0 ND

2(VIF − V )
, (XIII.14)

where A is the contact area, ND the bulk donor concentration in the semiconductor,
VIF the band bending and V the external bias. Accordingly the band bending VIF can
be determined from a plot of 1/C2

sc versus reverse bias V (Fig. XIII.4). A straight
line with slope

d

dV
C−2

sc =
(

1

2
εε0eND A2

)−1

(XIII.15)

is obtained and the intercept of this line with the abscissa (V scale) gives the band
bending VIF (Fig. XIII.4). For an n-type semiconductor the Schottky-barrier height
is then given by (Fig. 8.2):

φB = eVIF + (EC − EF)− eΔφ, (XIII.16)

where EC− EF is the energetic separation of the conduction band minimum and the
Fermi level deep in the bulk of the semiconductor, andΔφ is the image force correc-
tion term [XIII.5]. EC−EF is calculated directly from the bulk doping level using the
effective mass of the conduction electrons. When applying the capacitance-voltage
method to determine the Schottky-barrier height, one has to be aware of several
possible sources of error: an insulating interface layer between the metal overlayer
and the semiconductor might modify the total capacitance; furthermore, interface
states not taken into account in the simple description (XIII.14) may be charged or
emptied by a variation of the external bias.

Capacitance-voltage measurements can also be used to determine band discon-
tinuities at semiconductor heterostructures. According to Fig. 8.22 the total built-in
potential (diffusion potential) at the interface is related to the conduction-band offset
ΔEC by

(E II
C − EF)− (E I

C − EF) = ΔEC + eVIF. (XIII.17)

Fig. XIII.4 Capacitance-
voltage (C-V ) measurement
on a metal–semiconductor
junction. 1/C2 versus V plot
for an ideal contact. The
voltage intercept VIF equals
the band bending within the
interface space-charge region
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For the determination of ΔE one thus needs to know the total built-in potential VIF
as well as the bulk Fermi-level positions with respect to the conduction-band edges
E I

C and E II
C in the two semiconductors. The latter values (E I

C) and (E II
C − EF) are

given directly by the bulk doping levels, the effective masses and the temperature
[XIII.5]. The total built-in potential VIF , on the other hand, is obtained according to
(8.23) as the intercept of a 1/C2

IF versus V plot with the voltage axis (Fig. XIII.4).
For other types of heterojunction the analysis may be more complex. Furthermore,
severe errors can arise in the C-V method due to non-ohmic contacts, interfacial
defects, bulk traps and non-uniform doping in the semiconductors I and II.
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Problems

Problem 8.1 Calculate the Fermi energy EF and the Fermi wave vector kF for a
2DEG at a modulation-doped AlGaAs/GaAs heterointerface. The 2D electron den-
sity at 4 K shall be ns = 5·1011 cm−2. Plot the Fermi circle in the kx , ky-plane of the
2D reciprocal space and discuss the effect of quantum confinement in x-direction
by means of a split gate arrangement (quantum point contact).

Problem 8.2 Calculate the density of states for a free electron gas, which is confined
in 1, 2 and 3 directions (2DEG, quantum wire, quantum dot).

Problem 8.3 Estimate by means of Tersoff’s model for the electronic structure of
an ideal semiconductor interface the conduction and valence-band off-sets �EC
and �EV of a Si/GaP heterojunction and plot the electronic band scheme near the
interface.

(a) For the case that Si and GaP are both moderately n-type doped.
(b) For the case that Si is n-type and GaP is p-type doped.

Problem 8.4 Plot the band scheme (valence- and conduction-band edges EV and
EC, respectively) as a function of space coordinate (z) for an AlAs/GaAs hetero-
junction,

(a) when the heterostructure was grown by MBE with an ideal interface; and
(b) when a high density of interface defects (> 1012 cm−2) was produced by elec-

tron irradiation at the AlAs/GaAs interface. Where in the forbidden band do
you expect the highest density of interface states? The bulk doping in both
semiconductors is assumed to be moderately n-type (≈ 1017 cm−3).

Problem 8.5 Using the electronic band scheme of an Au/GaAs heterojunction, give
an explanation why such a junction can be used as a Metal–Semiconductor (MS)
photodetector for visible light. Make a suggestion for construction of a MS diode.

Problem 8.6 For a 2-Dimensional Electron Gas (2DEG) at a modulation-doped
AlGas/GaAs heterojunction the 2D electron density at 1 K is 5 · 1011 cm−2. By a
split-gate point contact a ballistic electron beam is injected into the 2DEG with the
average excess energy � = 50 meV above the Fermi energy EF. Discuss why, in
contrast to a free electron gas in a metal, electron–electron scattering is the major
scattering mechanism for the ballistic electrons at temperatures T < 1 K.

(a) Consider phonon and defect scattering.
(b) Consider electron–electron scattering by comparing � and EF.

Problem 8.7 According to the Richardson-Dushman formula (see also Panel XIII)
the work function of a metal surface can be determined from a measurement of
the saturation current density js = AT 2 exp(−eφ/kT ) with A = 4πmek2/h3 =
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120A/K 2 · cm2 upon thermionic emission of electrons from the metal into vacuum.
Derive the Richardson-Dushman formula for js by assuming a metal at temperature
T in thermal equilibrium with the vapor of emitted electrons above its surface. For
both half spaces – metal and electron vapor – the electron density is given by

n =
∫ ∞

0
D(E) f (E)dE

with the same Fermi level EF in the Fermi-distribution f (E).
Only, on the vacuum side the zero point of the energy scale is shifted by Evac =

EF + eφ with respect to the metal. From a calculation of the electron densities in
the vapor phase (nv) and in the metal (nM), and the assumption of equal electron
current densities from and into the metal (dynamic equilibrium) derive js using
classic kinetic gas theory.



Chapter 9
Collective Phenomena at Interfaces:
Superconductivity and Ferromagnetism

Collective phenomena such as superconductivity and ferromagnetism rely on the
collective behavior of many particles, be they electrons paired in Cooper pairs or the
spins of electrons in ferromagnetism. This implies a characteristic interaction, e.g.
Cooper pairing via the Fröhlich interaction or the exchange interaction in ferromag-
netism, and a coherence of the quantum-mechanical state over macroscopic or at
least mesoscopic dimensions (several tens of nanometers). The characteristic length
scale for such phenomena is the coherence length. This determines e.g., the distance
from an interface or surface at which a collective phenomenon has fully developed
given the fact that at the very surface an insufficient number of neighboring particles
is available for establishing the collective interaction.

In such cases the pertinent physics of a solid–solid interface will involve various
aspects on different length scales. When we are interested in the collective phenom-
ena of superconductivity or ferromagnetism at an interface, mesoscopic models,
with the corresponding coherence length as an essential parameter, are often suf-
ficient to give a deeper insight into the underlying characteristic interface physics.
Atomistic details of the interface structure, such as atomic arrangement, interface
roughness, or interdiffusion, are then neglected or accounted for approximately in
terms of phenomenological parameters.

On the other hand, at an interface the collective behavior described by meso-
scopic model theories might depend strongly on the underlying atomistic details
of the interface. A first step in understanding collective phenomena at interfaces
is, however, based on mesoscopic model theories, which is the main topic of this
chapter. Atomistic details have to be included in a more precise description. In
contrast to the physics of typical collective phenomena, where the length scale is
determined by an essentially mesoscopic coherence length, the description of the
atomistic properties of the interface relates to a length scale of atomic dimensions,
i.e. several Ångstroms.

The distinction between different length scales for the description of interface
phenomena was already obvious in the treatment of semiconductor space-charge
layers (Chap. 7) and metal–semiconductor interfaces and semiconductor heteroint-
erfaces (Chap. 8). The description of space-charge layers and their spatial extension
does not take into account atomistic details of the interface, but a quasi-continuum

H. Lüth, Solid Surfaces, Interfaces and Thin Films, 5th ed., Graduate Texts in Physics,
DOI 10.1007/978-3-642-13592-7_9, C© Springer-Verlag Berlin Heidelberg 2010
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type description is based on a mesoscopic screening length (sometimes several
100 Å) which is related to the carrier density. On the other hand, the height of the
Schottky barrier and the band offset in a semiconductor heterostructure typically
relate to atomistic details of the interface. Material properties and their variation on
an atomic scale have to be taken into account (Sect. 8.4).

9.1 Superconductivity at Interfaces

The interest in superconductor–normal conductor interfaces has a long tradition.
Since the discovery of type II superconductors, research in superconductivity has
been directly confronted with the problem of interfaces, since in these materials
superconductivity in the presence of a magnetic field B can appear in the so-called
Shubnikov phase, when B has values between the two critical fields BC1 and BC2.
In this intermediate phase, normal conducting domains, through which the magnetic
flux (one flux quantum per tube) penetrates, are distributed over the whole sample,
which is otherwise superconducting. Here we consider the ideal case in which both
spatial areas consist of chemically identical material; only the thermodynamical
state – normal conducting or superconducting – changes at the interface of the
domains.

A similar situation, in which interface problems occurred in classical supercon-
ductivity research, was found for Josephson junctions. In the particular type of
junction, which is called “weak link”, a superconducting film is spatially confined
between two extended superconducting areas, such that superconductivity breaks
down within the confined layer. When the layer is thinner than the coherence length
of the superconductor, the material there is not able to maintain the superconducting
phase, since Cooper pairs do not fit into the layer. The superconducting phase needs
a spatial extension at least comparable to the dimension of Cooper pairs, i.e. to the
coherence length of the superconducting material.

A renewed interest in superconductor–normal conductor interfaces arose with the
discovery of the “high temperature superconductors” [9.1] of the YBa2Cu3O7−y

(YBCO)-type; these have critical temperatures between approximately 30 and
100 K. Besides the search for novel types of Josephson junctions, both of the
“weak link” and of the tunneling type in these materials, the interest in electronic
superconductor–semiconductor hybrid devices also promoted research on appro-
priate interfaces and the accompanying physical effects. Such hybrid devices may
become important for the coupling of superconductor electronic circuits or sensor
devices such as SQUIDs to standard semiconductor circuits.

The interfaces of interest in this field consist of two chemically different mate-
rials (Nb and Si or GaAs etc.), where at the interface the chemical composition
changes simultaneously with the thermodynamical phase from normal conducting
to superconducting. This type of superconductor–normal conductor interface will
be the focus of our interest in the following.
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9.1.1 Some General Remarks

For a superconductor–normal conductor interface, interesting questions include:
How does the superconducting state (thermodynamical phase) change into the nor-
mal state of matter? What is the mechanism of carrier transport through such an
interface, where on one side single electron states are responsible for an electrical
current, and on the other side boson-like Cooper pairs form the ground state of a
quantum condensate? The interesting length scale for such questions intrinsically
related to superconductivity is the coherence length ξ of the superconducting state.
The length ξ is essentially the distance over which superconductivity “switches
on” at an interface, i.e. the distance over which the full superconducting gap Δ is
established, starting from the normal conducting side of the interface where Δ = 0.
Since Cooper pairs have a well-defined extension, some 1000 Å for a classical BCS-
superconductor, but much less for a type II superconductor, e.g. a few Ångstroms for
the novel ceramic “high temperature” superconductors, the transition region from
the normal conducting state to the superconducting state must be comparable to
or greater than dimensions of Cooper pairs. Thus, the transition region from the
normal to the superconducting state at an interface must generally be discussed on
a mesoscopic scale, that of the superconducting coherence length ξ .

On the other hand, as for any other heterostructure interface, atomistic details
such as non-stoichiometry, interdiffusion, or distribution of electronic interface
states, might play an important role in determining e.g. transport effects (interface
scattering, transmission barrier etc.), so much so, that in some cases interfaces are
completely unsuitable for studying specific superconductor effects. Some examples
illustrate this:

• If we take the technologically interesting interface between a semiconductor such
as Si or GaAs and the “high-Tc” compound YBCO, prepared e.g. as a thin film by
sputtering or laser ablation on a Si-wafer, it is well known that considerable inter-
diffusion between substrate and superconducting film occurs with simultaneous
loss of oxygen atoms in the YBCO. Since superconductivity at elevated tempera-
tures in YBCO depends sensitively on the stoichiometry, i. e. the oxygen content
[9.2], thin YBCO films lose their superconducting character within a distance of
approximately 1–10 nm from the interface. The coherence length ξ in YBCO, on
the other hand, amounts to a couple of Ångstroms. This type of interface between
semiconductors and novel “high-Tc”, ceramic superconductors is therefore ill-
suited for studying or applying superconductor–semiconductor interface effects.
Because of the general sensitivity of oxides to effects of interface stoichiometry,
it has not yet been possible to use high-Tc superconductor–semiconductor inter-
faces for applications. To a lesser extent, this might also be true for interfaces
between normal metals and YBCO-type compounds.

• Classical, low temperature, metallic superconductors, most interestingly Nb-
containing compounds with relatively high critical temperatures < 10 K, are
more stable at their interface. They do not lose their superconducting character,
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certainly not over a distance that exceeds the coherence length (more than
1000 Å for type I superconductors) of superconductivity. Their interface to a
normal metal certainly displays all the interesting properties inherent to a typ-
ical superconductor–normal conductor transition (Fig. 9.1a). The full continuum
of metal Bloch states, occupied below EF, unoccupied above EF, energetically
overlaps with the superconductor states, the energy of the Cooper-pair ground
state (condensate) W 0

BCS and the single electron (quasi-particle) states above the
superconducting gap Δ, as well as with the gap itself.

• On an atomic scale, the contact between low temperature Nb-type superconduc-
tors and semiconductors as Si, Ge and III-V semiconductors obeys the rules
we have considered in Chap. 8. Metal-induced gap states (MIGS; Sect. 8.2)

(a)

(b)

(c)

Fig. 9.1 a–c Qualitative electronic band schemes of some normal conductor–superconductor inter-
faces along the spatial coordinate z, perpendicular to the interface. The superconductor is repre-
sented in each case by the energy density W 0

BCS of its Cooper-pair ground state (many-body energy)
referred to the electron density nel, its superconducting gap energyΔ, and the continuum of excited
single electron states (weakly shaded). In the normal conductor the occupied electronic states
are darkly shaded, whereas the unoccupied states are lightly shaded. (a) Metal–superconductor
interface with EF as Fermi energy. (b) Semiconductor–superconductor interface with Ec the lower
conduction band edge. For the semiconductor the most common situation of Fermi-level pinning
in the forbidden band is assumed such as for Si, Ge, GaAs, InP etc. (c) Interface between a narrow
gap semiconductor such as InAs or InSb and a superconductor with Fermi-level pinning in the
conduction band; Ev is the upper valence band edge
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determine the energetic position of the Fermi level EF at the interface with respect
to the semiconductor band edges EC, EV. In most semiconductors, such as GaAs,
InP, Si, Ge the branching point EB (neutrality level) of the MIGS is located in
the forbidden band of the semiconductor, sometimes – as in GaAs, InP etc. – near
midgap. Within such an interface the Fermi level is pinned near EB (Sect. 8.2) and
in the n-type semiconductor–superconductor junction a depletion space-charge
layer (Sect. 7.2) as in Fig. 9.1b is formed. With a typical depth of the depletion
layer of 500–1000 Å the interesting superconductor energies EF (located within
the Cooper pair ground state) and the quasi-particle states above the gap Δ (on
the order of a few mV) do not have semiconductor electronic states within reach.
This type of interface is therefore of minor interest.

• In contrast to GaAs, InP etc., narrow gap semiconductors such as InSb and InAs
exhibit Fermi-level pinning within the conduction band at metal–semiconductor
junctions and on some types of free surfaces (Figs. 7.5, 8.4 and Sect. 8.2). This
unusual pinning position, i.e. the location of EB and EF within the conduction
bands, arises from the bulk band structure of these semiconductors, for which the
high density side minima in the conduction band contribute much more to the
location of EB than the low density absolute minima at Γ (Chap. 8). In the par-
ticular case of an InSb– or InAs–superconductor interface, a strong accumulation
space-charge layer with metallic character occurs within the junction opposite to
the superconductor. The superconductor states of interest around Δ are in direct
contact with the continuum of Bloch states of the highly degenerate semiconduc-
tor (Fig. 9.1c). InSb– and InAs–superconductor junctions are most interesting in
order to study relevant interface effects. Not only the binary compounds InAs and
InSb form electronic accumulation layers at the metal junction; also the ternary
compound Inx Ga1−x As shows Fermi level pinning within the conduction band
for In concentrations x exceeding 70% [9.3].

Thus, in experimental research on superconductor–semiconductor junctions, a
major role is played by high mobility 2DEGs in InGaAs structures, which are con-
tacted by low-temperature-superconductor electrodes such as Nb.

9.1.2 Fundamentals of Superconductivity

At this point it is useful to recall same fundamental aspects of the mechanism of
superconductivity in order to introduce the superconductor–normal conductor inter-
face on a more theoretical level.

In the classic atomistic theory of superconductivity according to Bardeen,
Cooper, Schrieffer (BCS), the ground state of a Fermi gas of free electrons is unsta-
ble in the presence of a weak electron–phonon interaction (Fröhlich interaction).
An electron traveling through the crystal lattice leaves behind a deformation trail in
the lattice, which can be regarded as an accumulation of the positively charged ion
cores, i. e. as a tiny compression of the lattice planes. This means that, temporarily, a
region of enhanced positive charge is created behind the electron, and this exerts an
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attractive force on a second electron. Compared with the high electron velocity vF
(107–108 cm/s), the lattice follows very slowly (estimated by the Debye frequency
ωD). Thus the coupling of two electrons into a Cooper pair (k ↑, −k ↓) occurs over
distances of more than 1000 Å, the order of magnitude of the extension of a Cooper
pair in a classical BCS superconductor. This extension is also a lower limit for the
coherence length ξ in a type I (BCS) superconductor. The interaction described
is thus related to lattice-mediated electron–electron scattering. It is assumed to be
active within an energy shell of thickness 2h̄ωD symmetrically around the Fermi
energy EF. In the simplest approximation, the interaction energy is assumed to be
a constant V0, such that finally, after some calculation [9.4] the following energy
WBCS can be attributed to the particular effect of Cooper pairing within the whole
ensemble of pairs:

WBCS = 2
∑

k

v2
kξk − V0

L3

∑
kk′

vkukvk′uk′ . (9.1)

ξk is the energy of a single electron referred to the Fermi energy EF : ξk = h̄2k2

2m −EF

and L3 is the volume of the cubic sample of length L . The quantity wk = v2
k is the

probability that the state (k ↑,−k ↓) is occupied by a Cooper pair consisting of two
electrons with opposite wave vector and spin, whereas 1−wk = u2

k is the probability
that this state (k ↑, −k ↓) is not occupied by a Cooper pair. The BCS formula (9.1)
takes into account only that part of the total energy of the system which is responsi-
ble for Cooper pairing. All other energy contributions, e.g. those due to phonons, are
assumed to be identical in the normal and the superconducting phases. The first term
in (9.1) describes the total kinetic energy loss as compared to the ground state (full
Fermi sphere) by excitation of electrons into empty states above EF. In the second
term vkuk′ = [v2

k(1 − v2
k′)]1/2 is the probability amplitude that the Cooper-pair

state (k′ ↑, −k′ ↓) is empty and simultaneously (k ↑, −k ↓) is occupied; vk′uk
is the analogous amplitude for k empty and k′ occupied. The second term in (9.1)
thus gives the energy gain due to all possible scattering processes of Cooper pairs
from (k ↑, −k ↓) to (k′ ↑, −k′ ↓) and vice versa. Nature risks a certain loss in
kinetic energy (first term) in the hope of gaining it back as potential energy due to
electron–electron scattering (second term). For the occupation probability v2

k in the
state of minimum energy we thus expect for the superconductor, even at T = 0, a
smearing out of the Fermi surface.

The ground state energy of the superconducting phase is found by minimization
of (9.1) with the condition (for probabilities) that

u2
k + v2

k = 1. (9.2)

This is guaranteed by setting uk = √1− wk = sin θk.
Minimization [9.4] with respect to θk then gives a number of algebraic relations

between the probability amplitudes vk and uk, which are characteristic for BCS
theory:
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2ukvk = sin 2θk = Δ

Ek
, (9.3)

v2
k − u2

k = −ξk/Ek, (9.4)

v2
k =

1

2

(
1− ξk

Ek

)
= 1

2

⎛
⎝1− ξk√

ξ2
k +Δ2

⎞
⎠ , (9.5)

u2
k =

1

2

⎛
⎝1+

√
E2

k −Δ2

Ek

⎞
⎠ . (9.6)

A detailed analysis [9.4] shows that the parameter

Δ = V0

L3

∑
k

ukvk (9.7)

is the superconductor energy gap, which opens between the ground state W 0
BCS of

the Cooper pair condensate (located at the Fermi energy EF) and the spectrum of
excited single electron states. The energy of these excited states, which can carry
single, unpaired electrons is given by

Ek =
√
ξ2

k +Δ2. (9.8)

The probability wk = v2
k (10.5) that the pair state (k ↑, −k ↓) is occupied by

a Cooper pair at zero temperature T = 0 is plotted along a particular k axis in
reciprocal space in Fig. 9.2. In contrast to the non-interacting Fermi gas, where the
corresponding Fermi distribution at T = 0 is a step-like function with a step at EF
and ±kF, with an approximate smearing width of 2Δ on the energy scale. Even at
T = 0, Cooper pairing guarantees that it is energetically favorable for some of the

Fig. 9.2 Probability wk = v2
k , that the two electronic states with wave vectors k, −k and spins

up and down are occupied by a Cooper pair (k ↑, −k ↓) at zero temperature T = 0 along
a particular k-axis in reciprocal space. Two single electron states at k1 and k2 are excited, i.e.
wk(k1) = wk(k2) = 1 and wk(−k1) = wk(−k2) = 0
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k-states below kF to be empty in order to allow k-states above kF to be occupied for
scattering processes which in turn decrease the total energy by Cooper pairing.

The two main phenomena of superconductivity, non-measurable resistance below
the critical temperature Tc and the property of ideal diamagnetism (Meissner–
Ochsenfeld effect) follow from the impossibility of electron-scattering (on impu-
rities and phonons) unless the gap 2Δ is overcome (breaking of a Cooper pair)
and from the coherence of the quasi-macroscopic quantum state of the Cooper-pair
condensate [9.4].

Standard BCS theory describes the superconductor properties within a homo-
geneous sample. In order to understand a superconductor–normal conductor inter-
face, we have to look more closely at the details of the excitation spectrum of a
superconductor. The interaction between a superconductor and an adjacent normal
conductor is, as we will see, largely due to excited states, since the Cooper-pair
ground state is quite “inert” due to its coherence. The excitation of a single electron
in a superconductor means that a Cooper pair (k ↑, −k ↓) has ceased to exist; i.e.
the single electron state k must be occupied, whereas −k is empty. An excitation is
thus described by (k ↑ occupied, −k ↑ empty).

In a superconductor, in contrast to a normal conductor, it is possible for single
electron states with |k| > kF to be occupied at T = 0 because of the particular shape
of wk = v2

k (Fig. 9.2). An excitation at k1 in Fig. 9.2 means that wk(k = k1) = 1
but that simultaneously the state at −k1 is empty. Correspondingly an excitation at
k2 > kF means a missing electron at −k2 (Fig. 9.2). In the case of the excitation
at k1, the whole system gains about 25% more electron character with respect to
the BCS ground state but loses about 75% electron character due to the missing
electron at −k1. The excitation at k1 behaves more like a hole in the Fermi sea than
like an electron. The current associated with excitation k1 is that of a positive par-
ticle, a quasi-hole. Conversely, the excitation k2 adds more electron-like character
to the ground state. The excitation k2 is called a quasi-electron. It is obvious from
Fig. 9.2 that the probability of finding a hole-like excitation in the superconductor
is wk = v2

k, exactly the probability for Cooper pairing of electrons at (k ↑, −k ↓).
The probability of the excitation of a quasi-electron is thus 1 − wk = u2

k. Quasi-
particles defined in this way as excitations of a superconductor carry a (non-integer)
charge according to Fig. 9.2 and (9.4)

qk = −e(u2
k − v2

k) = −eξk/Ek. (9.9)

The single particle energy (9.8) as derived from BCS theory already contains the
two types of excitations of a superconductor, quasi-electrons and quasi-holes. The
positive square root of ξk corresponds to electron-like excitations, whereas the
negative square root describes quasi-holes. Both types of excitations occur in the
vicinity of +kF and −kF (Fig. 9.3). In a superconductor the smallest possible exci-
tation energy Ek is at Δ above the Fermi level EF (9.8), whereas for a normal
conductor this gap Δ does not exist (Fig. 9.3a, broken line). For many applica-
tions, a plot of the excitation dispersion Ek is useful. Similar to the band scheme
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Fig. 9.3 Possible representations of the energy Ek of the two types of excitations of a supercon-
ductor, quasi-electrons and quasi-holes, (a) and (b) versus wave vector k; (c) density of states DS
above and below the Fermi energy EF; Δ is the superconducting gap

of a semiconductor, the quasi-hole excitations are plotted at negative energy values
because Ek(hole) = −Ek(electron) (Fig. 9.3b). The gap 2Δ between quasi-electron
and quasi-hole states resembles the band gap of a semiconductor, but for the super-
conductor 2Δ is strongly temperature dependent with Δ(Tc) = 0. The density of
states DS, both of quasi-electrons and of quasi-holes, has a singularity near 2Δ and
approaches that of the normal conducting state for |Ek| � Δ (Fig. 9.3c).

Since excited quasi-electrons and quasi-holes are coupled to each other in a
superconductor (Fig. 9.2), it is convenient to describe the most general excitation
by a vector of the type

(
ũk(r, t)
ṽk(r, t)

)
= g(r, t)

(
uk
vk

)
, (9.10)

with ũk and ṽk being the probability amplitudes for electron-like and hole-like
particles, respectively. If we can find a Schrödinger equation for this vector which
correctly describes the coupling of uk and vk in a BCS superconductor and the
uncoupled behavior in a normal conductor, we shall be able to treat the dynamics
of electrons and holes in inhomogeneous systems, i.e. at an interface between a
superconductor and a normal conductor. For the normal conductor this Schrödinger
equation is simply given by a Hamiltonian H which contains an external potential
V (r) and in which the energies are referred to EF with hole energies being nega-
tive. From (9.1) and (9.7) one can see that in BCS theory coupling of uk and vk is
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formally described by the gap energy Δ, which thus acts as an effective coupling
potential. The following ansatz therefore seems reasonable:

ih̄
∂

∂t
ũk =

[
− h̄2

2m
∇2 − EF + V (r)

]
ũk +Δṽk, (9.11a)

ih̄
∂

∂t
ṽk = −

[
− h̄2

2m
∇2 − EF + V (r)

]
ṽk +Δũk. (9.11b)

Assuming plane-wave behavior for g(r, t) in (9.10)

ũk = ukeik·r−iEt/h̄, (9.12a)

ṽk = vkeik·r−iEt/h̄, (9.12b)

one can write (9.11) as

E

(
uk
vk

)
=
(
ξk Δ

Δ∗ −ξk

)(
uk
vk

)
, (9.13)

with ξk = h̄2k2

2m −EF the single electron energies referred to the Fermi level EF. If we
allow the effective potential Δ, in contrast to BCS theory, to be complex valued, the
conjugateΔ∗ has to be used in (9.13) in order to guarantee that the superconducting
gap Δ is a real number.

The eigenvalue equation (9.13) indeed yields as eigenvalues

E±k = ±
√
ξ2

k +Δ2 (9.14)

which is exactly the expression (9.8) from BCS theory for electron-like (+) and hole
(−)-like excitations. With the assumption of normalized eigenvectors u2

k + v2
k =

1 (9.2), the other relations of BCS theory between uk and vk (9.3–9.6) are also
retrieved.

The Schrödinger equations (9.11) and (9.13) are thus able to correctly describe
the behavior of free electrons and holes in a normal conductor as well as their cou-
pling in a superconductor. The equations have been derived on a more general, field-
theoretical basis by Bogoliubov [9.5]. It must be emphasized that in these so-called
Bogoliubov equations the coupling potentialΔ, a generalized gap energy of the BCS
theory, can assume complex values in order to account for well defined and con-
nected, but phase-shifted, superconducting ground states on either side of an inter-
face. According to (9.7) the effective potentialΔ is itself dependent on the probabil-
ity amplitudes uk and vk and must in general be determined self-consistently for the
solution of (9.11). Complex Δ values also mean that, in the Bogoliubov equations,
in contrast to classical BCS theory, uk and vk are allowed to assume complex values;
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but this leads according to (9.6) to physically reasonable situations: for E2
k < Δ2 a

complex amplitude uk describes the case in which an electron with an energy below
the superconducting gap approaches the interface between a normal conductor and
a superconductor with gap Δ. Furthermore, the effective coupling potential Δ, i.e.
the generalized BCS-gap energy, can be assumed to depend on a space coordinate
Δ = Δ(r). The Bogoliubov equations (9.11, 9.13) are thus ideally suited to treat the
interface between a normal conductor and a superconductor, where over distances
of the coherence length ξ the electronic properties change from normal conductivity
to superconductivity, i. e. where on a length scale of ξ the gap energy Δ changes
from zero to its maximum value in the particular superconductor.

9.1.3 Andreev Reflection

The model of quasi-particles and their coupling potentialΔ (generalized gap energy
in BCS theory) as given in the Bogoliubov equations (9.11, 9.13) can be used to
understand some aspects of current flow through a superconductor–normal con-
ductor interface. This mechanism is particularly interesting when electrons in the
normal conductor are excited to continuum states slightly above EF in a metal
(Fig. 9.1a) or in a highly degenerate semiconductor space-charge layer (Fig. 9.1c),
where they can “see” only the superconducting gap Δ, i.e. no single electron states
in the superconductor on the other side of the interface. Is current flow through the
interface possible if electrons “see” no available single particle states at the same
energy level?

We consider an electron with a certain kinetic energy ξk < Δ within the normal
conductor. Its k vector is directed normal to the interface such that it ballistically
approaches the interface where the superconducting gap Δ is gradually “switched
on” over a distance of the order of the coherence length ξ (NC/SC interface between
x0 and x1) (Fig. 9.4). At some time while approaching the superconducting region,
the normal electron reaches a point x ′, where the gap energy isΔ(x ′). Here the cou-
pling potential is still small. At this moment the electron converts into an electron-
like quasi-particle of the superconductor and in k-space occupies an appropriate
level on the electron-like branch (e) of the energy parabola (Fig. 9.3a), in accordance
with its initial energy Ek. When the quasi-particle moves closer to the supercon-
ductor, it reaches a location x ′′, where the gap has increased to Δ(x ′′). The quasi-
particle now occupies a state on the energy parabola closer to kF with a diminished
surplus energy above Δ(x ′′). The quasi-particle charge (9.9) has increased consid-
erably from one negative electronic charge (−e) to a much lower negative value.
Thus, as an electron-like excitation moves from the normal conductor towards the
superconductor passing the interface region, it gradually loses its electron character
by approaching kF (Fig. 9.2) and according to (9.9) its negative charge decreases
with decreasing u2

k and increasing v2
k. Finally, at a spatial coordinate x ′′′, where its

initial energy fits the local energy gap Δ(x ′′′), the quasi-momentum of the quasi-
particle becomes kF. At this point the quasi-particle charge (9.9) reduces to zero and
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Fig. 9.4 Schematic representation of the Andreev reflection process near a normal conductor
(NC)–superconductor (SC) interface which extends in space from x0 to x1. In this interface region
the superconducting gap Δ(x) opens up to its temperature-dependent value Δ(T ) in the supercon-
ductor. Depending on the actual value Δ(x) in the interface region an electron (e) approaching the
superconductor occupies different states in the energy parabola Ek(k) of the quasiparticle states
and finally changes its character from a quasi-electron into a quasi-hole at a position x ′′′. This hole
is Andreev reflected and simultaneously two electrons are transferred as Cooper pairs into the BCS
ground state

further movement towards the superconductor makes the quasi-particle switch from
electron-like into hole-like character (left h branch of energy parabola).

Since the propagation velocity of a quasi-particle in real space is the group
velocity

vk = 1

h̄
∇k Ek, (9.15)

this hole-like excitation moves to the left, i.e. in the direction from the superconduc-
tor to the normal conductor. Reflection of a hole-like excitation has occurred.

Propagation of a positive particle from the right to the left is equivalent to a
negative charge moving from the normal conductor to the superconductor, i.e. to an
electric current from the normal into the superconductor.

During the approach of the electron towards the superconductor, the quasi-
particle changes its charge from −e to +e. Since charge cannot be lost, the Cooper-
pair condensate of the BCS ground state must also be involved in the process. It
must accept a charge of −2e, exactly the charge of a new Cooper pair. In summary,
the charge transport through the interface is described as follows: An electron with

energy ξk = h̄2k2

2m − EF < Δ approaches the superconductor from the normal con-
ductor side, reflection of a hole into the normal conductor occurs and the charge−2e
is transferred to the superconductor by the formation of a new Cooper pair within
the BCS ground state (Fig. 9.5b). Within the interface region the incoming elec-
tron “catches” a partner electron to form the Cooper pair, leaving behind the hole.
Charge is conserved during this process. In contrast to reflection of an electron at
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Fig. 9.5 Normal reflection
(a) and Andreev Reflection
(b) of an electron at a normal
conductor–superconductor
interface represented in real
space (left) and in the energy
band scheme E(x)

an interface (Fig. 9.5a) where the reflected particle follows a specular trajectory, the
hole follows exactly the path of the incoming electron but with opposite propagation
direction. In contrast to a normal reflection process (Fig. 9.5a) the formation of the
back-travelling hole is called retroreflection (Fig. 9.5b). Taking into account the k
vectors of the electrons in the newly generated Cooper pair, k vector conservation is
also obeyed in retroreflection. The same is true for the energy balance. Because
of ballistic transport within the interface region (of size equal to the coherence
length ξ ) energy must be conserved. When the incoming electron has an energy
ξk = εin < Δ with respect to EF, i.e. the energy level of the Cooper pair condensate
(where the resulting Cooper pair is energetically located), the retroreflected hole
must have an energy εout = −εin (Fig. 9.5b).

This process of electron transfer from a normal conductor into a superconductor
by retroreflection of a hole and simultaneous generation of a Cooper pair in the
superconductor is called Andreev reflection since the mechanism was first predicted
theoretically by Andreev [9.6].

It should be mentioned, for completeness, that electrons having an energy ξk > Δ

can penetrate the NC–SC interface by occupying quasi-particle states on the super-
conductor side. In thermal equilibrium quasi-electron states and quasi-hole states
(Fig. 9.3) are equally occupied such that charge neutrality exists in the supercon-
ductor. However, due to the electron flow (ξk > Δ) into the superconductor, an
imbalance between the occupation of the quasi-electron and the quasi-hole branch
of the particle spectrum in the superconductor is caused. This also results in an
imbalance of the quasi-particle charge (9.9). The non-equilibrium disturbance of
the quasi-particle charge gives rise to an electric field which extends into the super-
conductor over a distance λq from the interface. The penetration depth λq of this
electric field is given essentially by the diffusion length of the non-equilibrium
quasi-particles; it is strongly dependent on the actual temperature of the system
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[9.7]. For temperatures T sufficiently close to the critical temperature Tc, λq can
reach macroscopic dimensions; for T → Tc the penetration depth λq diverges. Even
for temperatures considerably lower than Tc the depth λq can have values of around
10−3 cm, i.e. λq � ξ(T ) [9.7].

We thus have to distinguish between two mechanisms of current transport
through a NC–SC interface. Electrons with ξk < Δ undergo Andreev reflection and
the current they were carrying is converted into a current of superconducting Cooper
pairs within an interface region of size roughly equal to the coherence length ξ .
Electrons with energies ξk > Δ, upon arriving at the NC–SC interface, move to the
electron-like branch of the elementary excitation spectrum of the superconductor.
Due to an accompanying imbalance in quasi-particle charge an electric interface
field arises and extends deep into the superconductor. The mechanism described
here for electron current transport from the normal conductor side to the supercon-
ductor can easily be inverted. The entire pattern is symmetric with respect to cur-
rent reversal. For the reversed current direction the Andreev-reflected particles are
electron-like and the quasi-particle charge imbalance for particle energies exceeding
the superconducting gap involves a population of the hole branch exceeding that of
the electron branch.

9.1.4 A Simple Model for Transport Through a Normal
Conductor–Superconductor Interface

Carrier transport through a normal conductor–superconductor (NC–SC) interface is
strongly affected by Andreev reflection as was discussed in Sec. 9.1.3. On the other
hand, both transport of quasiparticles through the interface as well as reflection of
carriers at a possible interface barrier play a major role in determining the overall
current through the interface. Such an interface barrier, which was so far neglected in
the discussion of Andreev reflection (Sec. 9.1.3), might be due to a thin oxide layer
(intentional or unintentional), or to contamination or interfacial disorder, and may
give rise to interfacial scattering. The nature of the barrier and the barrier height,
as well as the detailed shape of the coupling potentional Δ(x) within the interface
region, will certainly determine the ratio of reflected and Andreev retroreflected
electrons within the total interface current. In a simple model calculation Blon-
der, Tinkham and Klapwijk (BTK) [9.8] have considered these effects by using the
Bogoliubov equations (9.11, 9.13) in order to describe the propagation of the carriers
in the interface region. In their model the interface barrier is described simply by a
δ-function, such that the barrier height is given by the expression Hδ(x)with H hav-
ing the dimensions eV/cm (Fig. 9.6). The superconducting gap Δ, i.e. the coupling
potential between electrons and holes, is assumed, in its simplest approximation, to
have step-like character, i.e. to be zero in the normal conductor (x < 0, Fig. 9.6)
and changing to its maximum value Δ of the superconductor instantaneously at the
interface (x = 0). The ideal case of an atomically sharp interface is considered. For
the description of carrier transport through the interface we assume that an electron
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Fig. 9.6 Model representation of a sharp normal conductor (NC)–superconductor (SC) interface
where the superconducting gap switches from zero to Δ. An electron approaching the interface
from the NC side “sees” an energetic interface barrier which might be due to interface imper-
fections, an oxide interlayer, etc.; the barrier is described in a simple approximation by a δ-like
function Hδ(x)

from the left, the normal conductor (NC) side, approaches the superconductor (SC)
(Fig. 9.6). At the interface we allow partial reflection of the electron back into the
NC (probability amplitude b) and retroreflection of an Andreev hole (amplitude a).
Electron- and hole-like quasi-particles (amplitudes c and d) penetrate into the SC.
From (9.14) the wave vectors of the corresponding particles are obtained as

h̄k± = √2m

(
EF ±

√
E2

k −Δ2

)1/2

. (9.16)

where positive and negative signs describe the electron and hole states, respectively,
and Δ = 0 in the NC and Δ �= 0 in the SC. Correspondingly the following wave
functions describe the situation:

(i) for the incoming electron in the normal conductor (Δ = 0):

ψin =
(

1

0

)
eiq+x (9.17a)

(ii) for the reflected hole and electron in the normal conductor (Δ = 0)

ψrefl = a

(
0

1

)
eiq−x + b

(
1

0

)
eiq+x . (9.17b)

It is worth noting that a hole-like particle must also be assumed in the nor-
mal conductor because of the matching condition to the superconductor, where
holes and electrons always exist as coupled particles.

(iii) for transmitted quasi-particles in the superconductor (Δ �= 0):

ψtrans = c

(
u

v

)
eik+x + d

(
v

u

)
e−ik−x . (9.17c)
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The electron and hole wave vectors in the normal conductor are hereby denoted as

q± = 1

h̄

√
2m
√

EF ± Eq , (9.18a)

while the quasi-particle wave vectors in the superconductor are

k± = 1

h̄

√
2m

(
EF ±

√
E2

k −Δ2

)1/2

. (9.18b)

At the interface (x = 0) the total wave functions ψNC (in the normal conductor) and
ψSC (in the superconductor) are matched together. With

ψNC = ψin + ψrefl, (9.19a)

ψSC = ψtrans (9.19b)

the continuity at the interface requires:

ψNC(0) = ψSC(0) = ψ(0). (9.20)

Furthermore, flux conservation at the interface in the presence of a δ-function barrier
requires:

h̄

2m
[ψ ′SC(0)− ψ ′NC(0)] = Hψ(0). (9.21)

Since only carriers with energies close to the Fermi level EF are considered, we
approximate

k± ≈ q± ≈ kF (9.22)

and from the matching conditions (9.20, 9.21) we obtain:

(
1

0

)
+ a

(
0

1

)
+ b

(
1

0

)
= c

(
u

v

)
+ d

(
v

u

)
, (9.23)

ikF

[
c

(
u

v

)
− d

(
v

u

)
−
(

1

0

)
− a

(
0

1

)
+ b

(
1

0

)]

= 2m

h̄
H

[
c

(
u

v

)
+ d

(
v

u

)]
= 2m

h̄
H

[(
1

0

)
+ a

(
0

1

)
+ b

(
1

0

)]
. (9.24)
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We are seeking the probability amplitudes a, b, c, d; it is therefore convenient to
write (9.23, 9.24) in matrix form with

y = 1− i
2m

h̄kF
H = 1− i2h̄ Z , (9.25a)

and

Z = H/h̄vF (9.25b)

as dimensionless barrier strength parameter.
The solution vector (a, b, c, d) is then determined from

⎛
⎜⎜⎝

0 1 −u −v
1 0 −v −u
0 y∗ u −v
−y 0 v −u

⎞
⎟⎟⎠
⎛
⎜⎜⎝

a
b
c
d

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝
−1
0
y
0

⎞
⎟⎟⎠ . (9.26a)

By inverting the matrix, the solution is obtained as

⎛
⎜⎜⎝

a
b
c
d

⎞
⎟⎟⎠ = 1

‖M‖

⎛
⎜⎜⎝

4uv
(1− y2)(v2 − u2)

2u(1+ y)
2v(1− y)

⎞
⎟⎟⎠ (9.26b)

with the determinant

‖M‖ = u2(1+ y)(1+ y∗)− v2(1− y)(1− y∗). (9.26c)

Introducing the parameter γ as

γ = 1

4
‖M‖ = u2 + (u2 − v2)Z (9.27)

the final probability amplitudes for reflection (a, b) and transmission (c, d) through
the interface are

a = uv

γ
(9.28a)

b = − (u
2 − v2)(Z2 + iZ)

γ
(9.28b)

c = u(1− iZ)

γ
(9.28c)

d = i
vZ

γ
. (9.28d)
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Using (9.17 and 9.28) together with the quantum mechanical probability current
density formula

jP =
h̄

m
[Im(u∗∇u)− Im(v∗∇v)], (9.29)

where the hole current enters with a sign opposite to that of quasi-electrons (in con-
trast to the electrical charge current), one arrives at the expressions given in Table 9.1
for the probability currents A, B, C , D normalized to the Fermi velocity vF.

In Fig. 9.7 the calculated probability currents A, B, C , D are plotted versus the
normalized energy E/Δ = eU/Δ of the particles for several barrier strengths Z . For

Table 9.1 Probability currents at a normal conductor–superconductor interface: A is the
probability current of Andreev reflection of holes, B is that of normally reflected electrons and
T = C + D is the probability current of the transmitted particles [9.8]

A B C D

Δ ≡ 0 0 Z2

1+Z2
1

1+Z2
0

E < Δ Δ2

E2+(Δ2−E2)(1+2Z2)2
1− A 0 0

E > Δ u2v2

γ 2

(u2−v2)2 Z2(1+Z2)

γ 2

u2(u2−v2)(1+Z2)

γ 2

v2(u2−v2)Z2

γ 2

Z = 0

eU/Δ eU/Δ

eU/Δ eU/Δ

a) b)

c) d)

Z = 0.5

Z = 1 Z = 3

Fig. 9.7 a–d Probability currents at a normal conductor–superconductor interface as a function of
the applied voltage U normalized to the superconducting gap Δ/e: A for Andreev reflection of a
hole, B of a normally reflected electron, T = C + D of transmitted electrons. The plots from (a)
to (d) refer to increasing interface barrier strength Z = H/h̄vF according to Fig. 9.6 [9.8]
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the case Z = 0 (Fig. 9.7a), i.e. a vanishing barrier, the whole current is determined
by Andreev reflection: for incoming particle energies E < Δ (superconducting gap)
the maximum possible amount of retroreflected holes occurs (A = 1) and for higher
energies an increasing fraction of electrons penetrates into the superconductor (C
approaches 1) into empty quasiparticle states above Δ. It is important to mention
that the process of Cooper pair formation upon Andreev reflection is not contained
in this simple model. Kümmel et al. [9.9] have expanded the equations to include the
condensate phase and to describe the interchange of current between quasi-particles
and Cooper pairs. With increasing barrier strength (Fig. 9.7b, c, Z = 0.5 and Z = 1)
the amount of Andreev reflection for small energies E � Δ decreases considerably
(A < 0.5) but peaks slightly below the gap energy Δ appear due to the singular
density of states within the superconductor. Correspondingly, the amount of nor-
mally reflected electrons B increases over the whole energy range except at E = Δ.
This tendency continues up to high barrier strengths (Fig. 9.7d, Z = 3), where the
peak at E = Δ due to Andreev reflection has sharpened to such an extent that the
effect becomes undetectable in experiments. Andreev reflection can thus be studied
experimentally only in cases of ideal interfaces between normal and superconductor,
where only small barriers are present.

If, when a bias is applied to the NC–SC junction, one assumes that the voltage
drop occurs essentially across the barrier, the current–voltage (I -U ) characteristics
can easily be calculated. An electron of energy E hitting the barrier from the NC
side obeys the Fermi distribution f (E − eU ); Andreev-reflected holes belonging to
process A are described by the distribution [1− f (E − eU )]; processes B follow a
distribution f (E − eU ) and processes C and D are described by f (E). Probability
current conservation requires

A + B + C + D = 1, (9.30)

which finally yields for the current INS through the junction

INS = 2N (EF)evF F

∞∫
−∞

dE[ f (E − eU )− f (E)][1+ A(E)− B(E)]

= 1+ Z2

RN

∞∫
−∞

dE[ f (E − eU )− f (E)][1+ A(E)− B(E)], (9.31)

where N (EF) is the density of states (per spin state) at the Fermi level and F the
area of the contact. Rn is the resistance of the junction in the normal conducting
state;

Rn = (1+ Z2)[2N (EF)e
2vF F]−1. (9.32)
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In many experiments on NC–SC junctions, the differential conductance dINS/dU is
measured. By differentiation of (9.31) one obtains

dINS

dU
= 1+ Z2

Rn

e2

2kT

∞∫
−∞

dE

[
cosh

(
E − eU

kT

)
+ 1

]−1

[1+ A(E)− B(E)].

(9.33)
In the limit of very low temperatures (T → 0) the cosh term becomes a δ-function,
i.e. at very low temperatures the differential conductance directly yields the current
transmissivity of the contact.

In Fig. 9.8 some I -U characteristics and the corresponding differential dI/dU
curves are plotted for several barrier strength parameters Z . For a strong barrier
with Z = 10, the curves represent the tunneling characteristics expected e.g. for
a normal conductor–oxide–superconductor junction. The barrier strength Z has a
dramatic effect on the differential conductance dI/dU at zero voltage (U = 0)
(Fig. 9.8b). If normalized to the normal resistance value Rn, dI/dU ranges between
values of about 0 and 2 for Z between 10 and 0. For a vanishing barrier (Z = 0)
the normalized conductance is twice as high as for the normal conducting junction.
Andreev reflection doubles the current through the formation of retroreflected holes
(and hence Cooper pairs in the superconductor) in comparison with transport of only
single electrons through the interface.

Fig. 9.8 Calculated I -U
characteristics (a) and
differential conductance
dI/dU (b) versus normalized
applied voltage eU/Δ for
several assumed barrier
strengths Z as in Fig. 9.7.
Broken lines represent the
behavior of the normally
conducting junction with a
normal resistance Rn [9.8]

Z = 0

a)

b)

Z = 0

eU/Δ

eU/Δ

R
n(

dI
/d

U
)

e/
R

n/
Δ



9.2 Josephson Junctions with Ballistic Transport 455

9.2 Josephson Junctions with Ballistic Transport

9.2.1 Josephson Effects

Superconductor–normal conductor junctions of the type described in Sect. 9.1.4
have already been of interest in the past in connection with the study of Josephson
effects [9.4]. In principle, there are two types of Josephson junction: the so-called
tunneling junction (Fig. 9.9a), where the two superconductors are separated from
each other by a thin insulating barrier (i.e. a semiconductor with extremely large
band gap such as Al2O3). Here the transport through the barrier can be roughly
described as tunneling of Cooper pairs or single electrons through the barrier. In
the second type of junction, a “weak link”, such as a local restriction (thinner than
the coherence length of the superconductors) of the superconducting material or
a non-superconducting metal with normal metallic conductivity, separates the two
superconducting regions from each other (Fig. 9.9b). Equivalent circuit diagrams
for both types of junction (Fig. 9.9) differ in that, in the case of a weak link (includ-
ing SC–NC–SC junction), the normal ohmic behavior of the junction has to be
taken care of by an additional ohmic resistance Rn in parallel with the junction.
The current–voltage characteristics I (U ) of these two types of junction differ in a

Fig. 9.9 a,b Schematic
representation of the two
types of Josephson junctions
(JC), their I (U )
characteristics and their
equivalent circuits: (a)
tunneling junction with
insulator barrier, (b) weak
link with normal conducting
bridge (normal ohmic
resistance Rn). For the weak
link a hysteresis is found in
the I (U ) characteristics, after
breakdown of the critical
current Ic or when
approaching Ic from the
current carrying state. This
hysteresis is due partially to
the junction capacity C and
to electron heating effects in
the current carrying state
(U > 0)
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well-defined way. When for tunneling junctions the critical current due to Cooper
pair tunneling is reached, conduction breaks down. It starts again when the applied
external bias allows single electron tunneling through the barrier at 2Δ/e. For weak
links, on the other hand, the ohmic behavior of the interlayer allows a finite current
even after break down of the Cooper pair current (Fig. 9.9b).

In order to understand the basic behavior of these Josephson junctions, i.e. the
origin of the Josephson effects, the coupling between the two superconductors can
be described in a phenomenological manner. The phases φ1 and φ2 of the two super-
conducting BCS wave functions, left and right, have to be connected to each other
in a well defined, coherent fashion. Neglecting all kinds of atomistic details the only
requirement is an overlap of the two many-body BCS wave functions ψ1 and ψ2 of
the two superconductors, left and right. The wave functions ψ1 and ψ2 must form
one and the same coherent function.

In this case the BCS wavefunctions ψ1 and ψ2 can be considered to be coupled
through the insulating or normally conducting barrier by means of a phenomeno-
logical coupling constant K . The expressions Kψ1 and Kψ2 contribute to the total
energy in one or the other superconductor and the coupled Hamiltonions are writ-
ten as

∂Ψ1

∂t
= − i

h̄

[(
E1 + eU

2

)
Ψ1 + KΨ2

]
, (9.34a)

∂Ψ2

∂t
= − i

h̄

[(
E2 − eU

2

)
Ψ2 + KΨ1

]
, (9.34b)

where E1 and E2 are the total energies of the two superconductors without coupling
through an exchange of Cooper pairs and eU takes into account an external bias
U being applied symmetrically over the junction. A perturbation type solution is
obtained by inserting into (9.34) the undisturbed BCS wave functions

Ψ1 = √nC1eiφ1 , (9.35a)

Ψ2 = √nC2eiφ2 , (9.35b)

where nC1 and nC2 are the densities of Cooper pairs in the two superconductors.
Some calculation [9.4] then yields the so-called first Josephson equation

ṅC1 = 2K

h̄
nC1 sin(φ1 − φ2) = −ṅC2 (9.36)

which relates the phase difference ϕ = φ1 − φ2 of the two BCS wave functions in
the two superconductors to the rate of change of the Cooper pair densities nC1 and
nC2. Since ṅC, the rate of change of the Cooper pair density, is related to a current
flow j = eṅC, the Cooper pair current density between the two superconductors

j = jC sinϕ (9.37)
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is dependent on the phase difference ϕ between the two BCS wave functions
describing the two superconductors and the so-called critical current density

jC = 4K e

h̄
nC1. (9.38)

jC is the maximum Cooper pair current density through the junction before this
type of resistance-less carrier transport breaks down and single particle transport
takes over. Breakdown of the supercurrent at a maximum value jC simultaneously
gives rise to the built-up of an external voltage U over the junction. This voltage
causes the phase difference ϕ between the two superconductors to change in time.
The effect is described by the second Josephson equation.

ϕ̇ = 2e

h̄
U, (9.39)

which is obtained by the same calculation leading to (9.36). According to (9.39) the
height of the external bias U determines the rate of change of the phase difference
between the two superconductors. Integrating (9.39) and inserting the result into
(9.37) yields an oscillating current density

j = jC sin

(
2eU

h̄
t + ϕ0

)
, (9.40)

whose oscillation frequency ωJ = 2eU/h̄ can be controlled by the external voltage
U . In this regime a Josephson junction can be used as a voltage-controlled high
frequency generator with ωJ/U = 483.6 MHz/μV.

9.2.2 Josephson Currents and Andreev Levels

While for the derivation of the two Josephson equations no detailed understanding
of carrier transport through the interfaces is needed, a refined picture of the perfor-
mance of Josephson currents requires an atomistic description of the behavior of
Cooper pairs and quasi-particles at the interfaces of the junctions.

In the following we consider a simplified one-dimensional model for a
superconductor–normal conductor–superconductor Josephson junction. Since in
many interesting examples of recent work the normal conductor is represented by a
modulation doped 2DEG in a semiconductor heterostructure (Chap. 8), the elec-
tronic mean free path (for elastic and inelastic scattering) within the weak link
can be several micrometers at low temperature. Both the coherence length ξ of
the superconductors and the thickness d (extension along the current path) of the
2DEG barrier are typically 100–300 nm and are thus significantly smaller than the
electronic mean free path. Such a junction is said to be in the “clean limit” and
simultaneously ballistic carrier transport within the weak link (2DEG) occurs. At
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Fig. 9.10 Schematic energy diagram of a ballistic superconductor (S)–normal conductor (N)–
superconductor Josephson junction. The pair potential (superconducting gap) Δ is assumed to
change abruptly at the interfaces, where in addition δ-like barriers are taken into account

the interfaces between the superconductors (S) and the normal conductor (N), δ-like
barriers with an energetic height H (Fig. 9.10) are assumed, as in the model calcu-
lations of Sect. 9.1.4. The theoretical treatment of this junction is then analogous
to that of a single interface (Sect. 9.1.4). Bogoliubov equations (9.11, 9.13) may be
written in analogy to Sect. 9.1.4 in the form

(H(x) Δ(x)
Δ(x) −H(x)

)
ψ = Eψ (9.41a)

with

Ψ =
(

u(x)

v(x)

)
, (9.41b)

and

H(x) = − h̄2

2m

d2

dx2
+ H [δ(x)+ δ(x − d)] − EF. (9.41c)

As in (9.25) the barrier height H may be expressed by the dimensionless barrier
strength parameter Z = H/h̄vF or H = Zh̄ pF/m.

In contrast to Sect. 9.1.4, where only one superconductor was considered (pair
potential Δ), for the two superconductors S1 and S2 different phases φ1 and φ2 now
have to be attributed to their wave functions and to the corresponding pair potentials.
A fixed phase relation between S1 and S2 exists, provided the two superconductors
are separated from each other by a barrier that is thinner than the coherence length
ξ . Since only the difference φ1 − φ2 = ϕ has a physical meaning, the pair potential
may be assumed (with φ1 = 0) to be

Δ(x) =
⎧⎨
⎩
Δ0 , x < 0 (S1)

0 , 0 < x < d (N)
Δ0eiϕ , x > d (S2)

(9.42)

As in Sect. 9.1.4 the wave functions and their derivatives have to be matched at the
two interfaces x = 0 and x = d, thus yielding the conditions

ΨSC(x = 0−) = ΨNC(x = 0+) = Ψ (0), (9.43a)
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ΨNC(x = d−) = ΨSC(x = d+) = Ψ (d), (9.43b)

and

h̄2

2m
Ψ ′NC(x = 0+) = − h̄2

2m
Ψ ′SC(x = 0−) = h̄2 pF

2m
ZΨ (0), (9.44a)

h̄2

2m
Ψ ′SC(x = d+) = − h̄2

2m
Ψ ′NC(x = d−) = h̄2 pF

2m
ZΨ (d), (9.44b)

For simplicity, the effective electronic masses in all three materials are assumed to
be equal. For the solution the ansatz of plane waves both in the superconductors and
in the normal conductor is sufficient. In the normal conductor (N) the wave vectors
of the electron and hole states are analogous to (9.18a)

h̄q± = √2m(EF ± E). (9.45)

Correspondingly the electron-like and hole-like quasi-particles in the superconduc-
tors (S) have wave vectors

h̄k± =
√

2m(EF ±
√

E2 −Δ2), (9.46)

with the (+) sign for quasi-electrons. Since for the coherently coupled supercon-
ductors the eigenvectors of the Bogoliubov equations (9.41) also differ in phase by
φ1 − φ2 = ϕ, the following complete wave function for the Josephson junction is
obtained:

Ψ (x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

= A

(
veiΦ1

u

)
eik−x + B

(
ueiΦ1

v

)
e−ik+x for x < 0 (S1)

= α
(

1

0

)
eiq+x + β

(
1

0

)
eiq+(x−d)

+γ
(

0

1

)
eiq−(x−d) + δ

(
0

1

)
e−iq−x

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

for x < 0 < d(N)

= C

(
ueiΦ2

v

)
eik+(x−d) + D

(
veiΦ2

u

)
e−ik−(x−d) for x > d (S2)

(9.47)

The functions with +k+ and +k− represent quasi-electron and quasi-hole states in
the superconductors with a nett current in x-direction, while −k+ and −k− belong
to quasi-particle currents in negative x-direction.
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The electron- and hole-like vector components are given by

2u2 = 1+
√

E2 −Δ2

E
, (9.48a)

2v2 = 1−
√

E2 −Δ2

E
. (9.48b)

In superconductors generally |Δ| � EF. Furthermore, for short contacts (d < ξ )
the phase difference between electrons and holes arising from propagation along d
is negligible. We can thus assume, to good approximation, analogously to (9.22)

k± ≈ q± ≈ kF. (9.49)

Inserting the wave function (9.47) with the approximation (9.49) into the match-
ing conditions (9.43, 9.44) yields, after a calculation analogous to (9.23–9.28), two
energy eigenvalues for the described Josephson contact

E± = ±Δ0

√
cos2(ϕ/2)+ 4Z2

1+ 4Z2
(9.50)

where ϕ = φ1 − φ2 is the phase difference of the BCS many-body wave functions
of the two superconductors and Z is the barrier parameter describing the height of
the assumed interface barriers (Z = 0 for vanishing barrier).

The eigenvalue energies E± for differing barrier strengths Z are plotted as a
function of the phase difference ϕ between the two superconductors in Fig. 9.11a.
One has to keep in mind that, according to the first Josephson equation (9.37), a
certain phase difference ϕ is related directly to a particular Josephson current, which
flows without any resistance (U = 0). Depending on the strength of the Josephson
current, which means transport of Cooper pairs through the junction, the eigenvalues
vary in energy. Considering the derivation of (9.50) by solving the Schrödinger-type
Bogoliubov equations (9.41) with quasi-particle, electron, and hole states (9.47),
there is some similarity of the eigenstates (9.50) to quantum-confined states in a
semiconductor quantum well, in particular, since the levels E± fall into an energy
range |E±| < Δ0 where the superconductors, left and right of the junction, do
not offer energy states. But in contrast to eigenstates in a semiconductor quantum
well, the states E± carry a current; they are superpositions of electron and Andreev
reflected hole states. Each time an electron approaches from the normal conductor
side the superconductor interface, an Andreev hole is formed (at least for Z = 0)
and a Cooper pair is transferred into the superconductor. Because of this underly-
ing physics, the eigenstate energies E± are called Andreev levels. They enable the
transport of Cooper pairs from superconductor (1) into superconductor (2) through
the normal conductor at energies below the superconducting gapΔ0 simply by mul-
tiple Andreev reflection at each interface, left and right. This mechanism, based
on the existence of discrete Andreev levels within the normally conducting part
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Fig. 9.11 (a) Normalized Andreev levels within the superconducting gap Δ0 of a ballistic weak
link Josephson junction as a function of phase difference ϕ between the BCS ground state wave-
functions of the two superconductors. Different barrier strengths Z are assumed in the calculation.
The direction of electron motion is denoted by arrows for the corresponding Andreev levels. (b)
Corresponding Josephson currents in both directions versus phase difference ϕ

of the junction, thus establishes the major part of the Josephson current. At finite
temperatures quasi-particle excitations within the superconductors are also present
and these contribute a so-called continuous current to the Josephson current.

A quantitative expression for the current carried by a particular Andreev level is
easily derived as follows: The current and voltage determine the energy associated
current flow according to

E =
∫

dtIU. (9.51a)

Of course (9.51a) is only valid in the voltage-carrying state of the IU characteristic
(Fig. 9.9b), i.e. after breakdown of the supercurrent. Nevertheless, for weak link
junctions, the current at small voltages below the superconducting gap resembles
the Josephson current (Figs. 9.9b and 9.16). For the quasi-particle current regime
we can thus use the second Josephson equation (9.39) and insert it into (9.51a) to
obtain

E = h̄

2e

∫
dt ϕ̇ I. (9.51b)

Differentiation yields

I = 2e

h̄

dE

dϕ
. (9.52)
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Under more general assumptions, (9.52) can also be derived for the supercurrent
regime, where no voltage drop occurs over the junction [9.10].

Identifying the energy E (9.51b) with that of the Andreev levels in Fig. 9.11a,
the associated currents (both the supercurrent and the ballistic quasi-particle current)
follow as the derivatives of the E±(ϕ) curves. The corresponding magnitude of the
Josephson current according to (9.52) is plotted as a function of phase difference
ϕ in Fig. 9.11b. At a phase difference π the Josephson currents change their sign
according to the change of curvature of E± at ϕ = π in Fig. 9.11a. For finite barrier
heights (Z > 0) at the interfaces the degeneracy at ϕ = 0 in the quasi-particle
spectrum is lifted, with the consequence that an energy gap appears in the E±(ϕ)
curves (Fig. 9.11a). Their slope is reduced and the supercurrent is correspondingly
decreased (Z = 0.5 and Z = 1 in Fig. 9.11b).

At vanishing temperature T = 0, Andreev levels are only occupied up to the
Fermi energy EF which is located in the middle of the superconductor energy gap
2Δ0. With increasing temperature the Andreev levels become occupied even at ener-
gies E > EF. Because the curvature of the E±(ϕ) curves for energies E > EF is
the reverse of that below EF, additional current contributions with opposite direc-
tion occur, thus decreasing the total Josephson current. This effect explains in a
straightforward manner the suppression of the Josephson current with increasing
temperature.

The model calculations presented here are limited to the case of thin Josephson
junctions, i.e. when the length L of the intermediate, normally conducting barrier
(2DEG) is much smaller than the superconductor coherence length (L � ξ ). More
general approaches using the so-called transmission matrix method [9.11] also allow
the calculation of Andreev levels for wider junctions. As in semiconductor quan-
tum wells, wider junctions, i.e. less confinement, causes the Andreev levels to lie
closer to each other. More than two of these levels now fit into the junction and the
Josephson current is carried not only by one but by several Andreev levels which lie
energetically below EF and are occupied.

There have also been more realistic model calculations than the one presented
here. In particular models have been considered in which the Fermi velocity mis-
match at the superconductor–semiconductor interfaces is included [9.11], and where
the carrier dynamics is not restricted to one dimension but allows k-vectors with all
possible directions within the plane of the 2DEG [9.12].

9.2.3 Subharmonic Gap Structures

Within the model of multiple Andreev reflection in a superconductor–normal
conductor–superconductor junction we expect interesting effects even in the case
where there is no coherence between the two superconducting wavefunctions in S1
and S2; for example, when the barrier thickness d exceeds the coherence length
of superconductivity. But we assume in the following that ballistic transport takes
place in the barrier, a modulation doped 2DEG. In other words, we assume that the
elastic and inelastic scattering lengths exceed the barrier thickness d.
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If the junction is in the voltage-carrying state, i.e. the critical Josephson current
has been exceeded but the external bias is smaller than the equivalent gap energy
of the two superconductors, current transport through the structure can be described
by an idealized scheme as in Fig. 9.12. No barriers at the interface are assumed and
hence normal reflection of electrons is negligible compared to Andreev reflection.
With the electric field −U/d in the direction indicated, electrons within the nor-
mally conducting barrier (2DEG) are then accelerated to the right, whereas Andreev
reflected holes are accelerated to the left. Unlike in typical semiconductor band
schemes, the external voltage in Fig. 9.12 is not represented as a relative shift of
the electronic bands but rather as a tilted carrier trajectory in the energy–position
diagram. Between the Andreev reflection events at the interface the particles climb
or descend the so-called Andreev ladder. Andreev reflection, of course, implies the
generation or destruction of a Cooper pair in the superconductor, depending on
whether an electron or a hole is Andreev reflected at the interface to the supercon-
ductor. Consequently there is an overall Cooper pair exchange, i.e. current transport
through the junction. As long as the energy of the particles at the superconductor–
normal conductor interface is within the superconducting gap, ideal Andreev reflec-
tion occurs. If the external voltage is decreased, more and more Andreev reflec-
tions are necessary to gain or lose enough energy before the particle can enter the
superconductor as a quasi-particle above Δ0 or below −Δ0. This is a very special
situation since the electrons or holes enter the superconductor as quasiparticles in
a regime of a peaked density of states near the gap edges (Fig. 9.3c). The total
current through the junction will increase at this particular voltage and a spectral
peak occurs in the current–voltage characteristic I (U ). From Fig. 9.12 it is evident
that this situation occurs at special discrete external voltage values Un , where

2Δ0/en = Un n = 1, 2, 3 . . . (9.53)

These subharmonic gap structures [9.9, 9.13] are indeed found experimentally in
Nb–2DEG–Nb heterojunctions as will be discussed in Sect. 9.3.3.

Fig. 9.12 Trajectories of
Andreev and normal reflected
particles (e, h) in a
superconductor–normal
conductor–superconductor
junction plotted on an
energy-position diagram
E(x), where the action of the
electric field U/d is described
by tilted trajectories
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9.3 An Experimental Example of a Superconductor–
Semiconductor 2DEG–Superconductor Josephson
Junction

Beyond the well established classical work on Josephson junctions of the past, there
is now a renewed interest in this subject, since a more detailed atomistic understand-
ing of the SC–NC-interface has been attained. Furthermore, on the experimental
side, high mobility 2DEGs in semiconductor heterostructures are now available as
normally conducting weak links. A good overview and many recent references on
this subject can be found in [9.14]. In the present context only one recent experimen-
tal study, that of Schäpers et al., is considered as an example, since it presents results
related to most of the theoretical aspects discussed in Sects. 9.2.1–9.2.3 on one and
the same type of ballistic Josephson junction, namely Nb–2DEG(InGaAs/InP)–Nb
multiple heterostructures.

9.3.1 Preparation of the Nb–2DEG–Nb Junction

In order to guarantee both a high electron mobility at low temperature within the
2DEG channel (barrier between the Nb superconductor contacts) and a good electri-
cal contact without a depletion space charge layer at the SC–NC-interfaces, a semi-
conductor heterostructure with an In0.77Ga0.23As channel, modulation doped from
below (10 nm InP, 4.9×1017 cm−3 n-doped, S), is chosen as the basis for the prepa-
ration of the junctions [9.14, 9.15]. The layer structure (Fig. 9.13) was grown by low
pressure metal-organic vapor phase epitaxy (LP-MOVPE). These heterostructures
typically yield low-temperature (1.4 K) mobilities of around 400 000 cm−2/Vs for
2D-electron concentrations of about 7×1011 cm−2 in the channel. The semiconduc-
tor heterostructure containing the high mobility 2DEG channel is then structured by
electron beam lithography such that a bar with a width of 300–800 nm is contacted
from the left and right by superconducting Nb contacts.

As shown in Fig. 9.14, reactive ion etching (RIE) with CH4/H2 is used to shape
the mesa below the Ti mask. The subsequent cleaning step by Ar+-sputtering in
a UHV chamber is essential for obtaining sufficiently low interface barriers at the
SC–NC (2 DEG) junctions. The Nb layer providing the superconducting contacts

Fig. 9.13 Optimum
InGaAs/InP semiconductor
layer structure (left) together
with conduction band profile
used for the realization of a
2DEG as weak link in a
Nb–2DEG–Nb Josephson
junction [9.14, 9.15]
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Fig. 9.14 a–d Preparation steps used for the fabrication of the Nb–2DEG (InGaAs/InP)–Nb
Josephson junctions of Fig. 9.13: (a) CH4/H2 reactive ion etching (RIE) of the semiconductor
wire structure (weak link); (b) Ar+ sputter cleaning before Nb deposition; (c) Nb deposition; (d)
geometrical definition of the Nb electrodes by electron beam lithography and SF6 RIE [9.14, 9.15]

(Tc = 8.9 K,Δ0 = 1.35 meV) was evaporated in situ within the same UHV system.
The geometry of the Nb electrodes was defined by a second electron beam lithogra-
phy step and aligned to the first pattern. Again a Ti etching mask was employed for
the RIE (SF6) process of the Nb layer.

A scanning electron micrograph (Panel V) of a complete sample is shown in
Fig. 9.15. It can be seen that the InP surface is covered by In droplets, which are due
to phosphorus lost during the Ar sputtering. The samples shown in Fig. 9.15 can
be used as two-port devices in order to study Josephson effects, Andreev reflection
etc., but a third electrical contact to the 2DEG forming the NC barrier between the
two Nb superconductors enables the study of additional effects due to injection of
currents into the NC barrier. This third electrical connection is easily obtained by
alloying a Ni/Au:Ge/Ni contact into the large area pads seen at the top and bottom
of Fig. 9.15, which contain the 2DEG lying parallel to the mesa surface. The critical
temperature of the Nb contacts is 8.9 K, meaning that all transport measurements
relating to Josephson currents have to be performed at temperatures T ≤ 1 K.

Fig. 9.15 Scanning electron
micrograph of a typical
Nb–2DEG(InGaAs/InP)–Nb
weak link Josephson junction
with a length L of 450 nm
and width W of 2 μm
[9.14, 9.15]

NbNb
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9.3.2 Critical Currents Through the Nb–2DEG–Nb Junction

Current–voltage characteristics I (U ) measured on a Nb–2DEG(InGaAs/InP)–Nb
Josephson junction prepared according to Sect. 9.3.1 show the typical weak link
characteristic (Fig. 9.9b) with finite quasi-particle currents in the voltage carrying
state when the critical supercurrent Ic has broken down (Fig. 9.16). But at low
temperatures (≤ 1.3 K) the I (U )-characteristic shows a pronounced hysteresis.
Measurements starting at higher voltages and proceeding to lower values yield a
so-called return current Ir which is lower than Ic. This Ir is the current that flows
when the junction switches back from quasi-particle transport into the supercon-
ducting state. The observed hysteresis with respect to Ic and Ir cannot be explained
by the junction capacitance as depicted in the equivalent circuit diagram of a weak
link junction (Fig. 9.9b). Junction capacitances in the present case are too small to
explain the effect. As pointed out by Heida [9.17], the hysteresis effect might be
explained by an effective heating of the electrons in the 2DEG when one starts the
measurements in the voltage carrying state. The heating originates from a broad-
ening of the electron distribution function in the 2DEG due to multiple Andreev
reflections.

Experimentally measured critical currents Ic and return currents Ir are shown as
a function of temperature in Fig. 9.17. Similar characteristics on similar junctions
were first measured by Takayanagi and Akuzaki [9.18]. As discussed in Sect. 9.2.2,
the temperature dependence of the critical current in a SC–NC–SC Josephson junc-
tion can be interpreted in terms of the temperature dependent occupation of Andreev
levels with opposite current direction (Fig. 9.11). The slight saturation of Ic at low
temperatures already indicates qualitatively that finite barriers are present at the SC–
NC interfaces. These barriers lift the degeneracy of the Andreev levels at the Fermi
energy EF and a gap is formed. In order to occupy Andreev levels above EF with
a current direction opposite to that occuring for energies below EF, the gap has to
be overcome by thermal excitation (Fig. 9.11a). Only after reaching that excitation

Fig. 9.16 Current–voltage
characteristic of a junction
such as that in Fig. 9.14,
measured at a temperature of
0.3 K. The upward and
downward branches of the
hysteresis are marked by
arrows (as in Fig. 9.9). The
hysteresis between the critical
current Ic and the return
current Ir is most probably
due to electron heating in the
voltage carrying state [9.16]



9.3 An Experimental Example of a Superconductor–Semiconductor 467

Fig. 9.17 Normalized critical
current Ic/Ic0 and normalized
return current Ir/Ir0 as a
function of temperature
measured on the Nb–2DEG
(InGaAs/InP)–Nb Josephson
junction of Fig. 9.15 [9.16].
The theoretical curve (full
line) is calculated on the basis
of a temperature-dependent
occupation of Andreev levels
(Fig. 9.11) according to a
model of Chrestin et al. [9.12]

Ic

Ir

level does the critical current Ic start to decrease with increasing temperature, thus
explaining the saturation.

The theoretical curve in Fig. 9.17, calculated on the basis of a temperature
dependent occupation of Andreev levels, fits the experimental results quite well.
In contrast to the simple model calculation of Sect. 9.2.2, the theoretical analysis in
Fig. 9.17 takes into account a two-dimensional channel between the two supercon-
ducting electrodes [9.12]. Furthermore, Fermi wavevector mismatch and δ-shaped
barriers at the SC–NC interfaces enter the model presented by Chrestin et al. [9.12],
which was used for the fit in Fig. 9.17.

The good agreement between the experimental data points and the theoretical
curve in Fig. 9.17 suggests that Josephson currents through such ballistic junc-
tions can be fully understood on the basis of multiple Andreev reflection and the
temperature-dependent occupation of Andreev levels.

9.3.3 The Current Carrying Regime

For the current carrying regime of a ballistic Nb–2DEG–Nb Josephson junction
multiple Andreev reflection should, according to Sect. 9.2.3, cause subharmonic
gap structures in the I (U ) characteristics. These structures are indeed found by a
measurement of the differential resistance dU/dI (Fig. 9.18). According to the slope
changes in the experimental curve, spectral structures occur near the expected values
eUn = 2Δ0, Δ0, 2Δ0/3 (9.53). The experimentally measured curve is fairly well
reproduced by some calculated dU/dI curves, even though the spectral modulations
in the theoretical curves are somewhat more pronounced. For the calculation of
dU/dI the so-called Octavio–Tinkham–Blonder–Klapwijk (OTBK) model [9.19] is
used. Here the current is calculated on the basis of a Boltzmann equation and elastic
scattering at the NC–SC interface is included by introducing a δ-shaped barrier,
whose strength is expressed by the barrier parameter Z (9.25b). Inelastic scattering
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Fig. 9.18 (a) Normalized
differential resistance
(dU/dI )/RN versus
normalized bias eU/Δ0 of a
ballistic Nb–2DEG
(InGaAs/InP)–Nb Josephson
junction as in Fig. 9.15,
measured at T = 1.5 K in the
current carrying regime
[9.14]. The theoretical curves
for two different barrier
parameters Z are calculated
on the basis of the Octavio–
Tinkham–Blonder–Klapwijk
model [9.19]. (b) Differential
resistance of the same
junction plotted versus
applied voltage and
temperature. The contour
lines trace a constant value of
dU/dI [9.14]
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is not taken into account. This might explain the less pronounced spectral variations
in the experimental curve as compared with theory. Interface roughness might cause
diffusive scattering at the interfaces and residual donors in the channel might also
give rise to inelastic scattering.

There is another discrepancy between experiment and theory: An additional min-
imum at eU = 1.2Δ0 together with a broad maximum at 1.55Δ0 is found exper-
imentally, but has no counterpart in the calculated curves. The explanation might
involve proximity effects [9.20].

Further confirmation of the interpretation of the spectral structures in Fig. 9.18a
in terms of subharmonic gap structures due to Andreev reflections (Sect. 9.1.3)
comes from measurements of the temperature dependence (Fig. 9.18b). The dif-
ferential resistance is plotted here as a function of the voltage drop and the temper-
ature. The gap energy Δ(T ) of a superconductor shows a characteristic temperature
dependence, where the gap drops to zero when the temperature reaches the critical
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temperature Tc. The same dependence on temperature is therefore also expected for
the subharmonic gap structures (9.53). This is indeed seen in Fig. 9.18b, except for
the spectral structure at 2Δ0. The deviation from the expected BCS behavior might
be due to heating effects in the junction.

9.3.4 Supercurrent Control by Non-equilibrium Carriers

As was shown in Sect. 9.2.2, the temperature dependence of the critical Josephson
current can be attributed to variations in the occupancy of Andreev levels carrying
supercurrents in opposite directions. A similar effect should occur if Andreev levels
above the Fermi level EF are occupied by injecting hot electrons through a third
contact into the 2DEG forming the weak link between the two Nb superconducting
electrodes. The scheme of the experimental set-up for such an experiment, using a
sample of the type shown in Fig. 9.15, is shown in Fig. 9.19.

The set-up resembles a bipolar transistor circuit, where a base current IB con-
trols the emitter–collector current IEC, which is in the present case the Josephson
supercurrent between the two Nb-electrodes (E,C). From the measured IEC(UEC)

characteristics as a function of the control current IB (Fig. 9.20) it is obvious that
the critical currents Ic+ and Ic− in the forward and reverse directions are signifi-
cantly suppressed by increasing the control current IB from zero to 0.2 μA. As is
seen from Fig. 9.20 and more clearly from the plot of Ic+ and Ic− versus control
current IB (Fig. 9.21) a slight asymmetry exists between the currents in the for-
ward and reverse directions. Defining Ic = (Ic+ − Ic−)/2 as the critical current
and Ioffset = (Ic+ + Ic−)/2 as the offset current of the junction one realizes that
Ic drops rapidly from ∼ 1.5 μA to ∼ 1 μA, i.e. by 0.5 μA for IB variations within
0.05 μA and then slowly decreases by another 0.5 μA for control currents IB up
to about 0.4 μA. Injection currents IB thus control the supercurrent Ic initially by
an amplification factor exceeding the value 10. For higher injection currents the

Nb

Nb2DEG

Ohmic 
contact

I

IEC

B
V

E

C

B B‘ 

Fig. 9.19 Scheme of an experimental set-up for 3-terminal measurements on a Nb–2DEG
(InGaAs/InP)–Nb Josephson junction. The weak link between the two Nb contacts C (used as
common ground) and E is formed by the semiconducting bar with ohmic contacts B and B′ to the
underlying 2DEG. The arrows show the current paths in the junction; the dashed arrow indicates
the part of the injection current which first flows into the opposite electrode E [9.14, 9.15]
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Fig. 9.20 Current–voltage
characteristics IEC(UEC)

measured in an experimental
set-up according to Fig. 9.19
at T = 0.5 K. The variable
measurement parameter is the
injection current IB. The
curves for reverse (IB < 0)
and forward (IB > 0) control
currents are shifted in steps of
50 μV relative to each other
[9.15]

Fig. 9.21 Upper critical
current Ic+ (symbol �) and
lower critical current Ic−
(symbol ∇) as a function of
the injection (control) current
IB derived from the
measurements in Fig. 9.20.
From the Ic± curves, both the
critical current Ic (symbol •)
and the offset current Ioffset
(symbol �) are determined
[9.15]

decrease of Ic is lower. Current amplification in the sense described is thus natural
for a superconductor–semiconductor hybrid device as shown in Figs. 9.15, 9.19. The
offset current Ioffset describing the asymmetry of the characteristics in Fig. 9.20 is
due to the fact that, in the superconducting state of the junction, both Nb electrodes
are at the same electrical potential. Thus, part of the injection current flows into
the opposite (emitter E) electrode (broken line in Fig. 9.19) and is transferred as a
supercurrent into the (collector) electrode C. In fact, due to different transmissivities
at the interfaces for this particular junction, the current contribution which first flows
into the direction of the E contact exceeds the direct contribution flowing into con-
tact C; the offset curve Ioffset (IB) has a slope of 0.7 instead of −0.5 for symmetric
injection.

The strong suppression of the supercurrent IEC by the action of the control cur-
rent IB can be understood in the model of quantized Andreev levels in the 2DEG,
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levels which are occupied by the injection current IB in excess of their equilib-
rium occupancy. In a simplified one-dimensional ballistic SC–NC–SC junction (thin
limit), two Andreev bound states (Fig. 9.11) exist according to (9.50). The total
supercurrent is then given by the sum of the two current contributions related to
these Andreev levels. If at low temperature (T → 0) and with no injection of
additional electrons (IB = 0) only the lower Andreev level is occupied, the Joseph-
son current has its maximum value depending in detail on the phase difference
ϕ between the two Nb superconductors E and C. When additional electrons are
injected (IB �= 0), the upper Andreev level is also occupied, giving rise to a super-
current contribution with reverse direction (Fig. 9.11). This effect causes a decrease
of the total Josephson current. The exact degree of suppression depends on the
non-equilibrium distribution function along the contact region. Without a detailed
statistical-theoretical treatment this distribution can only be guessed. As a simple
approximation one can assume a linear variation of the equilibrium Fermi functions
along the current path between the two contacts (assumed in equilibrium). This
simple assumption yields a qualitative picture of the decrease of ICE with increasing
IB, even though a quantitative description has not yet been achieved. Neurohr et al.
were at least able to demonstrate that the current induced decrease of ICE cannot
be explained solely on the basis of a heating effect in the junction region due to the
injection current [9.21]. Nevertheless such a heating effect might explain part of the
slow decrease of ICE for injection currents IB between 0.1 and 0.4 μA.

9.4 Ferromagnetism at Surfaces and within Thin Films

Like superconductivity, ferromagnetism and antiferromagnetism are collective phe-
nomena of the electron system of a solid. The ferromagnetic properties arise from
the electron’s spin moment and the “driving force” is the exchange interaction,
described by the exchange interaction constant J . The quantity J gives the sepa-
ration of the electronic energy levels for parallel and antiparallel spin orientation.
There is a difference in energy for the two spin orientations, since symmetric and
antisymmetric spin eigenfunctions, respectively, require antisymmetric and sym-
metric spatial wavefunctions (due to the Pauli exclusion principle) and hence lead
to a depletion or an enhancement of electronic charge between the positive atomic
cores [9.4]. The shielding and therefore the Coulomb interaction of the cores is
thus different for the two spin orientations. This finally leads to the phenomena of
ferromanetism and antiferromagnetism below a critical temperature Tc. Ferromag-
netic coupling of neighboring atoms is related to positive J > 0, whereas antiferro-
magnetic properties, as found e.g. in MnF2, FeF2 and CoF2, with antiparallel spin
orientation at neighboring atoms below the critical Néel temperature are due to a
negative exchange constant J < 0. Particularly important ferromagnets (J > 0)
are the 3d metals Ni, Co and Fe, where ferromagnetism is caused by the largely
delocalized 3d electrons, which have a high density of states near the Fermi energy
EF. A good understanding of the magnetic properties of interfaces has already been
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achieved for 3d-metal systems. These ferromagnetic materials will therefore be the
focus of interest in the following.

9.4.1 The Band Model of Ferromagnetism

The ferromagnetic behavior of 3d-transition metals is adequately described in the
so-called band model, which is based on the one-electron density of states, con-
sidered separately for the two possible spin orientations, up (↑) and down (↓).
The underlying physics for this model can be traced back to the existence of an
“exchange hole” in a free electron gas [9.4]. Due to the exchange interaction, which
inhibits electrons with equal spin orientation from closely approaching one another,
the effective charge density of electrons with the same spin orientation in the neigh-
borhood of a particular electron is reduced causing an “exchange hole” (Fig. 9.22).
The size of the exchange hole is approximately equal to twice the reciprocal Fermi
wave vector kF (typically 1–2 Å). The effective charge density ρeff(r) of Fig. 9.22
can be used to construct a “renormalized” Schrödinger equation, which leads to the
Hartree–Fock approximation. In the band model of ferromagnetism, developed by
Stoner and Wohlfarth, the exchange correlation is simply taken into account by a
renormalization of the single electron energies according to

E↑(k) = E(k)− I n↑
N
,

E↓(k) = E(k)− I n↓
N
, (9.54)

where E(k) are the energies in a normal one-electron band structure, n↑ and n↓
are the numbers of electrons with the corresponding spin, and N is the number of
atoms. The Stoner parameter I describes the energy reduction due to the electron

Fig. 9.22 Effective charge
density seen by an electron in
an electron gas as a function
of normalized distance r from
another electron with the
same spin orientation
(reduced density at r = 0) or
having opposite spin
direction (upper curve with
ρeff/en = 1 at r = 0). The
so-called “exchange hole” is
a result of the exchange
interaction [9.4]
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correlation. We define R as the relative excess of electrons of one spin type (R is
proportional to the magnetization M)

R = n↑ − n↓
N

(9.55)

and thus, with

Ẽ(k) = E(k)− I (n↑ + n↓)/2N , (9.56)

we obtain the following energies for the two spin orientations

E↑(k) = Ẽ(k)− I R/2,

E↓(k) = Ẽ(k)+ I R/2. (9.57)

This pair of equations corresponds to a k-independent (approximation) splitting of
the energy bands with different spin. The extent of the splitting depends on R, that
is on the relative occupation of the two subbands, which in turn is given by Fermi
statistics.

This condition can be formulated as a self-consistency equation [9.4] which leads
to a non-zero solution for R, that is to say, a magnetic moment exists even in the
absence of an external magnetic field, thus yielding the phenomenon of ferromag-
netism. The existence of ferromagnetism in this model is governed by the Stoner
criterion.

I D̃(EF) > 1 (9.58)

where D̃(EF) is the density of states per atom and spin: D̃(EF) = D(EF)(V/2N ).
The ferromagnetic state can thus be represented simply by a single-electron den-

sity of states, where the two spin orientations are taken into account merely by shift-
ing the corresponding density functions with respect to one another on the energy
scale (Fig. 9.23) by a certain energy, the exchange splitting. At zero temperature
the situation depicted in Fig. 9.23 is established by “self-organization”. The spin
system can be divided into majority (↑) and minority (↓) spins, and the macroscopic
ferromagnetic moment at low temperature results from the excess of majority spins
over the number of majority spins. The energetic distanceΔ between the upper edge
of the d-band of majority spin electrons and the Fermi edge is called the Stoner gap.
In the band picture, this is the minimum energy for a spin flip process if s-electrons
are neglected. It must be emphasized that collective excitations such as spin waves
are neglected in this band model of ferromagnetism.

The occurrence of a spontaneous ferromagnetic moment when the temperature
falls below a certain critical temperature Tc can thus be understood as follows: Just
below the critical temperature, local fluctuations in spin orientation lead to momen-
tary local magnetic polarization, whose local field is sufficient to force more and
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Fig. 9.23 Calculated density
of states of Ni in the
ferromagnetic state. Due to
the exchange interaction,
electronic states with spin
orientation parallel and
antiparallel to the
macroscopic ferromagnetic
moment are shifted relative to
one another on the energy
scale. Δ is the so-called
Stoner gap [9.22]

more neighboring spins into a long range order which, for energetic reasons, leads
to a split into majority and minority spins as is shown in Fig. 9.23.

9.4.2 Ferromagnetism in Reduced Dimensions

Essential aspects of the ferromagnetic behavior of low-dimensional systems can
be understood within the Stoner band model discussed briefly in Sect. 9.4.1. The
Stoner criterion (9.58) for the existence of ferromagnetism contains the two impor-
tant quantities: the density of states D(EF) at the Fermi energy, which determines
the magnetic moment per atom, and the Stoner parameter I which describes the
energy reduction due to exchange interaction (electron correlation). I is element
specific and therefore, to a first approximation, independent of the environment of
an atom, be it within the bulk or at the surface.

The density of states D(EF), however, is dependent on the interatomic overlap
of the wavefunctions and therefore also on the number of nearest neighbor atoms.
D(EF) is therefore modified at the surface of a ferromagnet or within a thin fer-
romagnetic film compared to its bulk value. Besides band structure effects, the
thermodynamical properties as reflected e.g. in the critical temperature T , will also
be changed in low-dimensional ferromagnets and at surfaces compared to the bulk
properties. The stabilization of the ferromagnetic phase as a collective phenomenon
depends on the number of nearest neighbor atoms. A certain number of neighboring
spins are required to create, during fluctuations, a sufficiently high average magnetic
moment or mean field to stabilize the collective spin orientation against thermal
fluctuations.

The above two effects – the density of states effect and the collective spin behav-
ior – are now considered separately. We will see that in most cases they work in
opposite directions. The density of states D(E) directly reflects properties of the
electronic band structure: Flat bands correspond to a high density of states and
bands with strong dispersion to a low density of states. Surface atoms have fewer
neighbors than bulk atoms. The d-states of a transition metal thus have less overlap
with neighbors at the surface or in a thin film than they have deep in the bulk of the
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material. In an LCAO (linear combination of atomic orbitals) picture one concludes
directly that the d-bands in systems with reduced dimensions, such as regions near
the surface, exhibit less dispersion than in the bulk and that the local density of
d-states (LDOS) near the surface is sharper on the energy scale than in the bulk. This
has been demonstrated experimentally and theoretically for Cu d-states (Sect. 6.42,
Fig. 6.24, 6.25).

Since the integral
∫

D�(E)dE of the density D�(E) to quantum number � is
normalized to the (2�+ 1) states, one can assume to first approximation

D(EF) ∼ W−1, (9.59)

where W is the width of the band of d-states. The lower the wave function over-
laps with neighboring atoms, the narrower the d-band width W . Thus the lower the
coordination number and the more localized the states are. Lower coordination thus
sharpens the d-bands and increases the density D(EF). Hence, for a ferromagnet,
where D(EF) determines the excess of majority spin electrons over the minority
spins (Fig. 9.23), an enhanced magnetic moment is expected for the topmost atomic
layers as compared with the bulk. This effect is clearly demonstrated by a calcu-
lation of Handschuh and Blügel [9.23] for two different Fe surfaces (Fig. 9.24):
The magnetic moment per atom (given in multiples of the Bohr magneton µB)
is strongly enhanced at the surface S, decreases on subsequent Fe layers S − 1,
S − 2, . . . into the bulk and reaches the bulk value 2.13 at only three to four atomic
layers below the surface. It is also evident that for the Fe(100) surface the surface
enhancement of the magnetic moment is more pronounced than for Fe(110). For
bcc Fe, the (110) surface is more closely packed than the (100) surface; overlap
between the wave functions is therefore higher on (110) and its magnetic moment
is smaller than on (100). For fcc metals the trend is the reverse: the (100) surface
is more closely packed than the (110) and therefore the magnetic moment is more
strongly enhanced on (110) than on (100). This case applies to the Ni(100) and (110)
surfaces.
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Fig. 9.24 Variation of the local magnetic moment (in Bohr magnetons μB) on single atomic layers
as a function of the layer distance from the surface S; S − 1 one monolayer below S, S − 2 two
layers below S, etc. The calculation was performed within the framework of density functional
theory [9.23]
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For Ni there is an additional complication in this simple picture of surface mag-
netism enhancement due to d-band narrowing. According to Fig. 9.23 the majority
spin band is essentially full, whereas the minority band cuts the Fermi energy EF at
its upper edge. Hence the surface-induced narrowing of the d-band does not change
the number of majority spins, but for the minority band the narrowing increases their
number, leading to a reduction of the magnetic moment at the very surface. For some
time this effect was attributed to the existence of a so-called dead magnetic layer at
the Ni surface.

The phenomenon of increased magnetic moment per atom with the lowering of
the dimension of the system is more general than that discussed above in connection
with surfaces of a ferromagnet. Figure 9.25 shows the calculated local magnetic
moments of the 3d transition metals, first for isolated atoms, then for a ferromag-
netic monolayer of each metal on a Ag(001) substrate, and finally for the bulk fer-
romagnets Fe, Co and Ni. The isolated atoms, the smallest units of a 3d metal, have
magnetic moments determined by Hund’s rule that the spins of all electrons are
aligned parallel as long as no quantum number is occupied more than once. But
only 5 transition metals remain magnetic in their bulk crystalline phase: Co and
Ni are ferromagnetic, Cr is antiferromagnetic and Mn and Fe are ferromagnetic or
antiferromagnetic, depending on their crystal structure. The magnetic moment per
atom for the bulk ferromagnets Fe, Co and Ni is considerably lower than that for
the free atoms. The moments for ferromagnetic monolayers, where the decreased
dimensionality causes d-band sharpening are higher than those for bulk material
but do not reach the atomic moments. In between one would expect the magnetic
moments for ferromagnetic clusters the dimensions of which are larger than those
of single atoms but reduced in three dimensions as compared with thin magnetic
films.

The band structure effects considered so far are relevant for ground state
properties. For finite temperatures 0 < T < Tc, excited states, and therefore
the complex behavior of the collective dynamics of all d-band spins and their
temperature-dependent orientation fluctuations, determine the macroscopic thermo-
dynamical state of magnetization. The essential effects on the collective spin dynam-
ics which arise upon lowering the dimension of a ferromagnet can already be seen

Fig. 9.25 Calculated local
magnetic moments (in Bohr
magnetons µB) of isolated 3d
atoms (�), ferromagnetic
bulk metals (symbol �) and
monatomic overlayers on
Ag(001) (◦). The magnetism
of the atom includes only the
moment due to the
d-electrons; for the bulk
metal the experimental spin
moment is shown [9.24]

LO
C

A
L 

M
O

M
E

N
T

 (
μ B

)



9.4 Ferromagnetism at Surfaces and within Thin Films 477

qualitatively from a consideration of the so-called Heisenberg Hamiltonian which
takes into account only the spin operators σ i to describe the splitting between energy
levels for parallel and antiparallel spin orientations. It is given by

H = −
∑

i

∑
δ

Jiδσ i · σ iδ − gμB Bext ·
∑

i

σ i (9.60)

where Bext is an external magnetic field. In this model of ferromagnetism a primitive
lattice of atoms each having one unpaired electron with zero angular momentum is
assumed. The index i runs over all atoms and the index δ over all the neighbors of
an atom that participate in the exchange interaction. Jiδ is the exchange constant
which gives the separation of the energy levels for parallel and antiparallel spins
at atom i and neighbor atom δ. The simplest solution of (9.60) is the so-called
mean field approximation, where the product of spin operators is replaced by the
product of the spin operator σ i and the expectation value of the spin operators of
its neighbors 〈σ iδ〉 = 〈σ 〉 (homogeneous system). The exchange interaction thus
acquires the character of an internal field BMF which augments the external field to
give an effective total field Beff = BMF + Bext. Assuming only nearest-neighbor
interaction with ν as the number of nearest neighbors and Jiδ = J identical for all
the neighbors, the mean field is obtained as

BMF = V

N g2μ2
B

ν J M (9.61)

with N/V the number of atoms per unit volume. The magnetization is expressed in
terms of the average spin as

M = gμB
N

V
〈σ 〉, (9.62)

and the Hamiltonian (9.60) is now identical to the Hamiltonian of N independent
spins in the effective field Beff; its eigenvalues are

E = ±1

2
gμB Beff. (9.63)

In thermal equilibrium, the ratio of the numbers of spin down and spin up elec-
trons is

n↓/n↑ = exp(−gμB Beff/kT ), (9.64)

and the magnetization follows as

M = 1

2
gμB(n↑ − n↓)/V = 1

2
gμB

N

V
tanh

(
1

2
gμB Beff/kT

)
. (9.65)



478 9 Collective Phenomena at Interfaces: Superconductivity and Ferromagnetism

With no external field Bext = 0, (9.65) can be written as

M(T )/Ms = tan

(
Tc

T

M

Ms

)
(9.66a)

where

Ms = N

V

1

2
gμB (9.66b)

is the saturation magnetization and

Tc = 1

4
ν J/k (9.66c)

the critical temperature, above which ferromagnetism vanishes. It is obvious that the
value of the critical temperature depends on the number ν of nearest neighbor atoms
and therefore on the dimension of the system. Atoms on the surface and within a thin
film have a lower coordination number than atoms in the bulk, and therefore surface
magnetism and ferromagnetism of a thin film occurs at lower critical temperatures
than in a bulk sample. Figure 9.26 shows a calculation of the relative magnetization
for hundred layers of a face-centered cubic crystal with a (110) surface, isotropic
exchange coupling, and interaction between nearest neighbors only (bulk sample,
full line). For comparison the result for a free layer with coordination number
ν = 7 is given (free layer, broken line). The critical temperature for the free layer is
reduced by a factor of 7/12 with respect to the bulk sample. In fact, a more rigorous
treatment for an ideal 2D ferromagnet with isotropic spin coupling actually implies
that Tc vanishes [9.26] (see below). The reduction of the critical temperature with
decreasing thickness of a ferromagnetic film is also found experimentally for Ni lay-
ers of various thickness deposited on a W substrate (Fig. 9.27). For two monolayers
of Ni the critical temperature decreases to about half the bulk value.

Fig. 9.26 Relative
magnetization per layer
calculated for hundred layers
(bulk like) of a face centered
cubic (fcc) crystal with a
(110) surface (full line) and
for one free layer with atomic
coordination 7 which is
decoupled from the
underlying bulk [9.25] REDUCED TEMPERATURE T/Tc
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Fig. 9.27 Measured critical
temperatures Tc(d) of Ni
layers with thickness d
deposited on a W(110)
substrate as referred to the
critical temperature Tc(∞) of
a bulk Ni crystal. The broken
line results from a theoretical
fit [9.27]
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In addition to the critical temperature, the functional dependence of the magne-
tization M(T ) on temperature (Fig. 9.26) defined by (9.66a) also depends on the
dimension of the system. Within the mean-field approximation, (9.66a) is approxi-
mated for temperatures T ≤ Tc by

M(T )/Ms ∼=
√

3

(
1− T

Tc

)β
, β = 1

2
. (9.67)

The critical exponent β = 1/2 in (9.67) is characteristic for the mean-field approx-
imation and is also obtained for the Stoner model of band magnetism (Sect. 9.4.1).
But experimentally a critical exponent β = 1/3 is found for bulk ferromagnets.

The critical exponent β depends sensitively on the dimension of a ferromagnet.
Experiments performed on Ni layers of various thickness on a W substrate demon-
strate a variation of β between 0.125 for Ni layer thicknesses below 4 monolayers
and about 0.35 for 20 monolayers of Ni (Fig. 9.28). The latter value is close to the
critical exponent found for bulk samples and also to the theoretical values obtained
in the more sophisticated 3D Heisenberg and Ising model calculations.

In our simple model treatment, we have so far assumed isotropic spin coupling.
Mermin and Wagner [9.26], however, were able to demonstrate in a rigorous theo-
retical treatment that spontaneous magnetization does not occur in systems having
two or fewer dimensions if only isotropic spin coupling exists. In contrast, for very
thin films, e.g. two monolayers of Ni on W (Figs. 9.27, 9.28), ferromagnetism with
reduced Tc is found experimentally. It is the so-called magnetic anisotropy that is
responsible for the stabilization of a macroscopic ferromagnetic moment in quasi-
2D-systems. Due to dipole and spin orbit interactions, directions of easy magneti-
zation do exist and the spontaneous internal field “switches” into these below the
critical temperature (Sect. 9.7.2). The direction of the average internal field is not
arbitrary as in the isotropic coupling models considered so far. Dipole interaction
between the spins favors magnetization within the plane of a thin film, whereas spin–
orbit coupling allows spin orientation perpendicular and parallel to the plane. The
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Fig. 9.28 Critical exponent β
of the magnetization curve
M(T ) as a function of layer
thickness d. The measured
data points are obtained for
Ni layers deposited on a
W(110) substrate; for
comparison theoretical values
resulting from several 2D and
3D models are given as
dashed lines. Within a layer
thickness range of about 4–7
monolayers (shaded area), β
changes from 2D to 3D
behavior [9.27]
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anisotropy energy, which is responsible for the orientation of the magnetic moment
upon lowering the temperature below Tc, is dependent on the symmetry-breaking
effect of a surface. With decreasing film thickness, surfaces become more and more
important and the orientation of the macroscopic magnetic moment depends on the
thickness of the ferromagnetic film (Sect. 9.7.2). Experimentally it has been found
that, for a multilayer system of ferromagnetic Co layers embedded between 11 Å
thick Pd layers, the ferromagnetic moment within the Co layers is directed within
the plane of the films for Co film thickness below 12 Å but perpendicular to the
plane for thicker films [9.28].

In conclusion, the magnetic behavior of surfaces and thin films depends on a
sensitive interplay between d-band narrowing, i.e. an enhancement of the magnetic
moment for reduced dimensions, and the thermodynamics of the collective orienta-
tion of spins under thermal fluctuations, which suppresses ferromagnetic ordering in
lower dimensions. Real multilayer systems show complex ferro- and antiferromag-
netic behavior which is far from being understood in every detail [9.29]. Some more
well known facts are given in Sect. 9.7.2 in connection with recent novel develop-
ments in the field.

9.5 Magnetic Quantum Well States

At interfaces between a ferromagnetic substrate and a para- or diamagnetic epi-
layer, a considerable influence is exerted on the electronic structure of the epilayer.
We consider as an example a thin paramagnetic Au or Cu film on a ferromagnetic
substrate such as Co or Fe (Fig. 9.29). In the substrate, below the critical tempera-
ture, permanent magnetization due to the majority spins of the d-electrons (spin up)
causes a splitting of the total electronic density of states into minority and majority
spins with preferentially minority spin d-electrons at the Fermi-level EF. For major-
ity spin electrons both the density of states at the Fermi-level (only s-electrons)
and the symmetry of the corresponding electronic wavefunction as well as their
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Fig. 9.29 Qualitative
comparison of the
spin-resolved density of
occupied states of a
ferromagnetic Co substrate
with that of a paramagnetic
Cu epilayer; s and d
electronic states are shown in
different shading

energy with respect to the bottom of the s-band resemble that of the s-electrons
at EF within the Cu epilayer. Majority spin electrons of the substrate at EF can
thus penetrate without much reflection at the interface into the epilayer and vice
versa. Their wavefunctions match well with regard to k-vector and symmetry across
the interface and the electrons are thus delocalized to a high extent over substrate
and epilayer. In contrast, s-electrons at EF with spin down in the epilayer find, as
partners in the substrate, mainly minority spin d-electrons, with different symmetry
of the wavefunction and for which the potential is very different in the two metals
(k-vector mismatch). These spin-down electrons with s-character in the epilayer
are thus strongly reflected at the interface to the substrate, thus being effectively
confined within the Cu epilayer. Their wavefunction is bounded by the Cu/vacuum
and by the Cu/Co interface. Reflections at the two boundaries are responsible for
the formation of standing waves. The degree of confinement, of course, depends on
details of the reflection at the interface, i.e. on the energy and the wave vector of the
electronic state as well as on the degree of ferromagnetic order within the substrate.

These spin-down electrons within the Cu epilayer are thus expected to form quan-
tized electronic states within the Cu film similar to the electronic subbands within a
semiconductor quantum well. In the simplest approximation (infinitely high energy
barriers) standing waves are formed when the electronic wave vector component k⊥
(normal to the interface) equals nπ/d with n an integer and d the thickness of the
epilayer. Integer multiples of half the wavelength have to fit into the quantum well.

These quantized electronic states have indeed been observed in photoemission
experiments [9.31]. The experiment is not straightforward, since the metallic over-
layer and its interface must exhibit high crystallographic and morphological quality.
The photoemission experiment was designed to probe the occupied electronic states
of the Cu s-band below the Fermi level EF with Δ1 symmetry near the Γ -point
of the Brillouin zone. The direction of the corresponding wavevectors is parallel
to that of the extremal spanning vectors k⊥max and k⊥min across the Cu Fermi sur-
face (Fig. 9.30). The spectra of the films (Fig. 9.31) show several features within
the binding energy range between 0 EF and 2 eV which vary in energy with Cu
layer thickness. The structures that derive from Cu electronic states are visible up
to a layer thickness of about 50 atomic layers. Their dependence on the Cu layer
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Fig. 9.30 Contour plot of the
Cu Fermi surface in
reciprocal space; extremal
spanning vectors k⊥max and
k⊥min across the Cu Fermi
surface are indicated by
arrows. These k vectors are
associated with the period of
the oscillatory magnetic
coupling through Cu(100)
films [9.30]

Fig. 9.31 Photoemission
spectra of thin Cu films
deposited on an fcc Co(100)
substrate. The film thickness
is given in monolayers (ML).
Spectral structures arising
from quantized states in the
epilayer are shaded [9.31] BINDING ENERGY (eV)
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Fig. 9.32 Binding energy of
the quantum-well states
resulting from the
photoemission data in
Fig. 9.31 plotted versus Cu
film thickness. Experimental
data [9.31] from Fig. 9.31
(open circles) are compared
with theoretical values (dark
squares) [9.32]
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thickness clearly identifies them as quantum well states. In Fig. 9.32 their binding
energies are plotted versus Cu layer thickness and compared to theoretical results
of a thorough calculation based on the density functional formalism [9.32] which
takes into account the major atomistic details of the Co substrate and the Cu epi-
layer. Both the experimentally determined and the calculated quantum well energies
lie on distinct branches. A new quantum state reaches the Fermi level EF(= 0) at
regular intervals of about 6 atomic layers. The applicability of the simple picture of
standing waves within the Cu overlayer is directly evident: The maximum spanning
wave vector k⊥max connecting two extremal areas with vanishing slope of the inner
Fermi surface (called calipers) of Cu (Fig. 9.30) is related to the Cu layer thickness
d by k⊥max = π/d with d = 5.9 atomic layers, as is expected for the ground state
of the standing waves within a quantum well of thickness d. As with all types of
spectroscopic features arising from a summation over k-space, only those related
to a high density of states become prominent, i.e. those due to extremal points in
k-space. The respective k⊥-vectors are called stationary; they change only slightly
in length upon a shift in the vertical direction. The quantum states observed in the
spectra thus belong to stationary wave vectors matching the quantum well.

Since quantum confinement is only expected for electrons in the Cu layer
that have predominantly minority-spin character as referred to the Co substrate
(Fig. 9.29), the ferromagnetic substrate should induce some magnetic character in
these quantum well states. When the photoemission spectra are measured with spin
resolution using a Mott spin detector to distinguish between spin-up and spin-down
electrons, i.e. between emitted majority and minority electrons (with respect to the
Co substrate), it is clearly seen that in the spin-up (↑) spectra (Fig. 9.33, right) the
features due to quantum well states do not occur, whereas they are well resolved in
the spin-down (↓) spectra (Fig. 9.33, left). If one plots the total emitted intensity at
the Fermi level as a function of Cu layer thickness, characteristic oscillations with



484 9 Collective Phenomena at Interfaces: Superconductivity and Ferromagnetism

Fig. 9.33 Spin-resolved
photoemission spectra of thin
Cu films (different
thicknesses in monolayers,
ML) on fcc Co(100), left
(minority spins) and right
(majority spins) as well as the
superposition spectrum
(↓ + ↑) in the middle. The
quantized levels giving rise to
the shaded structures have
predominantly minority spin
character [9.33]
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a period of about 6 atomic layers are found, reflecting an oscillation of the den-
sity of states near EF (Fig. 9.34a). A maximum corresponds to a film thickness for
which a quantum well state reaches the Fermi level EF, while a minimum indicates
maximum energetic distance of a quantum well level from EF. In Fig. 9.34b similar
oscillations in the degree of polarization of the emitted electrons demonstrate that
the quantum well states are essentially due to minority-spin electrons (with respect
to the Co substrate). The Co substrate acts as a spin-dependent potential barrier for
the confinement of the electronic wave function in the Cu epilayer. Confinement
causes the generation of “standing wave” quantum states whenever half-integer
multiples of the wavelength of the Bloch wave corresponding to a stationary wave
vector k⊥ between extremal points of the Fermi surface of Cu matches the Cu layer
thickness.

Fig. 9.34 Oscillations of (a)
the electron density of states
[9.34] and (b) spin
polarization [9.33] at the
Fermi level for Cu films on
Co(100), as measured by
photoemission and inverse
photoemission. A monolayer
of Cu amounts to 1.8 Å
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9.6 Magnetic Interlayer Coupling

The existence of magnetic quantum well states within a diamagnetic layer on top of
a ferromagnetic substrate also leads to interesting coupling phenomena between two
ferromagnetic layers (Fe, Co, Ni etc.) with a non-ferromagnetic, e.g. paramagnetic,
interlayer (Cu, Au etc.) in between (Fig. 9.35). Here, the Cu–vacuum interface of
Sect. 9.5 is replaced by a second Cu–Co interface. For the explanation of the phe-
nomenon let us assume that the permanent magnetization in both ferromagnetic
layers is in the same direction, e.g. upwards; the magnetization, of course, is due to
the majority spins of the d-electrons. For this spin direction only s-electrons in the
ferromagnetic layer occupy states with low density at the Fermi level EF (Fig. 9.29).
Correspondingly spin-up s-electrons near EF within the diamagnetic interlayer are
not reflected very strongly at the two interfaces to the ferromagnets; their wavefunc-
tions are delocalized over the whole layer sandwich. On the other hand, s-electrons
with spin down in the interlayer (minority spins in the ferromagnets) mostly “see”
d-band majority spin electrons in the adjacent ferromagnetic layers; they are
strongly reflected at the interfaces and form standing waves within the diamagnetic
interlayer. In Fig. 9.35 a localized electronic wave (spin down) with arbitrary wave
vector component k‖ (parallel to the interface) is plotted. The wave vector compo-
nent k⊥, of course, must obey the confinement condition k⊥ = π/d with d as the
interlayer thickness. As discussed in Sect. 9.5 the effect is most strongly observed
for the stationary wave vectors k⊥max and k⊥min defined by the Fermi sphere of the
interlayer metal (Fig. 9.30). Depending on interlayer thickness d standing waves,
i.e. quantum well states within the interlayer, may lie close to the Fermi level or
farther away from it, thus causing an enhancement or a suppression of the density

Fig. 9.35 Schematic
representation of a magnetic
layer structure consisting of a
diamagnetic layer
with thickness d embedded
between two ferromagnetic
layers with equal magnetization
M . Plotted within the middle
diamagnetic layer a possible
classical trajectory of
an s-electron at EF with
k-vector components k‖ and
k⊥ and spin down (opposite
to majority spins in the
ferromagnetic layers). Due to
strong reflection at the
interfaces, the corresponding
electron wavefunction forms
a standing wave
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Fig. 9.36 Density of states of
electrons confined in a
diamagnetic film between
two ferromagnetic layers as
in Fig. 9.35 (solid curve) and
of free electrons (dashed
curve). The corresponding
energy difference between
the two curves (negative or
positive) determines the sign
of the interlayer coupling
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of states near EF (Fig. 9.34a). This is qualitatively shown in Fig. 9.36, where the
staircase-like density of the confined (2D) states (solid line) is compared with the
square-root type density of free particles (broken line). The difference between the
two curves as a function of binding energy, and thus also of layer thickness, changes
sign periodically. A decrease in total energy is, of course, favored. This means that
the configuration with parallel orientation of the magnetization in the two ferromag-
netic layers as assumed in Fig. 9.35 is only favored for particular thicknesses of the
non-ferromagnetic interlayer. A decrease in energy (quantum well states far away
from EF) then stabilizes parallel magnetization. On the other hand, at intermediate
interlayer thicknesses, when a quantum well state lies near the Fermi level EF, the
total energy is increased with respect to the free-electron case. Equal orientation of
the magnetization within the ferromagnetic layers as in Fig. 9.35 is not favored. An
antiparallel magnetization of the two ferromagnetic layers destroys localization of
the spin-down s-electrons within the interlayer and leads to a decrease in energy. For
this particular interlayer thickness an antiparallel magnetization is favored. Thus,
depending on the thickness of the dia- or paramagnetic interlayer, parallel or antipar-
allel orientation of the adjacent ferromagnetic magnetization is favored. This ferro
(parallel)- or antiferro (antiparallel)-magnetic coupling between two ferromagnetic
layers is mediated by magnetic quantum well states within the non-ferromagnetic
interlayer. This coupling effect was detected in 1986 by Grünberg [9.35].

9.7 Giant Magnetoresistance and Spin-Transfer
Torque Mechanism

The effects leading to the formation of quantum well states in diamagnetic overlay-
ers on ferromagnetic substrates (Sect. 9.6) also give rise to interesting transport phe-
nomena in magnetic multilayer systems. A whole new research field with enormous
impact on applications in information technology called spin electronics or spin-
tronics has opened here after the detection of the giant magnetoresistance (GMR)
effect by Peter Grünberg [9.36] and Albert Fert [9.37] in 1988. They both got the
Nobel Prize in 2007 for this detection.
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9.7.1 Giant Magnetoresistance (GMR)

In order to understand the physical principles which under . . . lie the giant magne-
toresistance effect, we consider a multilayer system consisting of a layer sequence
ferromagnetic, diamagnetic, ferromagnetic and so forth, e.g. Co/Cu/Co/Cu/Co . . .
(Fig. 9.37). The densities of states of the majority spin electrons (↑) and the sym-
metry of the corresponding s-electron wave functions at the Fermi level EF are very
similar in the ferromagnet Co and in the diamagnetic Cu layer, while minority spin
electrons (↓) in the Co layers having mainly d-character with a high density of states
find as counterparts in the Cu layers only s-electron states with much lower density
at EF. Electrons penetrating the Co–Cu interface thus undergo very different scat-
tering processes depending on their different spin orientation (↑ or ↓) with respect
to the ferromagnetic field direction within the Co layers.

Majority spin electrons from s-states at EF in the Co layer will penetrate the
Co–Cu interface with almost no scattering, since the bandstructures of Co and Cu
are very similar for this carrier type. Minority spin electrons in the Co layer with
d-character, however, do not find corresponding empty states in the Cu layer. They
are strongly scattered whenever they approach the potential barrier of a Co–Cu
interface.

We now consider a magnetic multilayer structure Co/Cu/Co/Cu . . .with so-called
ferromagnetic (F) order (Fig. 9.38a), i.e. where each Co layer exhibits the same mag-
netic field orientation, mediated by magnetic interlayer coupling (Sect. 9.6) through
the Cu interlayers. Majority spin electrons in electronic states near the Fermi edge
EF can then penetrate the whole layer structure without much scattering. At the
interfaces their electrical resistance is quite low. In contrast, minority spin electrons

Fig. 9.37 Qualitative plot of
the spin-resolved electron
densities of states N (E) for a
layer structure consisting of a
diamagnetic Cu layer
embedded between two
ferromagnetic Co layers with
opposite magnetization
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undergo considerable scattering each time they pass a Co–Cu interface. A consider-
ably higher resistance is experienced by these minority carriers. On the other hand,
if we assume antiferromagnetic (AF) coupling between the Co layers (Fig. 9.38b)
both majority and minority spin electrons undergo the same degree of scattering.
The magnetic moments of the Co layers alternate and majority spin electrons of
one Co layer are minority spin carriers of the next Co layer and vice versa. All
electrons, independent of their spin direction, are scattered at each second layer
sequence. Overall, this causes a dramatic increase in the total resistance of the layer
structure in comparison to the case of ferromagnetic coupling, where electrons of
one spin orientation can move virtually without scattering.

The above discussion suggests the following simple picture: We distinguish
between two different electron transport channels, one “rapid” channel with low
resistance and one “slow” channel with high resistance. For ferromagnetic ordering
(Fig. 9.38a) the two channels are shunted in parallel and the specific resistance can
be expressed as

ρF = ρ↑ρ↓

ρ↑ + ρ↓ . (9.68)

Fig. 9.38 a,b Classical electron trajectories for two electrons with opposite spins (↑↓) within a
magnetic multilayer structure of the type Co/Cu/Co/Cu. . . and their interface scattering events for
the case of ferromagnetic (F) and antiferromagnetic (AF) order (above). Corresponding equivalent
circuit diagrams for current transport through the layer system with feromagnetic order (a) and
antiferromagnetic order (b) are shown below. According to the different spin orientations, “fast”
and “slow” channels with low and high specific resistance ρ (small and large resistance symbols)
are distinguished
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On the other hand, for antiferromagnetic coupling between the Co layers
(Fig. 9.38b) the “rapid” channel of one layer becomes the “slow” channel of the
neighboring layer. Each channel exhibits an average specific resistance (ρ↑+ρ↓)/2
and the total resistance is obtained as

ρ́AF = ρ↑ + ρ↓
4

, (9.69)

where ρ↑ and ρ↓ are the specific resistances of the two channels of electrons with
different spin orientation.

We now consider a multilayer system consisting of alternating ferromagnetic
and diamagnetic layers such as Co/Cu/Co/Cu . . .with layer dimensions (Cu layer
thickness) such that antiferromagnetic order exists between the ferromagnetic lay-
ers. The magnetoresistance depends on an external magnetic field B, as is shown
qualitatively in Fig. 9.39a. For zero magnetic field an increased resistance ρAF (9.69)
is caused by the above-described scattering mechanisms due to AF ordering. With
increased magnetic field (in both directions) the magnetic moment of the ferromag-
netic layers is increasingly forced into a ferromagnetic order parallel to B and the

Fig. 9.39 a–c Qualitative representation of the giant magnetoresistance (GMR) effect in a multi-
layer system Co/Cu/Co/Cu. . . . (a) The specific resistance difference (ρAF − ρF)/ρF as a func-
tion of an external magnetic field B exhibits a maximum for antiferromagnetic (AF) order at
B = 0 and decreases with increasing field strength ±B, as more and more ferromagnetic ordering
(F) is achieved. The GMR effect can be measured in two different experimental configurations:
(b) current in plane (CIP) parallel to the external magnetic field B and (c) current perpendicular to
plane (CPP), i.e. also perpendicular to the external magnetic field B
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lower resistance value ρF (9.68) is reached. The GMR can be measured in two dif-
ferent experimental configurations: current-in-plane (CIP) (Fig. 9.39b) and current-
perpendicular-to plane (CPP) geometries (Fig. 9.39c). It is obvious that the absolute
values of the giant magnetresistance (ρAF − ρF)/ρF in CIP and CPP configurations
differ from one another due to symmetry-derived differences in the components of
the conductivity tensor. It is evident that a detailed quantitative theoretical descrip-
tion of the described effects, in particular the calculation of material-specific values
of the specific resistances ρF and ρAF requires a quantum-mechanical description of
the underlying scattering mechanisms. Besides material-dependent bulk scattering,
different interface scattering mechanisms taking into account interface roughness,
interdiffusion at the interface, etc., also have to be considered in a more profound
theoretical analysis.

Experimental results for a Fe–Cr multilayer system are shown in Fig. 9.40. The
expected behavior of the magnetoresistance as qualitatively sketched in Fig. 9.39a is
indeed found. While standard ferromagnets exhibit a maximum magnetoresistance
change with varying external magnetic field of about 1%, GMR measurements on
multilayer systems such as Fe/Cr/Fe/Cr. . .. in CIP geometry (Fig. 9.40) yield mag-
netoresistance changes of between 50% and 70% at maximum. For the layer system
considered in Fig. 9.40, antiferromagnetic coupling at zero external magnetic field
exists for a Cr layer thickness of 0.9 nm. For this layer thickness, the maximum
GMR effect is found, namely a maximum change of the magnetoresistance of nearly
50%. Thicker Cr layers (1.2 and 1.8 nm), where antiferromagnetic coupling between

Fig. 9.40 Giant magnetoresistance (GMR) dependence on external magnetic field for several mul-
tilayer systems consisting of 30, 35 and 40 periods of Fe–Cr double layers (thicknesses in Å given
in brackets). For vanishing magnetic field the coupling is antiferromagnetic (AF) [9.37]
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Fig. 9.41 Maximum GMR
variation as a function of Cu
interlayer thickness for a
40-period Ni81Fe19/Cu
superlattice. The 81% Ni and
19% Fe alloy is called
Permalloy [9.44]

the Fe interlayers is less favored at vanishing external magnetic field, yield less
pronounced GMR changes.

According to the dependence of ferro- and antiferromagnetic coupling on the
layer thickness of the diamagnetic interlayers the GMR effect also shows a pro-
nounced dependence on the layer thickness of the diamagnetic component. In
Fig. 9.41 the maximum magnetoresistance change in GMR is plotted against the
thickness of the diamagnetic layer. In this particular experiment the ferromagnetic
layers consist of an 81% Ni, 19% Fe alloy (permalloy) having a thickness of 3 nm
and the diamagnetic interlayers are Cu layers with thickness varying between 0.5
and 3.25 nm. The multilayer system consists of 40 periods, i.e. (Ni81Fe19/Cu)40×.
It is clearly seen that the GMR effect reaches maxima at certain diamagnetic
layer thicknesses (approximately 0.9 and 1.8 nm) where antiferromagnetic coupling
(Sect. 9.6) occurs for vanishing external magnetic field. Furthermore it is evident
that the GMR effect is not restricted to simple ferromagnets such as Fe and Co, i.e.
to simple systems such as Fe–Cr and Co–Cu, but is also found in ferromagnetic
alloys.

9.7.2 Magnetic Anisotropies and Magnetic Domains

In the discussion of the GMR effect in Sect. 9.7.1 we have not explicitly considered
what forces are acting and what the underlying physics is when two neighboring fer-
romagnetic layers change the mutual alignment of their magnetization (Fig. 9.38). It
is indeed possible that two stable situations exist, with the two ferromagnetic layers
having parallel (F) or anti-parallel (AF) magnetization. Here the crystal structure
of a ferromagnetic layer enters the problem. When the magnetization of a layer
as function of an external magnetic field is considered, the resulting magnetization
depends on the relative orientation of the field with respect to the crystal axis. This
crystalline anisotropy is caused by the spin–orbit coupling which couples the spin
orientation to the orientation of the electron orbitals being involved in chemical
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bonding (specific crystal structure). Thus, the magnetic energy of a ferromagnetic
crystal or layer depends on the orientation of the magnetization relative to the
crystal axis. The orientation of the magnetization belonging to the lowest energy
is called the easy orientation and the corresponding crystal axis the easy axis. Mag-
netic anisotropy determines the stable magnetization direction, at least in separate
domains. Its strength is important when a rotation of the magnetization is induced
by an external magnetic field. A ferromagnetic crystal or thin film in thermal equi-
librium has its magnetization along the easy axis. But a homogeneous magnetization
of an entire sample leads to a large external field (Fig. 9.42). In order to minimize
the energy associated with this field, the magnetization breaks up into two or more
domains of opposite magnetization. If the crystal is heated above the Curie temper-
ature and cooled down again, the number and size of the different types of domains
are about equal, so that the average magnetization of the sample is nearly zero. In an
external magnetic field oriented along the easy axis, the average magnetization rises
by merely moving the boundaries between the domains to let one type of domain
grow at the expense of the other (Fig. 9.42). The external magnetic field must not
work against the magnetocrystalline anisotropy. Thus, the average magnetization M
of the sample rises steeply with increasing field H and saturates in a saturation mag-
netization MS, where only one single domain orientation has survived (Fig. 9.43)
[9.38]. This domain type still prevails after the external field has been removed. The
remaining average magnetization is called remanence Mr. Reversing the direction
of the external magnetic field now brings the magnetization of the sample M back
to zero at a field strength −HC which is called the coercive field. With increasing
magnetic field in the reverse direction the magnetization saturates again, now when
one domain with reversed magnetization as before has been reached. The hysteresis
loop M(H) characteristic for ferromagnets is measured (solid line in Fig. 9.43).
The area of the hysteresis loop is the energy per volume required to move the
boundaries between the domains through a full cycle. This energy and therefore also

Fig. 9.42 Schematic representation of magnetic domains; magnetization direction (from “north”
to “south”) is indicated by arrows. (a) One single domain produces high external magnetic field.
(b) Two domains decrease the external field. (c) and (d) More domains keep the magnetic field
essentially within the sample
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Fig. 9.43 Schematic plot of the average magnetization M(H) of a ferromagnet with one single
easy axis (e.g., hcp Co). The dashed line shows the initial magnetization starting from zero, H
parallel to easy axis. The solid lines show the magnetization hysteresis, which is cycled by chang-
ing the magnetic field H oriented parallel to the easy axis. The dash-dotted line demonstrates the
behavior for a magnetic field H perpendicular to the easy axis (see insets). Hc coercive field, Mr
remanence, Ms saturation magnetization. After Ibach [9.38]

the remanence Mr and the coercive field HC depend on the nature of the material.
A predominant role plays the concentration of defects, which tend to pin the domain
walls and thus increase the friction forces involved in their rearrangement.

An external magnetic field H⊥ oriented perpendicular to the easy axis turns the
magnetization out of the easy direction (insert on the right in Fig. 9.43). The external
field has to work against the anisotropy energy. Therefore, the magnetization rises
rather gradually in comparison with H// oriented parallel to the easy axis. When the
field is removed the magnetization inside the domains snaps back to become parallel
to the easy axis. Hence, there is no remanent magnetization and no hysteresis loop.

How does the magnetization change from one domain with easy axis orientation
into another domain with another easy axis direction? The transition region in which
the orientation changes from one easy axis to another one is called domain wall.
Since the magnetization within this transition region rotates by 180◦ between the
magnetic domains, work must be done against the exchange energy. The detailed
thickness and shape of a domain wall depend on a sensitive balance between
exchange energy, anisotropy energy, and the field energy related to the external
magnetic stray field [9.39].

Depending on the thickness of a thin magnetic film two types of domain walls
are found, the Neel and the Bloch wall (Fig. 9.44). For the Bloch wall Fig. 9.44a
qualitatively shows how the magnetization rotates smoothly between 180◦. During
this rotation the magnetization always remains perpendicular to the wall normal,
around which it rotates. In the case of a Neel wall the magnetization rotates in the
film plane, such that in the central part of the wall it is oriented perpendicular to
the domain wall (Fig. 9.44b). As is easily seen from Fig. 9.44 both types of walls
produce magnetic stray fields in a thin layer with two magnetic domains. For a Bloch
wall this stray field is essentially independent of the layer thickness. On the other
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Fig. 9.44 Two different types of walls between magnetic domains of opposite magnetization. (a)
The Bloch wall, favored for thicker ferromagnetic layers, changes the magnetization direction by
turning the spins around an axis perpendicular to the wall. (b) The Neel wall, favored for thinner
ferromagnetic layers, changes the magnetization direction by turning the spins around an axis
parallel to the wall. (c) Detailed view of the spin orientation within a Bloch wall

hand, in a Neel wall the strength of the stray field is dependent on the thickness of the
magnetic film. It decreases with decreasing layer thickness (Fig. 9.44b). Therefore,
in thick layers Bloch walls are favored and Neel walls in thin films. In this context a
film can be considered to be thin if the domain wall width exceeds the film thickness,
whereas in thick films it is the opposite.

The stray field, which is important in connection with the two types of domain
walls, also plays an essential role for the magnetization direction in thin films gen-
erally. The shape of the sample, be it a thin film or a thicker bulk-like layer, gives
rise to a so-called shape anisotropy.

If a film is magnetized perpendicular to the film plane, then the jump in the mag-
netization M at the two film surfaces gives rise to a depolarization field Hd = −M ,
i.e., a strong external stray field. If the film is polarized parallel to the plane, then
there is essentially no depolarizing field because the lateral film dimensions are
much larger (approximately infinite) than the cross section (film thickness) exten-
sion, where at the film boundary the jump occurs.

Besides shape anisotropy, surfaces and interfaces of a thin film give rise to a
so-called surface and interface anisotropy, respectively. At surfaces and interfaces
the electronic structure of a solid is modified (Sect. 3.2) and therefore also the spin–
orbit coupling, the origin of the crystal anisotropy. In this sense surface and interface
anisotropy contributions to the total magnetic energy are modifications of the more
general magnetocrystalline anisotropy. Their amount is proportional to the film area
rather than the volume. Surface and interface anisotropy might favor a magnetization
direction perpendicular to the film surface. But in that case a critical film thickness
tc exists, beyond which the shape anisotropy prevails and the magnetization rotates
into the film plane.
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For ferromagnetic films antiferromagnetic substrates play an interesting role. In
such a substrate, e.g., NiO or CoO, next neighbor atoms possess antiparallel spin
orientation. A thin ferromagnetic film deposited on such an ordered antiferromag-
netic substrate exhibits a higher coercivity. Its magnetization direction along one
easy axis is thus stabilized in comparison to the case of a non-antiferromagnetic
substrate. The effect is ascribed to an exchange interaction between the topmost sub-
strate atoms (spins) and the adjacent layer atoms. There is probably a further reason
for the stabilization of the magnetization direction. Antiferromagnetic layers tend
to form a domain structure with domain boundaries, where the antiferromagnetic
order changes its orientation. Turning the direction of an external magnetic field
is obviously not important for the antiferromagnetic order; both dipole directions
appear in equal quantity. But modifying the domain structure costs some additional
energy. This stabilizes the antiferromagnetic domains and thus also the magneti-
zation direction of the ferromagnetic epilayer by exchange interaction. This con-
tribution to the total magnetic energy of a ferromagnetic film is called exchange
anisotropy or exchange bias. It is the most important contribution with respect to
the preparation of magnetic switching devices on the basis of the GMR effect.

A three-layer stack consisting of a non-magnetic layer, e.g., Cu, embedded
between two ferromagnetic layers, e.g., Fe or Co, deposited on an antiferromag-
netic substrate, e.g., NiO or CoO, exhibits the desired switching behavior of the
magnetization (Fig. 9.45). With an adequate magnetic field strength H , parallel
or antiparallel to the easy axis of the two ferromagnetic films, the topmost film
responds to the direction of the magnetic field and switches from positive to neg-
ative field direction. On the other hand, the bottom film being in contact with the
antiferromagnetic substrate has a higher coercivity due to exchange coupling. Its
magnetization is fixed, it does not change its direction (fixed layer).

In a three-layer stack of two ferromagnetic layers separated by a non-magnetic
layer, which is deposited on an antiferromagnetic substrate, an external magnetic
field, thus, can induce parallel or antiparallel alignment of the two ferromagnetic

Fig. 9.45 Multilayer system for studying GMR and spin-transfer torque effect. In a ferromagnetic
“fixed” layer the magnetization direction is fixed by exchange coupling to an antiferromagnetic
substrate. Separated from the fixed ferromagnetic layer by a non-magnetic layer there is a “free”
ferromagnetic layer, whose magnetization direction can easily be inverted by inverting the direction
of an external magnetic field H (arrows in solid and broken line)
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layers (Fig. 9.45). A prerequisite for switching the magnetization direction of the
upper (free) layer against that of the lower (fixed) layer is the existence of only one
single domain in the films. The films must not be too extended laterally, such that a
one domain magnetization can be prepared. Typically 100 nm pillars of layer stacks
are adequate.

9.7.3 Spin-Transfer Torque Effect: A Magnetic Switching Device

In applications of the GMR effect a ferromagnetic layer whose magnetization direc-
tion can easily be switched into the inverse direction (free magnetization layer) is
combined with a layer of fixed magnetization. Magnetization inversion in the free
layer is performed by an external magnetic field, which shall be controlled or mea-
sured in the particular device. If one wants to use the GMR effect for nanodevices
in a future spintronics, it is necessary to trigger magnetization inversion purely elec-
trically, by current or voltage. Magnetic triggering would require too high magnetic
fields and thus too high currents for their generation. It is indeed possible to change
the magnetization direction in a nanostructure solely by current flow rather than by
application of an external magnetic field.

In 1996 Slonczewski [9.40] and Berger [9.41] predicted that a spin-polarized
current propagating into a ferromagnetic layer exerts a torque on the magnetization
of the layer. For a better understanding, spin dynamics in a magnetic field shall
shortly be reminded by using the picture of a current loop in a magnetic field B
(Fig. 9.46). As is easily derived a current I (technical direction) through the loop
tries to orient the loop area perpendicular to the magnetic field. This can be ascribed
to a magnetic dipole μ = AI of the loop, which is proportional to the loop area A.
The dipole tends to orient in a magnetic field direction due to a torque T which acts
on the dipole:

T = µ× B. (9.70)

Fig. 9.46 Explanation of the
orientation dynamics of a
magnetic dipole μ in a
magnetic field B based on a
current loop (I technical
current direction) on which
the Lorentz forces F = I× B
are acting
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Equation (9.70) not only holds for current loop-related magnetic dipoles but
for dipoles in general. Also the spin magnetic dipole obeys (9.70). According to
the general rules of rotational dynamics a torque induces a change of the angular
momentum L by

T = d

dt
L = µ× B. (9.71)

Magnetic dipoles are related to angular momenta by

µ =
(

g
e

2m

)
L = γL, (9.72)

where g and γ are system-specific constants, which are called Lande factor (g) and
gyromagnetic ratio (γ ). For electronic spins g has the value 2 in good approxima-
tion. Combining (9.71) with (9.72) yields the fundamental dynamic equation for
spin dynamics:

d

dt
µ = γµ× B = γT. (9.73)

This equation read in the direction right to left means that a magnetic dipole μ
in a magnetic field B experiences a torque, which changes its direction. The torque
forces it into a precession around the magnetic field direction. Equation (9.73) read
from left to right means that a change of the magnetic dipole direction induces a
torque T. For an ensemble of spins establishing a certain magnetization M (9.73)
can be written as

d

dt
M = γM× B. (9.74)

We are now able to understand the physical basis of the spin-transfer torque
mechanism [9.42]. We start with the simple problem that a spin-polarized current of
electrons enters a ferromagnet from a metallic non-magnet (Fig. 9.47). The incident
spins (current) are polarized along an axis tilted by an angle ϑ with respect to the
magnetization M of the ferromagnet. For simplicity we assume a polarization axis
in the drawing plane, even though in experiments this axis is usually in the plane
of the layers due to shape anisotropy. Assuming the z-direction as parallel to the
magnetization M and the current flowing in x-direction the spin components, the
expectation values are calculated from a superposition spin state |s〉 = α |↑〉+β |↓〉,
where |↑〉 and |↓〉 are the spin eigenstates of σz and α and β the amplitudes, which
are easily obtained from

〈sz〉 = 〈s |sz | s〉 = h̄

2

(
cos ϑ2 sin ϑ

2

) (1 0
0 −1

)⎛⎜⎝ cos
ϑ

2
sin

ϑ

2

⎞
⎟⎠ = h̄

2
cosϑ (9.75a)
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Fig. 9.47 Explanation of the spin-transfer torque mechanism for an electron current entering a
ferromagnetic layer from a non-magnetic layer. The wave function of the incoming electron having
a spin orientation inclined by ϑ against the interface plane is described by a spinor$in. Due to spin
filtering in the interface region (dashed box) arising from the spin-split electronic density of states
in the ferromagnet the reflected spinor $refl has opposite spin orientation as the spinor $trans of
the transmitted electron. The absorbed transversal spin current is proportional to sinϑ and acts as
a torque on the interface magnetization [9.42]

and

〈sx 〉 = 〈s |sx | s〉 = h̄

2
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⎞
⎟⎠ = h̄

2
sinϑ. (9.75b)

The spinor, i.e., the 2D vector of the spin amplitudes for a spin polarization
inclined by ϑ against z, thus, has components (α and β amplitudes of the σz spin
eigenstates) cos(ϑ/2) and sin(ϑ/2), respectively (Fig. 9.47). Here, the spinor of an
incident polarized electron is written as a superposition of spin-up and spin-down
components with respect to the z-direction of the ferromagnet magnetization M. At
the interface between non-magnetic material and ferromagnet the potential experi-
enced by the electron changes and becomes spin dependent (Fig. 9.37). Inside the
ferromagnet the spin-split density of states causes a spin-dependent transmission
and reflection as discussed in Sect. 9.7.1. Therefore, the transmitted and reflected
spinors, ψtrans and ψrefl, are modified superpositions of spin-up and spin-down com-
ponents compared to the incident spinor. In Fig. 9.47 the ideal case is assumed that
within the interface volume (square in broken line) the spin-down component with
amplitude sin(ϑ/2) is scattered completely out of the electron beam and appears
as the backscattered spinor ψrefl. The spin-up component with amplitude cos(ϑ/2)
thus fully penetrates the interface without scattering and is transmitted as the spinor
ψtrans. Only this one spin polarization propagates in the ferromagnet. This is an
ideal situation, which never occurs in an experiment, where mostly 50% of the other
components (here spin down) are backscattered. Nevertheless, the main arguments
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described here are still valid also for realistic situations with only partial backscat-
tering of one spin component.

In any case, the missing transverse spin current in the total transmitted current
through the interface acts as a torque on the spin magnetic moments in the ferromag-
net according to (9.73). By calculating the difference of 〈σx 〉 between the spinors
ψrefl and ψin one easily finds the transferred torque to be proportional to sinϑ .
It tends to orient the magnetization direction in the ferromagnet parallel to that of
the incoming spins. In order to switch the ferromagnet’s magnetization the coercive
field of the ferromagnet, of course, must be small and the incoming spin current
high enough.

A current-induced magnetization switch can be built by preparing a layer sand-
wich consisting of a (thick) ferromagnetic layer with high coercive force (fixed
layer) and a (thin) ferromagnetic layer with low coercivity (free layer). In between
a thin non-magnetic (diamagnetic) layer is sandwiched (Fig. 9.48). We consider
an electron current flowing from the fixed layer (Fig. 9.48a, left) into the free layer
(right). The magnetization direction Mfixed of the fixed ferromagnetic layer enforces
a spin polarization of the electrons in the direction of Mfixed. This polarization is not
lost at the entrance into the central non-magnetic layer (1), because the density of
states, there, is not spin split. If spin-flip scattering processes can be neglected in
the non-magnetic interlayer (thin layer), the spin-polarized current enters into the
free magnetic layer on the right side and our discussion of Fig. 9.47 holds. A torque
is transferred to the spins, which switches the magnetization parallel to that of the
fixed layer (left). The electrons being backscattered from the free layer (3) carry a
spin moment which transfers a torque opposite to the fixed layer. But as its coercive
field is comparatively high, the magnetization Mfixed does not change. Under the

Fig. 9.48 Explanation of the current-induced magnetization switching in a three-layer system con-
sisting of two ferromagnets [fixed (Mfixed) and free (Mfree) layer] separated by a non-magnetic
layer. Due to the asymmetry Mfixed does not respond to the torque T (short arrows in broken line)
acting on it, whereas Mfree can follow the torque (short arrows in full line). The numbers (1), (2),
(3) at the spin symbols refer to the sequence of the description [9.42]
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described conditions an electron current flow from the fixed magnetic layer (left) to
the free layer (Fig. 9.48a) leads to a stable parallel alignment of Mfixed and Mfree.

For the opposite direction of electron flux, from the free layer into the fixed layer
(Fig. 9.48b), a similar discussion is possible. But the resulting torques point into
the opposite directions. Starting with electrons having a spin polarization parallel
to Mfree (1) a torque is transferred to the magnetization Mfixed. But due to the high
coercivity of the fixed layer no magnetization change is induced. The backscattered
electrons, now, carry a spin polarization which transfers a torque to the spins of the
free layer opposite to that in the case of Fig. 9.48a. Due to its low coercivity the free
layer responds by orienting its polarization Mfree antiparallel to Mfixed. Therefore,
the stable state for this current flow direction is the antiparallel alignment of Mfree
and Mfixed.

The described magnetic switching device consisting of a three-layer stack is
identical to that for measuring the GMR (Fig. 9.49). In the GMR effect switching
of the free ferromagnetic layer from parallel to antiparallel alignment with the fixed
layer and vice versa is induced by an external magnetic field and the resistance
of the sandwich is measured as a function of the magnetic field (Fig. 9.49a). In
the spin-transfer torque device (Fig. 9.49b) the switching of the ferromagnetic free
layer is induced by an increasing current flow with opposite polarities for parallel
and antiparallel alignment of Mfree and Mfixed. Depending on this alignment low or
high resistance (GMR) is measured on the sandwich. This is probed as in the GMR
case by differing voltage drops across the sandwich. While the GMR device is used
as a sensor for small magnetic fields, the spin-transfer torque device performing

Fig. 9.49 Schemes of GMR effect (a) and current-induced magnetization switching (b) [9.42]. (a)
In the GMR effect the electric resistance of a trilayer stack consisting of two ferromagnets (free
and fixed layer) separated by a non-magnetic metallic interlayer depends on the alignment of the
layer magnetizations. (b) The stable alignment of the magnetizations depends on the polarity, i.e.,
on the direction of the current flowing perpendicular through the layer stack
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totally under the action of electric currents and voltages is interesting for memory
and logic spin-electronic applications.

In order to get an impression of the performance of a real device we present
as an example a nanopillar with two ferromagnetic Co layers separated by a 6-nm
thick Cu layer (Fig. 9.50). This device was used in the pioneering work of Katine
et al. [9.43]. The Co layers differ in their thickness (Co1: 2.5 nm, Co2: 10 nm) in
order to ensure low and high coercivity for the (thin) free and (thick) fixed layers.
The lateral diameter of the pillar is 130 nm. The current is applied between the
top and bottom Cu contacts. The voltage drop as a function of applied current is
also measured between these Cu contacts. The lateral dimension of the pillar allows
for high enough current densities to switch the magnetization of the free Co layer:
107–108 A/cm2 is reached corresponding to 1–10 mA in a 100 nm pillar. The rela-
tive orientation of the magnetization of the two Co layers is measured by the GMR
effect of the Co1/Cu/Co2 trilayer system. In Fig. 9.50b the measured differential
resistance (dV/dI) is plotted as a function of the applied current. For this particular
setup a constant external magnetic field of 1200 Oe is necessary to define and fix
the magnetization direction of the fixed Co2 layer. Such a field is, of course, not
needed if the coercivities of the fixed and free layers differ more than in the present
case. In Fig. 9.50b electrons flow from the fixed (thick) to the free (thin) Co layer
at negative bias and stabilize the parallel magnetization alignment, which causes a
low differential resistance dV/dI. At positive bias the parallel alignment is destabi-
lized, Co1 switches to the antiparallel alignment at a sufficiently large current, and
dV/dI increases. Upon reducing the current hysteretic behavior is observed, such
that Co1 switches back to parallel alignment at a negative current. It is important

Fig. 9.50 Experimental demonstration of current-induced magnetization switching by the spin-
transfer torque mechanism [9.43]. (a) Schematic pillar device with a diameter of 130 nm. The
pillar consisting of two ferromagnetic Co layers (Co1 free, Co2 fixed) separated by a 6-nm thick
Cu layer and an Au pillar on top is embedded between two Cu contacts. For positive bias the
polarity of the contacts is indicated. (b) Differential resistance dV/dI measured as a function of
the current through the column device in (a). In this experiment exchange coupling of the Co2
layer was not strong enough such that a fixed magnetization in Co2 could only be achieved by an
additional external magnetic field of 1200 Oe. The measured hysteresis defines two stable states of
high and low differential resistance depending on the current direction (small arrows at the curves).
For positive and negative current directions the mutual magnetization alignment in Co1 and Co2 is
indicated by arrows
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that the measured curve shows hysteretic behavior with two different stable states at
zero applied current. Therefore, positive and negative current pulses allow to switch
between states at zero current with parallel and antiparallel magnetization, i.e., with
low and high electrical resistance in the GMR.
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Panel XIV
Magneto-optical Characterization: Kerr Effect

The classical and even now most widely used characterization techniques for sur-
faces and thin films of magnetic materials are based on the interaction of light with
these materials. In ferromagnets the magnetization direction defines a particular
axis and, of course, optical properties are expected to depend on the relative ori-
entation of the magnetization and the light polarization. Phenomena of this type
are useful for measuring the direction and relative magnitude of the magnetization.
Corresponding measurements, thus, have developed into powerful techniques for
characterizing ferromagnetic layers including imaging of ferromagnetic domains
by optical microscopy. Indeed, a vast amount of knowledge about the behavior of
magnetic domains is derived from magneto-optical microscopy.

The interaction of light with solid material, especially thin films, is described
by Fresnel’s formulae within the classical continuum approach of Maxwell theory.
Here, the dielectric tensor

{
εi j
}

yields expressions for the reflected and the trans-
mitted parts of the incident light wave, and this is a function of angle of incidence
and polarization direction of the incident light. For an isotropic non-magnetic solid
this dielectric tensor is diagonal. Atomistically an incoming light beam induces
oscillating electrical currents in the direction of light polarization, which are again
sources (oscillating dipoles) for the emitted light waves, both the reflected and the
transmitted ones. They obviously carry the same polarization as the induced currents
and the polarization direction of the incident light. If the incident light is polarized
parallel (p-polarized) or perpendicular (s-polarized) to the plane of incidence, the
polarization state of the reflected and of the transmitted beam remains unchanged
with respect to the incident light.

If the solid or the thin film is magnetically ordered, within one particular domain
a certain well-defined magnetization exists. The moving electrons, which make up
the current induced by the incoming electromagnetic wave, experience a magnetic
field. If the magnetic field, i.e., the magnetization, is at an angle with the direction
of the current, there will be a Lorentz force proportional to ev × B. This force
induces an additional current contribution at right angle to the originally induced
one. The additional current, of course, contributes as a source to the reflected and
transmitted light waves. Since its direction is different from the directly induced
one, a change of the polarization state of the reflected and the transmitted light wave
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results. The light reflected from a magnetic solid or thin film acquires a polarization
component which is not present in the incoming p- or s-polarized waves. This effect
is known as Kerr effect, named after its discoverer (1877). Also the transmitted
light wave exhibits the changed polarization. In transmission the effect is called
Faraday effect, again named after its discoverer (1845). For practical applications
on mostly highly absorbing films the Kerr effect with observation in reflection is
more important [XIV.1]. Sometimes the effect is called MOKE (magneto-optic Kerr
effect) or SMOKE (surface magneto-optic Kerr effect).

For the formal description of the Kerr effect one has to derive the dielectric tensor{
εi j (ω)

}
in the presence of a magnetic field, i.e., with the Lorentz force acting on the

free carriers in the solid. For a medium with free carriers the complex ε(ω) tensor
can be expressed by a high frequency conductivity σ(ω, B) [XIV.2] as

εi j (ω) = ε0
i j (ω)+

i

ε0ω
σi j (ω, B). (XIV.1)

From Ohm’s law for the current density

ji =
∑

k

σik(ω, B)Ek (XIV.2)

one can calculate the σ tensor in simplest approximation on the basis of the Drude
model for electronic transport [XIV.3]. With ω as the frequency of the light which
induces the oscillating currents (sources for emitted light) the velocity of the free
carriers is v = v0 exp(−iωt). The Drude dynamic equation for a carrier, thus, fol-
lows as (m∗ effective electronic mass)

− iωm∗v+ m∗

τ
v = e (E + v× B) , (XIV.3a)

or in components as

(−iω + ωτ ) jx = ε0ω
2
P Ex + ωC jy, (XIV.3b)

(−iω + ωτ ) jy = ε0ω
2
P Ey − ωC jx , (XIV.3c)

(−iω + ωτ ) jz = ε0ω
2
P Ez . (XIV.3d)

We have used j = nev and the abbreviations ωP = (e2n/ε0m∗)1/2 for the plasma
frequency, ωτ = 1/τ for the scattering frequency (τ Drude relaxation time), and
ωC = eB/m∗ for the cyclotron frequency. The high-frequency conductivity tensor
σi j (XIV.2) can be written by using (XIV.3) as

σi j (ω, B) = σ∼

1+"2

⎛
⎝ 1 " 0
−" 1 0

0 0 1+"2

⎞
⎠ , (XIV.4a)
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with

σ∼ = ε0ω
2
P

ωτ − iω
(XIV.4b)

as the dynamical conductance at vanishing magnetic field (B = 0) and the
abbreviation

" = ωC

ωτ − iω
. (XIV.4c)

Equations (XIV.1) and (XIV.4) clearly demonstrate that the dielectric tensor, in case
of a magnetic material, has non-diagonal terms, which are responsible for the Kerr
effect. For the calculation of the reflectivity including also the rotation of the polar-
ization upon reflection the non-diagonal ε (XIV.1), respectively σ (XIV.4) tensor,
has to be introduced into Fresnel’s formulae.

Three different types of geometrical arrangements are used for Kerr effect mea-
surements (Fig. XIV.1). Only in the polar case the magnetization is perpendicular
to the surface; here the effect is largest for normal incidence. Polar and transverse
geometries yield a Kerr effect which is about an order of magnitude higher than
for longitudinal geometry. If one uses p-polarized light in the transverse geometry
at non-normal incidence, the Kerr effect manifests itself as a dependence of the
reflectivity (absolute intensity of the reflected signal) on the magnetization direction.
The measured reflected intensity, then, is a simple measure for the strength of the
effect. It is called Kerr signal or intensity. This simple type of measurement is often
preferred rather than the more complex analysis of the rotation of the polarization
direction upon reflection.

Another simple measurement procedure is a reflection measurement with p- or
s-polarized incident light (defined by first polarizer) and crossed polarizers in the
incident and reflected beam. If there is no Kerr effect, the signal just reflects the
finite polarization as given by the extinction ratio of the polarizers. The Kerr effect
induces reflected light intensity with polarization normal to the incoming one. The
fraction of the light emerging from the sample with modified polarization is termed
the Kerr amplitude or intensity. It can directly be used to get information about mag-

M M M

polar longitudinal transversal

ϕ ϕ ϕ

Fig. XIV.1 Different geometries for the observation of the magneto-optic Kerr effect (MOKE).
The light beam is reflected under an angle ϕ with different orientations of the sample magnetiza-
tion M
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Fig. XIV.2 Kerr intensity
measured in longitudinal
geometry (Fig. XIV.1) in situ
at 300 K on an epitaxial
Fe(100) film (six monolayers)
deposited in UHV on an
Ag(100) substrate. After the
Fe deposition the film was
annealed at 150◦C for half an
hour [XIV.4]
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netic properties. Figure XIV.2 shows as an example the measured Kerr intensity as a
function of an external magnetic field H upon reflection of light on the surface of a
six-monolayer-thick single-crystalline Fe(100) film deposited on Ag(100) [XIV.4].
The Kerr signal was measured in situ within the preparation vacuum chamber. The
ferromagnetic property of the film manifests itself in the observed hysteresis loop.
From this plot the coercive field strength can be determined easily. While abso-
lute measurements of the Kerr effect, i.e., the rotation of the polarization direction
upon reflection, require some experimental effort; for measurements of the kind
as in Fig. XIV.2 only a laser as light source and a detector for the reflected light
are needed. In addition an imaging optics of some lenses and two polarizers in the
incident and the reflected light beam are required. The reflecting magnetic film is
positioned between the two poles of an electromagnet for the generation of the exter-
nal magnetic field. The latter setup can be arranged in a UHV system, where also
evaporation units allow the preparation of fresh clean thin magnetic films. These
films can be studied in situ as in the example of Fig. XIV.2. Generally the optical
setup is outside the UHV system, separated by UHV windows. Care has to be taken,
then, that the windows do not induce polarization changes.

A broad application field of the Kerr effect is the imaging of magnetic domain
structures [XIV.1]. For this purpose Kerr polarization microscopes are used. The
microscope in Fig. XIV.3 is designed for optimum lateral resolution. Structures
with dimensions down to 300 nm could be resolved. As light source a mercury
high-pressure lamp is used, mostly its green or yellow spectral lines. The positioning
of the slit aperture is important in order to guarantee homogeneous illumination of
the sample surface. Generally the image is digitalized and can be further processed
in a computer. Images with high contrast and optimum resolution can be obtained by
difference imaging techniques. A background image with the same domain structure
(to be subtracted) as that under study might be obtained by applying an alternating
magnetic field to the sample and averaging over the fast oscillating magnetic domain
structure.

As an example for Kerr images Fig. XIV.4 shows the domain structure observed
in a Kerr microscope on a silicon iron crystal [XIV.6]. Arrows indicate the magneti-
zation direction. This SiFe material is used as transformer steel. The 2D domains
observed on the surface in Fig. XIV.4 originate from 3D ferromagnetic domain
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Fig. XIV.3 Scheme of a Kerr polarization microscope for imaging magnetic domain structures

Fig. XIV.4 Different ferromagnetic domains (arrows indicate the magnetization direction)
observed in Kerr polarization microscopy on the surface of a silicon iron crystal (0.3-mm thick)
slightly misoriented relative to the (110) plane [XIV.6]. (a) Image under oblique light incidence,
(b) illumination normal to the surface

structures deep in the bulk when they touch the very surface of the SiFe layer
[XIV.6]. The whole domain structure is determined by the tendency to reduce the
stray field energy of the sample [XIV.6].
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Panel XV
Spin-Polarized Scanning Tunneling Microscopy
(SP-STM)

Scanning probe microscopy (SPM) techniques have developed into one of the most
important tools in surface physics to characterize a surface in manifold ways with
lateral resolution down to atomic dimensions. In Panel VI, scanning tunneling
microscopy (STM) was already presented with its different experimental aspects
for the study of atomic surface structure, the evaluation of surface atomic orbital
geometry, surface state spectroscopy, and even the modification of surfaces on an
atomic scale.

In standard STM a tip with atomic dimensions at its very end is scanned over
the sample surface being prepared in a UHV system and the tunnel current between
tip and sample surface is measured as a function of local position. The position is
controlled by lateral movement of the tip driven by a piezoelectric scanning unit
(Panel VI). Tunnel currents are measured at tip sample distances in the order of
0.5–1 nm due to the overlap of the electronic wave functions of the most outer tip
atoms and the sample surface atoms. The STM image is obtained by recording the
2D spatial variation of the tunnel current. Without a detailed theoretical derivation
[XV.1] the following approximate expression for the tunnel current IT is obvious
from Fig. VI.5 (Panel VI):

IT ∝
∞∫
−∞
|T (E)|2 ρtip(E − eV )ρsample(E)

[
f (E − eV )− f (E)

]
d E (XV.1)

T (E) is the tunneling matrix element [XV.2]. ρtip and ρsample are the elec-
tronic densities of states of tip and sample, respectively. They determine how many
states are available as final and initial states for the tunneling electrons. The Fermi
functions f (E − eV ) and f (E) of tip and sample (shifted against each other by
the external voltage V ) determine the energetic range of states, where occupied
and unoccupied states in tip and substrate can participate in the tunnel current
(Fig. VI.5). The approximate expression (VI.1) for the tunnel current IT is derived
from (XV.1) by assuming that the barrier height of the vacuum gap between tip and
sample surface (Fig. VI.5) depends on the applied voltage V and the work functions
of sample and tip ("̄ their average). Equation (VI.1) is essentially determined by
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the exponential dependence of the tunneling matrix element T (E) on the distance d
between tip and sample (VI.1) [XV.2].

So far and also in the considerations of Panel VI the spin of the tunneling elec-
trons has not been taken into account. This is correct as long as neither tip nor
sample is ferromagnetic.

Probing a ferromagnetic sample surface with a ferromagnetic tip gives rise to new
interesting effects, which arise from the splitting of the electronic state density into
a spin-up and a spin-down part (Fig. 9.37). During the tunneling process, obviously,
the energy of the electron is conserved according to (XV.1). To first approxima-
tion inelastic tunneling processes can be neglected. Similarly the momentum of the
electron is also conserved as shown in a detailed analysis of tunneling spectra on
GaAs(110) surfaces [XV.3]. In addition the spin of the electron is conserved during
the tunneling process as far as no torque is exerted, e.g., by means of strong external
magnetic fields.

The conservation of spin during the tunneling process is the basis for imaging
ferromagnetic structures on the sample surface by an STM down to local dimensions
on the atomic scale. For this purpose a ferromagnetic tip is required. The commonly
used tungsten, platinum, or platinum–iridium tips, where both spin orientations are
equally present, cannot be used for magnetic imaging. When both the tip and the
sample are ferromagnetic the tunneling current in an STM can be split into current
contributions arising from majority and from minority spins (Fig. XV.1). Both in
the sample under study and in the tip the electronic densities of states ρsample and

Fig. XV.1 Principle of spin-polarized electron tunneling between magnetized electrodes (sample
and tip) whose magnetization direction is indicated by arrows in brackets. The spin-split ferro-
magnetic electronic densities of states of sample and tip are shifted against each other on the
energy scale due to the applied tunneling voltage (energetic difference between Fermi levels EF
of sample and tip). (a) Tunneling between sample and tip with parallel magnetization. The current
contribution I↓↓ between the minority spin densities (arrow in full line) exceeds I↑↑, the contri-
bution between the majority spin densities (arrow in broken line). (b) Tunneling between sample
and tip with antiparallel magnetization. The dominant current contribution I↑↑ now flows between
majority and minority spin densities (arrow in full line)
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ρtip are split into that of majority spins and that of minority spins due to the action
of the internal mean magnetic field (Sect. 9.4.1). Because of spin conservation the
tunneling currents I↓↓ and I↑↑ between spin-down and spin-up densities of states
have different intensity for parallel (Fig. XV.1a) and antiparallel (Fig. XV.1b) mag-
netization of tip and sample. One can easily see in Fig. XV.1a that the spin current
I↓↓ connects high-density initial with high-density final empty states. On the other
hand, the spin current I↑↑ leads from high-density initial to low-density final states.
Thus I↓↓ dominates for equal sample and tip magnetization. For antiparallel magne-
tization of tip and sample (Fig. XV.1b), I↑↑ exceeds the current contribution I↓↓ for
similar reasons. Thus, using magnetic tips in an STM, where the up- and downward
spin polarizations are not equal, significant differences can exist for electrons in the
sample with up- and downward spin orientation. This is the basic principle on which
the spin-polarized STM for imaging magnetic structures is founded.

Best contrast for imaging magnetic surface structures is achieved in the differ-
ential conductivity mode of the STM [XV.4], where the derivative d IT/dV of the
tunnel current is measured as a function of the tip position on the surface under
study. As is seen from (XV.1) dIT/dV is proportional to the product of the electronic
densities of states of tip and sample for sufficiently small tunneling voltage. The
measurement is actually performed by superimposing a small ac voltage with high
frequency on the tunneling voltage. The frequency should be chosen such that the
feedback loop of the STM cannot follow the voltage modulation. The response in
current to this small voltage modulation is then measured using lock-in techniques.

The key to any spin-polarized STM measurement is the successful preparation of
a magnetic tip. Standard tips for an STM are usually prepared by electrochemically
etching a polycrystalline tungsten (W) wire in NaOH. Very sharp tips are obtained
with curvature radius in the order of 5 nm. A ferromagnetic tip is prepared by cov-
ering such a conventional W tip with a few monolayers of ferromagnetic material
such as Fe, Ni, Gd, GdFe [XV.5]. Before the deposition the tip has to be cleaned by
flushing it to high temperatures in UHV.

Tunneling from or into this tip occurs at the outermost end, where mostly a cluster
of a few atoms are closest to the surface (Fig. XV.2). It is this cluster which carries all
the tunnel current and whose magnetic properties determine the spin sensitivity. A
spin-polarized STM functions already, when the outermost atom of the cluster, clos-
est to the surface, has a magnetization, because this atom carries almost exclusively
the whole tunnel current. Thus, it is possible to use both ferro- and antiferromagnetic
coatings (Fig. XV.2). Antiferromagnetic tips are sometimes advantageous compared
to ferromagnetic ones, because they have no macroscopic magnetic stray field. This
stray field might affect the magnetic structure of the sample under study. It might
also act on the spin magnetic moment of the tunneling electron. These magnetic film
tips can be used for several days in UHV before the tip’s spin polarization and, thus,
its spin sensitivity is lost slowly by adsorbates [XV.6].

As an example for the application of SP-STM Fig. XV.3 presents results of mea-
surements on a stepped, UHV prepared clean Cr(001) surface [XV.4]. The topo-
graphic image (Fig. XV.3a) was recorded with a standard W tip in the constant
current mode (Panel VI), while the spin-resolved image (Fig. XV.3b) was obtained
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zation of the whole tip but rather by that of the outermost atom of the tip. An antiferromagnetic
tip (a) has the advantage over a ferromagnetic tip (b) that macroscopic magnetic stray fields are
avoided

Fig. XV.3 Topography (a) and spin-resolved map of the derivative d I/dU of the tunnel current
(b) of a stepped, UHV-prepared clean Cr(001) surface [XV.4]. (a) Topography recorded by a
standard W tip. The bar in the image denotes the direction along which the corrugation versus
lateral displacement (lower part) was recorded. The different magnetization directions (white and
black arrows) are derived from (b). (b) Spin-resolved image recorded by an Fe-coated W tip. The
bar denotes the direction of the d I/dU plot (below), which demonstrates opposite magnetization
direction on subsequent steps

in the differential conductivity mode with an Fe-coated W tip. From this SP-STM
image we conclude that the different surface layers forming the step structure exhibit
opposite magnetization direction. The d I/dU plot along the indicated line in the
magnetic image shows alternating lower and higher differential conductivity. The
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corresponding line scan in the topographic image (left) clearly reveals the step struc-
ture. Opposite magnetization directions are qualitatively indicated.

The example in Fig. XV.4 shows differential conductivity (dIT/dV ) images mea-
sured with an Fe tip (Fe-coated W tip) on thin Gd(0001) films deposited on a W(110)
surface [XV.7]. The Gd(0001) surface is known to possess a surface state band,
which is exchange split. It has a filled majority and an empty minority spin contri-
bution due to the internal average magnetic field (Fig. 9.23) [XV.8]. Spin-resolved
images of the Gd surface were taken at the tunnel voltages U = −0.2 V (Fig. XV.4a)
and U = +0.45 V (Fig. XV.4b), i.e., sample biases which correspond to filled and
empty parts of the surface state, respectively. Since the surface state does not exist
on the heavily strained first monolayer of Gd/W(110) its differential conductivity
is much lower than above the fully relaxed higher lying areas. Consequently the
first monolayer of Gd appears black. The contrast in both images originates from
differences in the dIT/dV signal, i.e., from variations of the magnetization direc-
tion. Intermediate contrast variations are due to magnetic domains with magneti-
zation which is not in line with the Fe spins of the tip. In any case SP-STM can
resolve magnetic domains, in this particular case, down to lateral dimensions around
20 nm.

Meanwhile even atomic resolution is achieved in SP-STM, as is demonstrated
on Mn monolayers deposited on W(110) surfaces in UHV [XV.9]. The monolay-
ers exhibit an antiferromagnetic order on the atomic scale. The Mn atoms have
a spin-up and spin-down polarization alternatingly, such that on a large scale the
magnetic moment is cancelled out. In Fig. XV.5a the topographic image of the Mn
monolayer is obtained with atomic resolution by means of a non-magnetic W tip.
The diamond-shaped unit cell of the (1× 1) grown Mn monolayer is clearly visible

Fig. XV.4 Spin-resolved STM images of a thin film Gd(0001) surface deposited on a W(110)
substrate in UHV. The experiments were performed with an Fe-coated W tip. The contrast is due
to the domain structure of an exchange-split surface state. (a) At a tunneling voltage U = −0.2 V
the filled part of the surface state band is imaged. (b) At a tunneling voltage U = +0.45 V the
empty surface states appear. The black areas between the domains arise from strongly strained Gd
monolayer coverages where the surface state does not exist [XV.7]
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together with a theoretically simulated STM image (inset). The same Mn monolayer
scanned with a ferromagnetic Fe tip (Fig. XV.5b) exhibits a different periodicity.
Only every second Mn atom is visible and the lattice constant along the [112]
direction (line direction) is doubled. This doubling implies that now every second
Mn atom along [112] has the same spin polarization while atoms in between have
antiparallel spin orientation. The experimental result is confirmed by a thorough
theoretical calculation of the spin-resolved STM image as is seen from the inset in
Fig. XV.5b.

Fig. XV.5 STM images of a monolayer Mn film deposited on a W(110) surface in UHV [XV.9].
(a) Topographic image recorded with a standard W tip; image size 200×200 nm2. The line denotes
the dense-packed [11̄1] direction. The theoretically simulated image is shown as inset as well as
the diamond-shaped (1 × 1) surface unit cell. (b) Spin-resolved image recorded with a magnetic
Fe-covered tip; image size 2.7×2.2 nm2. The double periodicity distance of the magnetic c (2×2)
unit cell, both in experiment and in theory (inset), shows an antiferromagnetic spin ordering in the
Mn monolayer. The corresponding unit cell is also plotted schematically

This example demonstrates that SP-STM can be used to probe spin polarization
of individual surface atoms. This technique, thus, opens the door to the investigation
of atomic scale magnetism with complex magnetic structures.
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Problems

Problem 9.1

(a) Determine, for a superconductor, the propagation direction of quasi-electrons
and quasi-holes with wave vectors close to the Fermi wave vectors +kF and
−kF.

(b) A BCS superconductor has a gap energy � of 4 meV. Electrons are injected
through a tunnel contact with a kinetic energy of 6 meV above the Fermi level
EF. Calculate the charge that the quasiparticles carry in the superconductor after
having crossed the interface.

Problem 9.2 An electron crosses a normal (N) metal–superconductor interface from
the N side with an energy Ek smaller than the superconducting gap energy�. Show
that for this situation the probability amplitude uk for the occupation of the corre-
sponding quasi-electron state in the superconductor has a complex value.

Problem 9.3 Suppose the equilibrium of a normal (N) conductor–superconductor
interface is disturbed by flow of electrons with energies Ek > � from the N side
into the superconductor. This causes a population imbalance on the two quasiparticle
branches in the superconductor. Since the local net charge of all electrons in the
superconductor must be identical and equal to the local charge on the ions of the
crystal lattice (charge neutrality), the local increase in quasiparticle charge must be
compensated by an equal decrease of charge in the Cooper pair condensate. Plot
qualitatively the quasi-particle spectrum Ek together with the distribution function
of superconducting electrons v2

k in equilibrium and for the disturbed case.

Problem 9.4 Explain in terms of Andreev level filling (Fig. 9.11) why a temperature
increase at T � Tc decreases the Josephson current in a Nb/2DEG/Nb weak-link
junction.

Problem 9.5 In crystalline ferromagnets the magnetization is preferentially oriented
along a special crystallographic axis (easy direction). It costs energy, the so-called
anisotropy energy, to turn the magnetization direction away from this axis. Cobalt
crystallizes in a hexagonal lattice with the c-axis as the easy direction. Derive an
expression for the anisotropy energy as a function of θ , the angle between the c-axis
and the direction of the magnetization. Neglect terms of higher than quadratic order
in θ .

Problem 9.6 Consider a layer sandwich consisting of two ferromagnetic metal lay-
ers (1) and (2) and a thin electrically insulating layer in between. The probability of
electrons tunneling through this insulating barrier is assumed to be independent of
their spin orientation. The tunneling current under a small bias between the ferro-
magnetic layers (1) and (2) is proportional to the density of occupied states near
the Fermi level EF in the source ferromagnet and to the density of unoccupied
states near EF in the drain ferromagnet, into which the current flows. In analogy
to the GMR effect (Sect. 9.7), derive an expression for the tunnel magnetoresistance
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normal to the layer sequence for parallel (F) and antiparallel (AF) magnetization in
the ferromagnetic layers (1) and (2).

Problem 9.7 Discuss the effect of the spin-transfer torque mechanism on a domain
wall which separates two magnetic domains of opposite magnetization direction.
For this purpose consider a ferromagnetic pillar, which consists of two domains
in the upper and lower part separated by a magnetic domain wall. Use Fig. 9.48
(Sect. 9.7.3) to discuss qualitatively the effect of current flow through the pillar on
the domain wall. What is the effect of inversion of the current direction? Plot figures!

Hint: Identify in rough approximation the domain wall with the non-magnetic
spacer layer in Fig. 9.48. What happens to the spins in the domain wall in a more
detailed atomistic description?



Chapter 10
Adsorption on Solid Surfaces

In previous chapters we have considered two types of interfaces, the solid–vacuum
and the solid–solid interfaces. This last chapter is devoted to problems of the
solid–gas interface. Some of the questions related to this interface have already
been touched on in connection with film growth and the deposition of atoms and
molecules to yield a second solid phase and thus a new solid–solid interface. In
the present chapter we consider the interaction between a solid surface and foreign
atoms in a more fundamental way.

At this point one might ask why the solid–liquid interface is not treated within
the framework of the present book. The main reason is a methodological one: Most
of the extremely powerful experimental techniques used to study solid–vacuum and
solid–solid interfaces in UHV cannot be applied to solid–liquid interfaces, except
in extreme cases of monolayer coverage. These, however, are identical with the
“adsorption” systems treated in this chapter. Nevertheless great progress has been
made recently also in the understanding of solid–liquid interfaces due to the appli-
cation of optical methods and the powerful scanning tunneling microscopy (STM)
techniques described in Panel VI: (Chap. 3).

From a purely theoretical point of view, many features of the solid–liquid inter-
face resemble those of the solid–gas interface. But the plaucity of experimental
methods means that our understanding of the solid–liquid interface is less well
developed. We thus concentrate here on adsorption processes, i.e. the interaction
between a solid surface and atoms or molecules in the gas phase.

10.1 Physisorption

The adsorption of an atom or molecule on a solid surface involves the same basic
forces that are known form the quantum-mechanical theory of chemical bonding.
Now, however, one of the partners is a macroscopic medium with an “infinite”
number of electrons, whose 2D surface is exposed to the other microscopic bond-
ing partner, the atom or molecule. It turns out that many of the concepts of the
theory of chemical bonding can be directly transferred to adsorption theory. In
particular, there is a clear distinction between physisorption and chemisorption in
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the theory of adsorption. Generally speaking, physisorption is a process in which
the electronic structure of the molecule or atom is hardly perturbed upon adsorption.
The corresponding mechanism in molecular physics is van der Waals bonding. The
attractive force is due to correlated charge fluctuations in the two bonding partners,
i.e. between mutually induced dipole moments. In molecular physics, where these
dipoles can be considered as “point” dipoles, the attractive potential is that between
attracting dipoles.

In contrast, chemisorption is an adsorption process that resembles the formation
of covalent or ionic bonds in molecular physics; the electronic structure of the bond-
ing partners is strongly perturbed, new hybrid orbitals are formed and, as in the case
of ionic bonding, there may be charge transfer from one partner to the other. In
dissociative chemisorption one may even observe the formation of new molecules.

In spite of the similarity between adsorption and molecular bonding, certain fea-
tures, such as the variation of forces with distance, might be different due to the
different dimensionality of the two problems. Correspondingly one requires dif-
ferent models to describe bonding in molecular physics and in adsorption. This
becomes quite clear when one considers a simple model of physisorption. In
molecular physics the attractive potential of the van der Waals interaction between
neutral molecules can be described by the interaction between mutually induced
“point” dipoles. One dipole p1 formed by momentarily occurring charge fluctua-
tions induces an electric field E ∝ p1/r3 at the site of the other molecule at distance
r . The induced dipole moment there is p2 ∝ αp1/r3, where α is the polarizability
of the molecule. The potential of this dipole p2 in the field of the first dipole is
proportional to E and to p2; the attractive part of the van der Waals potential thus
has an r−6 dependence.

In contrast, the physisorption of a non-reactive atom or molecule (e.g., He, Ne,
CH4) on a solid surface requires a different description [10.1, 10.2]. In Fig. 10.1
the physisorbed atom is modelled by an oscillator in which an electron executes
simple harmonic motion (coordinate u) in one dimension. The atom is located
outside the surface, which lies at a distance z from the positive nucleus. The van
der Waals attraction between the solid and the atom arises from the time-dependent,
non-retarded interaction of the valence electron and the nucleus (or core) with their

Fig. 10.1 Simple model of a
physisorbed atom consisting
of a positive ion and a valence
electron e−. The dynamics of
the electron is described by a
classical oscillation along a
coordinate u normal to the
solid surface. The attractive
interaction with the solid is
due to screening, i.e., it arises
on forming image charges
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images. The van der Waals interaction thus reduces to an image-charge attraction,
describable in terms of the screening effects of the solid substrate. A point charge
+e outside the surface of a semi-infinite medium with dielectric constant ε induces
an image point charge.

q = 1− ε
1+ ε e, (10.1)

positioned within the medium at the same distance from the surface. For a metal sur-
face (ε →∞, q = −e), the resulting potential energy between the real charge (dis-
tance z from surface) and its image is thus V = −e2/4πε02z. Setting q̃ = e2/4πε0,
the interaction energy between nucleus (core), electron and their images is thus
obtained as

V (z) = − q̃2

2z
− q̃2

2(z − u)
+ q̃2

(2z − u)
+ q̃2

(2z − u)
. (10.2)

The first term is the interaction of the nucleus (core) with its image, the second arises
from the interaction of the electron with its image and the two repulsive terms are
the interactions between the nucleus (core) and the electron image and vice versa.
Expanding (10.2) in powers of u/z, one finds that terms with z−1 and z−2 cancel,
and that the lowest order, non-vanishing term is

V (z) � − q̃2u2

4z3
. (10.3)

The physisorption potential thus depends on the distance z between atom and sur-
face as z−3, in contrast to the r−6 dependence of molecular van der Waals bonding.
Since the electron wave functions “leak out” of the surface of a metal (or solid in
general), the image plane that serves as the reference for the z-coordinate in (10.3)
is not identical with the surface itself, i.e. the plane defined by the coordinates of the
nuclei of surface atoms. One therefore has to express the lowest-order physisorption
potential as

V (z) ∝ −(z − z0)
−3, (10.4)

with z0 values on the order of half a lattice constant.
Calculations of more accurate physisorption potentials are possible using mod-

ern surface band structure and charge-density calculations. But they are tedious
and require big computers. Some examples of calculated potential curves V (z) are
given in Fig. 10.2 for inert He atoms on Ag, Cu and Au surfaces. The repulsive
part, not included in (10.1–10.3) is due to the repulsion of overlapping electron
shells, an effect that is included in the realistic calculations. The metal substrates
in Fig. 10.2 are described in terms of a jellium model with different mean densi-
ties of the smeared-out positive charge. An experimental method for investigating
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Fig. 10.2 Calculated
physisorption potentials φ(z)
for He atoms outside Ag, Cu
and Au surfaces. Each metal
is described by a jellium
model (homogeneously
smeared-out charge), in
which the properties of the
particular metal are
accounted for by different
mean densities of positive
background charge [10.3]

physisorption potentials is based on the analysis of scattering experiments (e.g., He
atoms scattered from metal surfaces). The theoretical description of the experimen-
tally determined scattering cross sections and angular distributions allows one to
deduce certain features of the interaction potential between surface and scattered
particle. Trial and error fits between the measured data and the curves calculated on
the basis of assumed potentials yield a best-fit potential.

Physisorption potentials of the type shown in Fig. 10.2 are characterized, in
general, by a low binding energy (depth of the potential well) on the order of 10
to 100 meV, and by a relatively large equilibrium separation of 3–10 Å (distance
between the potential minimum and the surface z = 0).

Physisorbed particles are therefore located at relatively large distances from the
surface and are usually highly mobile in the plane parallel to the surface. As with the
van der Waals interaction, the binding energy is quite low. Physisorption can only be
observed when stronger chemisorption interactions are not present. In general, low
temperatures are necessary to study physisorbed species, since at room temperature
(kT ≈ 25 meV) binding in a potential of the type shown in Fig. 10.2 is not possible.

10.2 Chemisorption

Strong adsorbate bonding to a solid substrate must be understood in terms of a
chemical reaction, similar to the case of molecular bonding. Covalent adsorption
bonds obey essentially the same rules as do covalent bonds between atoms and
molecules. The concept of orbital overlap is similarly important, and, for a qualita-
tive approach at least, the same theoretical methods can be used as in the theory of
chemical bonding.

In order to demonstrate the general principles underlying chemisorption bonding,
let us consider a fairly simple adsorption system (Fig. 10.3), namely a transition
metal with an energetically sharp, partially-filled d-band, and a molecule with a
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Fig. 10.3 Simple model of covalent chemisorption bonding between a molecule (partially filled
molecule orbital M) and a transition metal with partially filled d bands. Bonding with s and p
metal states is neglected. In the adsorbate system, bonding (Md) and antibonding (Md)∗ states
are formed

partially-filled molecular orbital M . When the molecule approaches the metal sur-
face, one expects covalent bonding between the partially filled orbitals of the two
partners, i.e., the orbital overlap between M and d should lead to chemisorption
with rehybridisation and the formation of new Md orbitals. In a simplified model
description we represent the metal d-band by a single energy level (partially filled)
and neglect interactions with the s- and p-states of the metal and with molecular
orbitals other than M . An approximate wavefunction for the adsorbate-metal system
may then be formulated as

ψ = aψ1(M
−, d+)+ bψ2(M

+, d−), (10.5)

where ψ1(M−, d+) and ψ2(M+, d−) represent so-called charge-transfer states.
ψ1(M−, d+) describes a state in which an electron is transferred from the metal
states into the molecular orbital M , whereas ψ2(M+, d−) refers to the reverse sit-
uation in which the molecule has donated an electron from its orbital M into the
empty part of the metal d-band. The calculation of the new chemisorption energy
levels is performed by minimizing the energy functional

Ẽ = 〈ψ |H|ψ〉〈ψ |ψ〉 . (10.6a)

where H is the total Hamiltonian (molecule plus metal substrate) and ψ as the trial
charge-transfer wavefunction (10.5). We define S = 〈ψ1|ψ2〉 as the overlap integral
between the two “ionic” charge-transfer states and H1 = 〈ψ1|H|ψ1〉 and H2 =
〈ψ2|H|ψ2〉 as the total energies of the states in which an electron is transferred from
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the metal to the molecule and vice versa. With H12 = H21 = 〈ψ2|H|ψ1〉 as the
interaction energy between the two “ionic” charge-transfer states (10.6a) becomes

Ẽ(a2 + b2 + 2abS) = (a2 H1 + b2 H1 + 2abH12). (10.6b)

The wave functions ψ1 and ψ2 are assumed to be normalized. Minimization of Ẽ
requires

∂ Ẽ

∂a
= 0 and

∂ Ẽ

∂b
= 0. (10.7)

This yields the secular equations

a(Ẽ − H1)+ b(SẼ − H12) = 0, (10.8a)

a(SẼ − H12)+ b(Ẽ − H2) = 0, (10.8b)

whose solutions are given by the vanishing of the determinant∣∣∣∣ Ẽ − H1 SẼ − H12

SẼ − H12 Ẽ − H2

∣∣∣∣ = 0. (10.9)

Two energy eigenvalues are obtained from (10.9):

Ẽ± = 1

2

H1 + H2 − 2SH12

1− S2

±
√

H12 − H1 H2

1− S2
+ 1

4

(
H1 + H2 − 2SH12

1− S2

)2

. (10.10)

To demonstrate the qualitative behavior, we assume weak overlap between ψ1 and
ψ2 and neglect second order terms in S and H12 (S2, H2

12, SH12). In this linear
approximation (10.10) yields

Ẽ± = H1 + H2

2
±
√

H2
1 + H2

2

2
+ H12. (10.11)

Compared to the average ionic energy (H1 + H2)/2, (10.11) yields two values Ẽ+
and Ẽ−, which, for positive H12, are respectively higher and lower in energy. They
belong to the (Md) chemical bond (Fig. 10.3) and the corresponding antibond-
ing orbital (Md)∗. The decrease of the total energy (10.10, 10.11) in Ẽ− favors
a chemisorption bond in which electrons are transferred back and forth between
adsorbate and substrate. For a more accurate description of the chemisorption bond
the ansatz (10.5) for the total wave function is too simple. Better approximations
take into account the wave function ψ0 (M, met) of the no-bond state [separated
substrate (met) and molecule (M), no charge transfer] and charge transfer to all
unoccupied metal Bloch states (k > kF, kF: Fermi wave vector) and from all filled
metal states (k < kF) into the molecular orbital M ; i.e., instead of (10.5) one uses a
trial wave function [10.4]
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ψ = Nψ0(M,met)+
∑
k<kF

akψk(M
−,met+)

+
∑
k>kF

bkψk(M
+,met−) (10.12)

to minimize the energy functional (10.6a).
As in the orbital theory of molecular bonding, the concept of frontier orbitals is

also useful in a description of chemisorption bonds. The strongest interaction with
the adsorbing molecule occurs for an overlap between occupied and unoccupied
orbitals, i.e. by electron transfer into the Lowest Unoccupied Molecular Orbital
(LUMO) and by electron donation from the Highest Occupied Molecular Orbital
(HOMO) into an empty substrate state. In the simplified picture of Fig. 10.3 LUMO
and HOMO are identical, since the highest energy molecular state M carrying a
valence electron is assumed to be partially occupied. Carrying out the minimization
procedure of (10.6a) by means of (10.12) leads to the equation [10.4]

Ẽ − E0 =
∑
k<kF

|ULk |2
Ek − ELUMO

+
∑
k>kF

|UHk |2
EHOMO − Ek

(10.13)

for the total energy difference between the bonding situation (Ẽ) and the non-
bonding state (E0), where the molecule and the substrate are not in contact. Ek

are the energies of the unperturbed metal Bloch states (or possibly surface states
involved in the bonding); ELUMO and EHOMO are the unperturbed molecular orbital
energies, whilst ULk and UHk are interaction matrix elements between the metal
orbital k and the LUMO (k < kF) and the HOMO (k > kF), respectively.

More sophisticated theoretical approaches to chemical bonding on solid surfaces
also exist, but these are far beyond the scope of this book. Particular emphasis to the
local nature of a chemisorption bond is provided by cluster models, which are very
useful in applying the methods of quantum chemistry to chemisorption bonding.
In these calculations the solid surface is modelled by a finite number of substrate
atoms (3–20) and the chemisorption bond is described as a chemical bond between
this cluster of substrate atoms and the particular chemisorbed atom or molecule.
Since the cluster is bonded back to the whole (semi-infinite) solid substrate, it is
inert to “backward adsorption”. This property is sometimes taken into account by
saturating all dangling bonds (apart from the chemisorption bond) with hydrogen
atoms.

Chemisorption potentials φ(z) as a function of the distance z between adsorbate
atoms or molecules and the surface are generally characterized by a short equilib-
rium separation z0 of 1–3 Å (Fig. 10.4a) and a relatively high binding energy EB on
the order of a couple of eV. Chemisorption is accompanied by a rearrangement of
the electronic orbitals, i.e. of the electronic shell of the adsorbate atom or molecule;
the shape of the adsorbate is thus changed due to its new chemical bonds to the
substrate.

In the case of chemisorption of molecules, this rearrangement of the electronic
shell can lead to dissociation and formation of new adsorbate species (Fig. 10.4b).
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Fig. 10.4 (a) Qualitative shape of a chemisorption potential φ as a function of the distance z
of the adsorbed atom or molecule from the solid surface. The equilibrium distance z0 is on the
order of 1–3 Å and the binding energy EB on the order of an electron volt. (b) Combination of
a chemisorption and a physisorption potential shown qualitatively for the example of dissociative
hydrogen (H2) bonding on a metal (M) surface; QDiss is the dissociation energy of H2 in the gas
phase, EB is the binding energy in the chemisorption state 2M-H, Eact the activation energy for
adsorption of H2, Edes the activation energy for desorption of 2H

This so-called dissociative adsorption occurs, for instance, for hydrogen molecules
on many transition metal surfaces at room temperature. When the clean metal sur-
face is exposed to molecular hydrogen, H2, rapid adsorption occurs, accompanied
by dissociation of the molecules into the atomic species H, which is bonded to the
surface. The potential diagram for a hydrogen molecule approaching the surface
along a coordinate z (normal to surface) can be described qualitatively as a com-
bination of the potential for physisorption of molecular H2 and chemisorption of
atomic H (Fig. 10.4b). A hydrogen molecule approaching the surface from a large
distance z “sees” a potential, which leads into a physisorption state with equilibrium
distance zp (potential minimum). Closer approach to the surface would cause a rapid
increase of potential energy due to overlap between the molecule’s electronic shell
and the metal states. Hydrogen atoms, however, can be bonded on the surface in a
chemisorption state with much higher binding energy EB and a smaller equilibrium
distance. The corresponding potential curve for two H atoms differs from that of
molecular H2 at large distances z by exactly the dissociation energy Qdis. This is
the energy that must be supplied to dissociation H2 into 2H in the gas phase.

According to Fig. 10.4b the two potential curves for H2 and 2H (each time
referred to a complete system: two metal atoms (2M) plus hydrogen) intersect at a
distance z′. A hydrogen molecule with enough kinetic energy to overcome the acti-
vation barrier Eact thus prefers to follow the chemisorption potential curve: near z′ it
is dissociated into two H atoms, which chemisorb on the surface forming two M–H
bonds with an adsorption energy EB. Near z′ the electronic structure of the adsorb-
ing particle is completely changed. The molecular orbitals of H2 transform into
atomic orbitals of H. From Fig. 10.4 it is evident that chemisorption of molecular
hydrogen into its atomic adsorption state requires a minimum kinetic energy of Eact,
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Table 10.1 Metal ion-binding energies [eV] on different single crystal tungsten surfaces, as
determined from experiment [10.5, 10.6]

Adsorbate

Substrate Na K Pt Re

W{100} 2.28 5.0 9.3
W{100} 2.46 2.05 5.5 10.15
W{100} 2.45 2.02

the activation energy for chemisorption. Since this activation barrier is lower than
the dissociation energy QDiss in the gas phase, dissociation is favored by adsorption
on the metal. The decrease of the activation barrier by the presence of a solid surface
for dissociation is a feature of catalytic decomposition. From Fig. 10.4 one can also
deduce that desorption of chemisorbed atomic H from the metal surface requires a
minimum energy Edes, the desorption energy. The desorbing H atoms recombine
near z′ to form molecular H2, which is detected in the gas phase. For this process
of activated adsorption the characteristic energies, EB (chemisorption energy), Edes
(desorption energy) and Eact (activation energy for chemisorption) are related to one
another by

Edes = EB + Eact. (10.14)

Since particles adsorbed in the chemisorption potential minimum always have a
certain finite energy, even at zero temperature, EB, as shown in Fig. 10.4b, must be
corrected for this small zero-point energy. Some experimental values of chemisorp-
tion binding energies are given in Table 10.1 for metal atoms adsorbed on single
crystal surfaces of tungsten. The effect of the d-electrons on the bonding strength
for Pt and Re is particularly evident.

10.3 Work-Function Changes Induced by Adsorbates

Adsorbed atoms and molecules generally have a significant influence on the elec-
tronic structure of a surface: They rearrange the electronic charge within the chemi-
cal bond and may also add elementary dipoles if the adsorbed molecule has its own
static dipole moment. It is thus necessary to consider the work function of a solid
surface in more detail, in particular in the presence of an adsorbed species.

In previous chapters (Chaps. 6 and 8) the work function eφ was introduced in
an intuitive way as the energy difference between Fermi level EF and the vacuum
energy Evac. The precise definition of eφ is based on a gedanken experiment in
which an electron is removed from inside the bulk crystal and transferred through
the surface to a region outside, but not too far away from the surface. The distance
of the electron from the crystal face should be so large that the image force can be
neglected (typically 10−4 cm = 104 Å), but it should be small compared with the
distance from any other face of the crystal with a different work function. Otherwise
it is not possible to discriminate between work functions of different crystal faces.
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In this definition the work function is the energy difference between two states of the
whole crystal. As in a photoemission experiment (Sect. 6.3), the initial state is the
ground state of a neutral crystal containing N electrons with energy EN . In the final
state one electron is removed to the outside, where it has only electrostatic energy
described by the vacuum level Evac. The crystal with the remaining N − 1 electrons
is assumed to be in its new ground state with energy EN−1. We thus obtain for the
work function at zero temperature

eφ = EN−1 + Evac − EN . (10.15)

For finite temperatures this process is described as a thermodynamic change of
state. The difference EN − EN−1 has to be replaced by the derivative of the free
energy F with respect to the electron number (T = const, V = const). This
derivative (∂F/∂N )T,V is the electrochemical potential of the electrons (or the
Fermi energy EF at finite temperature). A rigorous expression for the work function
is thus

eφ = Evac − μ = Evac − EF. (10.16)

Even on a clean, well-defined surface in UHV, the microscopic interpretation of eφ
might contain several contributions. On a metal surface a major contribution is due
to the fact that the electron density “leaks out” from the relatively rigid framework of
positive ion cores (Fig. 3.7a). This gives rise to a dipole layer at the surface which
the emitted electron must pass through. Similar effects occur at steps, which thus
also modify the work function of a clean surface (Fig. 3.7b).

In the case of strong chemisorption, charge is shifted from the substrate to the
adsorbed atom or molecule, or vice versa, thus giving rise to additional dipoles
whose field acts on emitted electrons. This effect is described by a change of the
work function e�φ due to adsorption. Even in the case of physisorption, image
charges just below the surface are created (Fig. 10.1) by screening. The resulting
dipole moments give rise to work function changes. For semiconductors, one has
the additional effect of band bending (Chap. 7), which also contributes to the total
work function change (Fig. 10.5). For a semiconductor it is convenient to describe
the total work function by means of three terms:

eφ = χ + eVs + (EC − EF)bulk, (10.17a)

where χ is the electron affinity. The effect of dipoles (due to the adsorbed atoms or
molecules) e�φDip is assumed to change the electron affinity from χ to χ ′, and there
is an additional band bending change�Vs. Thus the total work function change e�φ
of a semiconductor due to adsorption is obtained as

e�φ = �χ + e�Vs = e�φDip + e�Vs. (10.17b)

The two contributions can be determined separately in a photoemission experiment
(Panel XVII: Chap. 10).
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Fig. 10.5 Qualitative electronic-band diagrams of clean and adsorbate-covered semiconductor sur-
faces; (a) clean surface with work function eφ, electron affinity χ , band bending at the surface
eVs, conduction band and valence band edges EC and EV; (b) chemisorption bonding of an adsor-
bate generally changes the band bending into eVs′ ; charge transfer within the chemisorption bond
induces dipoles within the surface and thus changes the work function and the electron affinity into
eφ′ and χ ′, respectively (dipole contribution �φDip)

Fig. 10.6 Schematic
representation of a
well-ordered monolayer of
highly-polar molecules with
molecular dipole moment qd

The dipole contribution e�φDip of a monolayer of adsorbate is often calculated
on the basis of simplifying assumptions about the nature and magnitude of the
dipoles. In a simple model (Fig. 10.6) one can describe the dipole-induced work
function change in terms of emitted electrons crossing a parallel plate capacitor
(plate separation d), which carries a total charge density nDipq, nDip being the sur-
face density of adsorbed dipoles. The corresponding work function change is

e�φ = −qEd, (10.18)

where

E = nDipq

ε0
(10.19)

is the electric field within the dipole layer (between the capacitor plates). With p =
qd as the dipole moment of the adsorbed particle, one has the simple relation

e�φ = −e

ε0
nDip p. (10.20)

In a more rigorous treatment one has to take into account that the electric field at
the site of a particular dipole is modified by all the surrounding dipoles [10.7]. A
depolarization effect occurs such that in (10.18) an effective field Eeff has to be used

Eeff = E − fdepEeff, (10.21)
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where fdep, a so-called depolarization factor, takes into account the field due to
dipoles in the vicinity. According to Topping [10.8], for a square array of uniformly
arranged dipoles, this depolarization factor is obtained as

fdep �
9αn3/2

Dip

4πε0
, (10.22)

where α is the polarizibility of the adsorbed particles (or adsorbate–substrate com-
plexes). From (10.18–10.22) one thus obtains the dipole-induced work function
change as

e�φ = − e

ε0
pnDip

⎛
⎝1+ 9αn3/2

Dip

4πε0

⎞
⎠
−1

. (10.23)

Apart from simple cases such as strong ionic chemisorption, it is difficult to apply
(10.23) to real experiments, since neither the dipole moment p nor the polarizability
α of the adsorbed particle is well known.

On the other hand, the measurement of work-function changes upon adsorption
often yields interesting information about different adsorbed species. Figure 10.7
shows as an example work-function changes e�φ measured by UPS for a Cu(110)
surface which was exposed to H2O at about 90 K [10.9]. After an initial decrease
by about 0.9 eV the work function increases in several steps with increasing tem-
perature. Each step indicates a new adsorbed species which also gives rise to differ-
ent LEED patterns. The identification of the different species as physisorbed H2O,
strongly chemisorbed “H2O”, OH and atomic oxygen (O) was made on the basis of
the observed photoemission spectra.

Fig. 10.7 Work-function
change e�φ of a
water-covered Cu(110)
surface as a function of
annealing temperature; the
surface was initially exposed
to 1 L = 10−6 Torr · s of
water (c); (a) adsorbed
species as identified by UPS
measurement (b)
corresponding
superstructures as observed
by LEED [10.9]
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In Fig. 10.8 work-function changes measured by UPS on cleaved GaAs (110) are
shown as a function of Sb coverage [10.10]. For p- and n-type GaAs completely
different curves are obtained, since the band bending contributions e�Vs (10.17)
are different. On n-type material the bands are bent upwards due to Sb deposition
whereas on p-type material downwards band bending changes are induced. Since
the dipole contribution to the work function is related to the microscopic properties
of the chemisorption bond, it is assumed to be equal for both dopings. From a more
detailed analysis of the data it is found to decrease monotonically up to a cover-
age of about one monolayer of Sb (Fig. 10.9). This dipole contribution e�φDip is
responsible for the step-like behavior of the total work-function change e�φ near
one monolayer coverage on n-type GaAs (Fig. 10.8a).

Fig. 10.8 a,b Work-function
changes for GaAs(110)
surfaces as a function of Sb
coverage. (a) for n-type
material with an electron
concentration
n � 4 · 1017 cm−3 with
nearly-flat bands prior to
deposition of Sb (b) for
p-type material with a hole
concentration
p � 4 · 017 cm−3 and an
initial band bending of
−0.3 eV before deposition
of Sb [10.10]

Fig. 10.9 Dipole (electron affinity) contribution e�φDip to the workfunction change for a
GaAs(110) surface due to adsorption of Sb. The data are obtained from UPS measurements on
p-doped GaAs surfaces, which exhibited a saturated initial band bending due to irradiation with
He II photons before deposition of Sb [10.10]
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A particularly interesting system with respect to changes in the work function is
the adsorption of cesium both on metal and semiconductor surfaces. Upon adsorp-
tion, Cs atoms donate an electron to the substrate and chemisorb as positive Cs+
with strong ionic chemisorption bonds. A dipole layer with negative charge in the
substrate and Cs+ on the surface is formed. An emitted electron is accelerated within
this dipole field on its way from the crystal into the vacuum. The work function is
thus considerably decreased by the adsorption of Cs. The effect is demonstrated in
Fig. 10.10 for Cs adsorption on different surfaces of W.

On GaAs surfaces the work function or, more specifically, the dipole contribu-
tion (i.e., the electron affinity), is reduced by Cs adsorption to such an extent that
the vacuum level resides below the conduction band minimum when the additional
downwards band bending on p-type material is taken into account (Fig. 10.11).
The effect is even more pronounced if oxygen is coadsorbed with the Cs atoms.
Therefore, any electron which is pumped into the conduction band spills out into
the vacuum without having to surmount any energy barrier. GaAs substrates covered
with Cs are thus used as high flux sources in electron photoemission. In addition,
relativistic effects (spin-orbit splitting) cause the electron states at the top of the
valence band to be of such a symmetry that excitation to the conduction band mini-
mum produces free electrons which are highly spin polarized. The additional effect
of Cs deposition then allows the fabrication of an effective source of spin polarized
electrons.

Fig. 10.10 Work function of
several tungsten surfaces as a
function of coverage with Cs
atoms [10.11]
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Fig. 10.11 a–c Qualitative
band diagram for Cs
adsorption on a p-type
GaAs surface; the dipole
contributions are shown
in terms of a changed electron
affinity. (a) clean GaAs
surface (b) after deposition
of Cs (c) after coadsorption
of Cs and oxygen [10.12]

10.4 Two-Dimensional Phase Transitions in Adsorbate Layers

Figure 10.12 shows the frequencies ω0‖ and ω0⊥ of oxygen atoms vibrating parallel
and normal to a Ni(100) surface. Atomic oxygen forms a chemisorbed overlayer on
Ni(100), which gives rise to a c(2 × 2) superstructure in LEED. The frequencies
ω0‖ and ω0⊥ have been measured by inelastic scattering of low energy electrons
(HREELS) under various scattering angles, i.e. with angular resolution [10.13].
Thus non-negligible wave vector transfer q‖ have been obtained and a strong dis-
persion at least of the ω0⊥ vibration is measured. This dispersion clearly shows – in
analogy to the 3D solid – that there is a strong mutual interaction between the atoms
forming the ordered 2D array or 2D lattice. Mutual interactions between adsorbed
molecules and atoms can also be deduced from the changes in vibration frequency
measured (from HREELS or IRS) as a function of coverage. For low coverages, far
below a monolayer, interactions within the layer itself cannot be significant. At high
coverage in the monolayer range these interactions are important and in analogy to
the 3D case one can consider the ordered array of oxygen atoms in Fig. 10.12 as a
2D crystal.

For coverages below a monolayer, two different situations can occur (Fig. 10.13).
Case (a), where the adsorbed atoms or molecules are adsorbed in a random and
dilute way, can be described in terms of a 2D lattice gas. In Fig. 10.13b the adsorbate
layer grows in islands which already possess the internal order of the completed
monolayer. This situation can be described as the growth of 2D crystallites. Adsor-
bate islands with dense packing but with no long-range internal order are described
as 2D liquid droplets. Variations of temperature can cause case (b) to change into
case (a). This is a 2D phase transition on the surface, in which a 2D crystal or liquid
“evaporates” to form a 2D gas.



532 10 Adsorption on Solid Surfaces

Fig. 10.12 Surface phonon
dispersion curves measured
on an oxygen covered
Ni(100) surface with c(2× 2)
LEED pattern. Full dark
circles describe surface
phonons of the clean Ni(100)
surface. ω0‖ and ω0⊥ are
vibrational modes of the
oxygen atoms with
displacements predominantly
parallel and normal to the
sample surface, respectively
[10.13]

Fig. 10.13 a,b Qualitative
representation of 2D
adsorbate phases; dots
represent adsorbed atoms or
molecules. (a) random, dilute
phase of a 2D gas (b)
adsorbate islands with 2D
internal order, i.e. 2D
crystallites

The picture of 2D phases (gas, liquid, solid) of adsorbates appears quite natural
where the vertical interaction between substrate and adsorbed atoms or molecules is
small compared with the “lateral” interaction within the adsorbed layer itself. This
case, however, is exceptional: Even for physisorbed layers of inert gas atoms, the
van der Waals forces to the substrate can be comparable in strength to those between
the adsorbate atoms. In situations of strong chemisorption, the substrate–adsorbate
interaction is often much stronger than the lateral interaction. Nevertheless, at ele-
vated temperature, the lateral mobility of the adsorbed species can be considerable
and, if the 2D phase is dense enough at higher coverages, the lateral forces cannot be
neglected. A description of strongly chemisorbed adsorbates in terms of 2D phase is
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also useful to describe lateral order changes, i.e., 2D phase transitions. The vertical
forces to the substrate, of course, influence the critical parameters (Tc etc.) of such
chemisorbed layers. But, in a phenomenological description, these vertical forces
are not considered explicitly; they are regarded merely as being responsible for
establishing the 2D system, i.e., they maintain the adsorbed atoms or molecules
in a single plane above the surface.

The relative strength of lateral and vertical interactions also determines whether
an ordered adsorbate overlayer (2D crystal) is in or out of registry with the substrate
surface periodicity. Strong vertical forces impose registry with the surface.

What is the physical nature of the lateral interaction between adsorbed atoms
or molecules? Several sources of such interactions might be considered. The most
readily identified are:

(i) The van der Waals attraction, which is due to correlated charge fluctuations
(Sect. 10.1) and is not characteristic for any particular adsorbed atom or
molecule. Van der Waals attraction is the only important force for physisorbed
inert gas atoms at low temperature. For most other systems, stronger interac-
tions are superimposed and these dominate the net interaction.

(ii) Dipole forces may be related to permanent dipole moments of adsorbed
molecules (e.g., H2O, NH3, etc.) or to the permanent dipoles formed by the
adsorption bond due to a charge transfer between substrate and adsorbed atom
or molecule. The interaction between parallel dipoles is, of course, repulsive.

(iii) Orbital overlap between neighboring atoms or molecules in a densely packed
adsorbate layer also leads to a repulsive interaction. The behavior of CO at
high coverages on transition metals is most probably dominated by this type of
interaction.

(iv) Substrate-mediated interactions can have two origins. A strongly chemisorbed
atom or molecule modifies the substrate electronic structure in its vicinity due
to the chemisorption bond. A depletion or accumulation of charge in the sub-
strate over distances of a few Ångstroms can increase or decrease the inter-
action strength with a second adsorbate particle and may therefore cause an
indirect interaction between the adsorbate atoms or molecules.

A similar interaction can be mediated through the elastic properties of the sub-
strate. A strongly chemisorbed atom might attract substrate atoms in its neigh-
borhood due to the strong charge rearrangement. There is thus a local contrac-
tion of the lattice which must be compensated by an expansion at more distant
points. Suppose a second adsorbate atom also attracts the substrate atoms. This
second adsorbate has to do more work in order to contract the lattice at adsorp-
tion sites with lattice expansion than at those that are already contracted. Thus,
depending on their separation, a repulsive or attractive interaction can arise
between the adsorbate atoms. The indirect substrate-mediated lateral interac-
tions are usually weaker than the direct dipole–dipole interactions.

As in the case of 3D solids, information about the interaction forces can be
deduced from a study of phase transitions and critical parameters such as critical
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temperature Tc, pressure pc, and density nc. Via the equation of state, these
parameters determine the conditions for phase transitions. A whole variety of equa-
tions of state are possible for a 2D system [10.14], but we restrict ourselves here to
the simplest type of equation, the van der Waals equation. For 3D systems this reads

(p + an2)(1− nb) = nkT. (10.24)

This is the simplest and most plausible semi-empirical formula for the description
of a non-ideal fluid in the liquid–vapor regime. n is the volume density of particles
(n = N/V ), and b is the volume of a particle, i.e. the volume which is excluded
for another particle. For interparticle potentials that are not of the hard-core type,
a is given approximately by 4πR3/3, where R is the separation at which strong
repulsion between particles becomes important. The constant b takes into account
the (two-body) interparticle potential φ(r) between two atoms or molecules at dis-
tance r . Within the approximations involved in deriving the van der Waals equation
[10.14], a is given in terms of the interparticle potential φ(r) by

a

V
= −N

2

∫ ∞
2R

φ(r)
N

V
4πr2dr, (10.25)

where N is the number of particles and V the corresponding volume. The parameter
a is essentially the total potential energy due to attractive interactions with other
particles in the neighborhood of the one considered.

The simplest equation of state that allows a rough description of the phase transi-
tion 2D gas � 2D liquid is obtained be rewriting (10.24, 10.25) in two dimensions.
The thickness of the quasi-2D system, i.e., of the adsorbed layer, is d(= 1–3 Å).
With θ as the area density of particles (number per cm2) one has

nd = θ; (10.26)

and with fp as the minimum area that has to be attribute to one particle, it follows
that

b = d fp. (10.27)

For the 2D problem one has to introduce a so-called splay pressure, π , which is
defined as the force acting on a line element, i.e., for the present system π is related
to the usual pressure p by

π = dp. (10.28)

Using (10.26–10.28) one obtains from (10.24) the van der Waals equation for a 2D
adsorption system: (

π + aθ2

d

)(
1

θ
− fp

)
= kT . (10.29)
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Instead of using the absolute area density θ one often refers to the relative coverage
θr which is related to the coverage θ0 of a completed monolayer by θr = θ/θ0.

The van der Waals isotherms π(θ, T = const.) describing a 2D liquid-gas system
(Fig. 10.14) are essentially identical to those of a normal 3D liquid-gas system. For
temperatures below a critical temperature Tc, there is a certain surface-density range
between A and B, where the liquid and the gaseous adsorption phases coexist on the
surface. For θ−1 above A only the less dense gaseous phase of the adsorbate is
present, whereas for θ−1 below B the adsorbate is in its more dense liquid phase.
For temperatures higher than the critical temperature there is no distinction between
the liquid and the gas phase. The thermal kinetic energy is so high that “condensa-
tion” cannot occur; the splay pressure π is correlated monotonically with the surface
density θ . This property of the gas-liquid system is also obvious from a temperature
versus density (or T versus θ−1) plot (Fig. 10.15). If one plots the densities θ (or
θ−1) at which the transitions gas-coexistence phase (point A in Fig. 10.14) and
coexistence phase-liquid (point B in Fig. 10.14) occur, as a function of temperature,
a phase diagram as shown in Fig. 10.15 is obtained. Below Tc liquid and gas phases
are separated by the coexistence regime. For temperatures higher than Tc the transi-
tion from gas to liquid is continuous and there is no real phase separation between
the two.

For the simple van der Waals equation of state (10.29), the critical parame-
ters, temperature Tc, density θc, and splay pressure πc are obtained by finding that

Fig. 10.14 Qualitative 2D
liquid-gas phase diagram
(isotherms) for an adsorbate
system forming dense
liquid-like and dilute gas-like
structures on the surface.
Above the critical
temperature Tc only the 2D
gas phase exists, below Tc
gaseous and liquid phases
coexist for reciprocal
densities θ−1 between
A and B
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Fig. 10.15 Qualitative 2D
phase diagram for an
adsorbate that exists both as a
2D liquid and as a 2D gas on
the surface. The coexistence
curve with enclosed
coexistence regime (shaded)
is plotted in the plane of
substrate temperature T
versus reciprocal area density
θ−1 of the adsorbed particles.
Tc is the critical temperature
above which a distinction
between liquid and gas is no
longer possible

solution of the cubic equation (10.29) for which all three roots θc coincide. For this
particular θc, (10.29) represented as

θ3 − 1

fp
θ2 +

(
πd

a
+ d

a fp
kT

)
θ − πd

a fp
= 0 (10.30)

must become

(θ − θc)
3 = θ3 − 3θcθ

2 + 3θ2
c θ − θ3

c = 0. (10.31)

By comparison of the θn coefficients one obtains

3θc = 1/ fp, (10.32)

3θ2
c =

(
πcd

a
+ d

a fp
kTc

)
(10.33)

θ3
c =

πcd

a fp
. (10.34)

This yields the following critical parameters

θc = 1

3 fp
, (10.35)

πc = a

27d f 2
p
, (10.36)
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Tc = 8

27

a

kdf p
. (10.37)

An experimental evaluation of the critical parameters, temperature Tc, splay pres-
sure πc, and critical density θc, thus gives direct insight into the interesting inter-
action parameters fp (minimum particle area) and the total interaction energy a
between one particle and its neighbors (10.25).

Simple 2D phase diagrams, as shown qualitatively in Fig. 10.15, are indeed
found for certain adsorption systems. Atomic hydrogen (H) on Ni(111) can form
an ordered, crystalline phase with a (2 × 2) superstructure seen in LEED [10.15].
But the occurrence of this structure is critically dependent on the coverage and the

Fig. 10.16 Experimental 2D
phase diagram for atomic
hydrogen adsorbed on
Ni(111). Depending on the
coverage θ and substrate
temperature T , one may
observe an ordered adsorbate
phase with (2× 2)
superstructure or a disordered
phase [10.15]

Fig. 10.17 Experimental
phase diagram (◦) and a
postulated phase diagram for
the oxygen on Ni(111)
system; continuous phase
boundaries are shown as solid
lines, first order phase
boundaries as dotted lines,
t.p. is the tricritical point
[10.16]
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substrate temperature. A phase diagram Tc(θ) can be determined experimentally by
LEED studies (Fig. 10.16), and this indeed shows the qualitative features of a simple
van der Waals phase diagram (Fig. 10.15).

For other systems, e.g. oxygen on Ni(111), more complex phase diagrams have
been observed experimentally (Fig. 10.17). In addition to the random gas and liq-
uid states, several 2D crystalline states exist. These exhibit various characteristic
superstructures, such as p(2× 2) or (

√
3×√3)R30◦.

10.5 Adsorption Kinetics

So far we have discussed the microscopic details of single adsorbed molecules or
atoms and the structure and properties of the adsorbed phase. In order to analyse
a real adsorption experiment, a more phenomenological framework is needed to
describe measured quantities such as adsorption rate and degree of coverage. So far
we have considered properties of the adsorption system in thermal equilibrium; in
contrast, the description of adsorption and desorption rates requires non-equilibrium
considerations related to adsorption kinetics. These quantities depend, of course, on
the details of the particular adsorption process, but their relationship to the micro-
scopic picture is often complex and not well understood. Nevertheless, the kinetic
description on a more phenomenological level can yield first important information,
which, in combination with more refined spectroscopic data, can lead to a deeper
understanding of adsorption interactions.

Adsorption kinetics is a thermodynamic approach describing the interplay
between the adsorbed species and the ambient gas phase; adsorption and desorption
are the two processes which determine the macroscopic coverage on a solid surface
exposed to a gas. The adsorption rate depends on the number of particles striking the
surface per second and on the so-called sticking coefficient, which is the probability
that an impinging particle actually sticks to the substrate. According to kinetic gas
theory (Sect. 2.1) the rate at which particles impinge on a surface (per unit area and
time) is given by

dN

dt
= p√

2πmkT
. (10.38)

The adsorption rate, i.e. the number of adsorbing particles per unit time and surface
area is then obtained as

u = S
dN

dt
= S

p√
2πmkT

, (10.39)

where m is the mass of the impinging particle.
Since the coverage θ (number of adsorbed particles per unit area) is given by

θ =
∫

udt =
∫

S
dN

dt
dt, (10.40)
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Fig. 10.18 (a) Qualitative dependence of coverage θ on exposure (b) corresponding dependence
of the sticking coefficient S on coverage θ

one can determine the sticking coefficient S from a measurement of the coverage θ
(e.g., by AES) as a function of dosage (Fig. 10.18).

According to (10.38, 10.40) one has

S = √2πmkT
u

p
= √2πmkT

1

p

dθ

dt
. (10.41)

Typical coverage versus dosage (pressure-time) dependences, as shown in
Fig. 10.18a, yield, after differentiation, a sticking coefficient S(θ) as in Fig. 10.18b.
The general shape of the S(θ) dependence is easy to understand on the basis that
the first chemisorbed molecules or atoms bond to “free” valence orbitals (dangling
bonds) of the surface and thus decrease its reactivity to further bonding as more
and more sites become occupied. The sticking coefficient S implicitly reflects the
details of the microscopic adsorption process. Several important factors affect the
quantity S:

(i) In many cases (e.g., see Fig. 10.4b) an activation barrier Eact has to be over-
come before chemisorption can occur. Only atoms or molecules whose impact
energy exceeds Eact can stick to the surface. In this case of activated adsorption
the sticking coefficient must contain a Boltzman term exp(−Eact/kT ).

(ii) In order for an impinging atom or molecule to be chemisorbed, its electronic
orbitals must have a particular orientation with respect to the dangling-bond
orbitals of the surface (steric factor). Besides the orientation of the molecules,
their mobility on the surface and the site of impact are also important. The
adsorption potential varies locally along the surface due to the atomic structure
of the substrate.

(iii) During adsorption, an incident atom or molecule must transfer at least part
of its remaining kinetic energy to the substrate, otherwise it will be desorbed
again after approximately one vibrational period. Excitations of the substrate,
such as surface phonons, and plasmons, are thus also involved in the adsorption
kinetics.
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(iv) Adsorption sites must of course be available to an impinging atom or molecule.
The more sites are occupied, the fewer particles can be adsorbed. For parti-
cles adsorbed in a precursor (intermediate) state, the diffusion path to a final
sticking site becomes longer; this enhances the probability of desorption and
decreases the sticking probability.

A convenient description of the sticking coefficient for activated adsorption, tak-
ing into account the above-described phenomena, is thus

S(θ) = σ f (θ) exp(−Eact/kT ), (10.42)

where σ , the so-called condensation coefficient contains the effects of molecular
orientation (steric factor), energy transfer to the surface, etc. f (θ) is the occu-
pation factor, which describes the probability of finding an adsorption site. For
non-dissociative adsorption (mobile or immobile adsorption) a site is occupied or
unoccupied and f (θ) is simply

f1(θ) = 1− θ, (10.43)

where θ is now the relative coverage, i.e., the ratio between occupied sites and the
maximum number of available sites in the first completed adsorbed layer. For disso-
ciative adsorption, where the impinging molecule dissociates into e.g. two adsorbed
radicals, the second radical must find an empty site directly neighboring the first rad-
ical, at least for an immobile adsorbate. With z as the maximum number of adjacent
sites for the second radical, the number of available sites is

f2(θ) = z

z − θ (1− θ). (10.44)

For adsorption of the whole molecule, i.e. two immobile radicals one obtains

f (θ) = f1(θ) f2(θ) = z

z − θ (1− θ)
2. (10.45)

For low coverages (θ � 1) one has

f (θ) � (1− θ)2. (10.46)

This expression is, of course, also valid for dissociative adsorption of mobile com-
plexes, since, for low enough coverage, sufficient sites are free that there is no real
restriction due to prior occupation of neighboring sites. The condensation coefficient
σ depends on the various states in which the adsorbed molecule, the free gas phase
molecule and the adsorbant surface can exist. A detailed statistical theory [10.17] for
the calculation of σ describes the adsorption process as a transition from the initial
state of the free surface plus free molecule (S + M) via an excited transition state
(SM)∗ into the final adsorption state (SM). In the transition state (SM)∗ the system
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is in a state of excitation, its total energy includes the activation energy which has
to be supplied before adsorption occurs. Adsorption may thus be considered as the
decay of the transition state into the adsorption state. Rate theory then yields the
result that σ is given essentially by the ratio

σ ∝ Z(SM)∗/ZM ZS, (10.47)

where Z are the partition functions of the excited transition complex (SM)∗, of the
free molecule (M) and the free surface (S).

These partition functions are sums over the various possible states, e.g. for a
molecule with energy eigenvalues εi (degree of degeneracy gi) one has

ZM =
∑

i

gi exp(−εi/kT ). (10.48)

The calculation of σ for a realistic system clearly requires a detailed knowledge
of the reaction path and of the quantum-mechanical properties of the various con-
stituents. Table 10.2 gives some characteristic values for simple diatomic gases in
both mobile and immobile adsorbate layers. σ is dependent mainly on the degree of
freedom of the adsorbed molecule.

Experimentally, one sometimes finds an exponential dependence of the sticking
coefficient S on the coverage θ :

S ∝ exp(−αθ/kT ) (10.49)

(Elovich equation). This dependence is easily understood according to (10.42), if
the activation energy Eact is assumed to depend on coverage as Eact = E0 + αθ .

The desorption process is described phenomenologically by a desorption rate v,
i.e. the number of desorbing particles per unit time and surface area. For desorption
to occur, an adsorbate particle must acquire enough energy to surmount the desorp-
tion barrier Edes = EB + Eact, which comprises the binding energy EB and the
activation energy for adsorption (Fig. 10.4b). The desorption rate v is thus propor-
tional to the exponential term exp(−Edes/kT ), but as for adsorption, the number
of adsorbed particles also enters via an occupation factor f (θ), as do the detailed
steric and mobility factors by means of a desorption coefficient σ(θ). The quantities
f (θ) and σ(θ) describe a process which is inverse to adsorption; accordingly they

Table 10.2 Some characteristic condensation coefficients σ for diatomic molecules adsorbed in
mobile and immobile configurations [10.17]

Adsorbate
Immobile
adsorbate

Mobile adsorbate

loss of rotation no loss of roation

H2 3 · 10−2–0.2 0.52 1
O2, N2 10−4–3 · 10−2 0.12 1
CO2 7 · 10−5 − 0.02 0.1 1
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are complementary to f and σ , i.e. inversely dependent on coverage and on the
partition functions of adsorbate, substrate and transition complex. In the simplest
case of desorption of one atom from a single site, one has

f (θ) = θ. (10.50)

In the case of a molecular process where the desorbing molecule originates from
two radicals at different sites, there is an approximate dependence

f (θ) � θ2. (10.51)

As a whole, the desorption process is described by a desorption rate

v = σ(θ) f (θ) exp(−Edes/kT ). (10.52)

Thermal equilibrium between the gas phase and the solid surface is characterized by
equal adsorption and desorption rates. At a constant temperature, there thus exists
an equilibrium adsorbate coverage θ(p, T ), which is described by the so-called
adsorption isotherm. To calculate this, one equates the adsorption and desorption
rates u and v:

u = v. (10.53a)

With the simple assumptions of (10.42 and 10.52) one thus obtains

u = σ(θ) f (θ)e−Eact/kT p√
2πmkT

= σ(θ) f (θ)e−Edes/kT = v, (10.53b)

or, with Edes = EB + Eact

p = σ

σ

√
2πmkTe−EB/kT f (θ)

f (θ)
= 1

A

f (θ)

f (θ)
. (10.54)

This is the general form of the so-called Langmuir isotherm. For the special case of
non-dissociative adsorption (10.43), where f (θ) = 1− θ and f (θ) = θ one obtains
the simple form

p(θ) = θ

A(1− θ) , or θ(p) = Ap

1+ Ap
, (10.55)

where A is a constant at a fixed temperature, see (10.54). A measurement of the equi-
librium adsorbate coverage θ as a function of ambient pressure p therefore allows
a determination of the constant A, which in turn yields, according to (10.54), the
chemisorption (or binding) energy EB, provided the condensation and desorption
coefficients σ and σ are known. Figure 10.19 shows the qualitative dependence of
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Fig. 10.19 Qualitative shapes of Langmuir-type isotherms of coverage versus pressure θ(p). Curve
(1) describes the case of strong adsorption with large adsorption energy, curve (2) represents the
case of weak adsorption. Between these extremes there is a gradual transition from type (1) to (2)

coverage θ on pressure p as expected from the Langmuir isotherm (10.55). For
low pressures, the curves can be approximated by a linear relationship whose slope
(� A) increases exponentially with adsorption energy EB, i.e. with the strength of
the adsorption process.

For many realistic adsorption systems the Langmuir isotherm fails to correctly
describe the dependence of coverage on pressure in thermal equilibrium. In par-
ticular, the neglect of multilayer adsorption is unrealistic. Much better agreement
was achieved by a theory of Brunauer, Emmett and Teller (BET isotherm), in which
multilayer adsorption was also taken into account. Each adsorbed particle in the first
layer serves as a site for adsorption into the second layer, and each particle in the
second layer serves as a site for adsorption into the third layer and so forth. In even
more refined approaches, activation energy, adsorption energy, etc., are assumed to
be layer dependent. In this way more parameters enter into the theory, but a variation
of these parameters allows an accurate description of a variety of experimentally
observed isotherms (Fig. 10.20).

Fig. 10.20 Various possible physical adsorption isotherms



P
an

el
X

V
I

Panel XVI
Desorption Techniques

Much essential information about adsorption processes and surface chemical reac-
tions is derived from desorption experiments. The entire class of desorption tech-
niques has the common feature that a clean surface under UHV conditions is
exposed to a well-defined gas atmosphere or a molecular beam. Subsequent des-
orption of the resultant adsorbate is performed by thermal annealing of the surface
or by irradiating with light or energetic particles. The desorbing species can be
analysed mass-spectroscopically or the particle beam can be optically imaged on
a screen to yield information about possible anisotropy in the angular distribution
of the desorbing atoms or molecules.

The simplest technique which gives useful information, particularly about simple
adsorption systems, is the so-called Thermal Desorption Spectroscopy (TDS), where
thermal annealing of the adsorbate-covered surface gives rise to desorption [XVI.1].
A straightforward measurement of the pressure increase in the UHV chamber as a
function of sample temperature yields interesting information about the desorption
energy, etc. The mathematical description of the desorption process is based on the
pumping equation (I.2). The desorbing particles are pumped away (pumping speed
S̃) but give rise to a temporary pressure increase in the UHV vessel. With v as the
desorption rate, particle conservation thus yields

vA = −Adθ

dt
= Vv

kT

(
dp

dt
+ S̃

p

Vv

)
, (XVI.1)

where θ is the relative coverage of the sample surface (area A), Vv the volume of
the UHV chamber and p the pressure (background subtracted).

In the limit of negligible pumping speed the rate of the pressure increase would
reflect the desorption rate (dθ/dt ∝ dp/dt). On the other hand, with modern pump-
ing equipment S̃, is extremely high (for cryopumps S̃ can reach values of 10 000�/s
and (XVI.1) can be approximated by

v = −dθ

dt
∝ p, (XVI.2)
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such that monitoring the pressure directly yields interesting information about the
desorption rate. The desorption rate might be described as in (10.52) by means of

v = −dθ

dt
= σ f (θ) exp(−Edes/kT ), (XVI.3)

with Edes as the desorption energy. In the simplest experimental set-up the tem-
perature T of the sample is controlled by a computer program such that it changes
linearly with time t (Fig. XVI.1a)

T = T0 + βt (β > 0). (XVI.4)

The pressure rise as a function of temperature T is then given by

p ∝ −dθ

dt
= σ

β
θne−Edes/kT , (XVI.5)

where for the general case of a desorption process of order n, the occupation factor
f (θ) is assumed as θn (Sect. 10.5). For monomolecular and bimolecular desorp-
tion n equals 1 and 2, respectively. The measured pressure as a function of sample
temperature (Fig. XVI.1b) reaches a maximum at a characteristic temperature Tp
and decreases again when the surface coverage decreases by desorption. The pres-
sure rise is determined by the exponential term in (XVI.5), whereas the decrease of
p(∝ θn) also depends on the order of the desorption process. The temperature of
the maximum of p(T ) is determined by

− d2θ

dT 2
= d

dT
(σθne−Edes/kT ) = 0. (XVI.6)

Inserting the expression for dθ/dT (XVI.5), one obtains for an nth-order desorption
process

ln

[
T 2

p
1

β
θn−1(Tp)

]
= Edes

kTp
+ ln

(
Edes

nσk

)
, (XVI.7)

Fig. XVI.1 a,b Qualitative description of a Thermal Desorption Spectroscopy (TDS) experiment.
(a) The sample temperature T is increased linearly with time t , starting from an initial value T0.
(b) Due to desorption the pressure in the UHV vessel increases and decreases again with increas-
ing sample temperature. The initial increase is mainly determined by the desorption barrier Edes,
whereas the pressure drop gives information about the order n of the desorption process
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or for a simple monomolecular process

ln(T 2
p /β) =

Edes

kTp
+ ln

(
Edes

σk

)
. (XVI.8)

With reasonable assumptions about the steric factor σ (XVI.7, XVI.8) are used
to determine the desorption energy Edes by recording the p versus T dependence
(Fig. XVI.1b).

From the mathematical form of the pressure (or desorption rate) versus temper-
ature curve, it is obvious that only for a monomolecular process is the tempera-
ture of the maximum Tp independent of θ and thus also of θ0, the initial coverage
(Fig. XVI.2a). A shift of the desorption peak with an initial coverage variation indi-
cates a desorption process of higher order as in Fig. XVI.2b [XVI.2].

Further information about the order of the process is obtained from the shape of
the desorption curve [XVI.2]. Second-order curves are symmetrical with respect
to Tp, whereas first-order desorption causes less symmetric bands (Fig. XVI.3).

Fig. XVI.2 a,b Thermal desorption spectra, i.e. desorption rate (dimensionless) versus sample
temperature T . For the calculation a desorption energy Edes of 25 kcal/mole and different fractional
surface coverages have been assumed: (1) θ = 1.0, (2) θ = 0.75, (3) θ = 0.5, (4) θ = 0.25.
The desorption process has been assumed to involve (a) first-order kinetics, and (b) second-order
kinetics

Fig. XVI.3 Normalized
desorption rate as a function
of temperature for a
first-order
(Edes = 91.5 kcal/mole)
and a second-order
(Edes = 87.5 kcal/mole)
reaction, calculated for a
linear temperature sweep.
The experimental data (dark
circles) are obtained from
desorption experiments on
the so-called β-phase of N2
on W, adsorbed at 300 K
[XVI.1]
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Fig. XVI.4 Thermal
Desorption Spectra (TDS) of
nitrogen (N2) desorbed from
a Fe(110) surface. The
mathematical description in
terms of a second-order
process gives a desorption
energy Edes of 7 eV per atom
[XVI.3]

Another experimental example of second-order desorption in TDS is given in
Fig. XVI.4, where the desorption of N2 from Fe(110) surfaces is monitored [XVI.3].
The description in terms of a second-order process yields the information that nitro-
gen is adsorbed dissociatively and the desorption energy Edes is estimated to be
roughly 7 eV per atom.

In another type of desorption experiment the surface bearing the adsorbate is
irradiated and it is the incident energy that gives rise to desorption. Depending on
the particular type of radiation one distinguishes several techniques:

• In Ion Impact Desorption (IID) ions of typically 100 eV primary energy, e.g. Ar
ions, are accelerated onto the sample and adsorbate particles are desorbed by
direct momentum transfer. Mass-spectroscopic detection generally reveals only
the chemical nature of the adsorbate.

• In Field Desorption (FD) high electric fields (≈108 V/cm) are applied by a
counter-electrode, e.g. in a field-ion microscope, and the desorbing particles can
be made visible on a fluorescent screen. Local adsorption geometry is sometimes
studied but energetic questions are rarely tackled by this method.

• In Photodesorption (PD) experiments light of sufficient photon energy (3–10 eV)
is used to excite electrons from the adsorbate bond into antibonding orbitals. This
disrupts the adsorption bond and leads to desorption. PD is usually accompanied
by heat transfer and the effect is sometimes difficult to distinguish from thermal
desorption.

• Of considerable importance in adsorption studies is Electron Stimulated Desorp-
tion (ESD). In this technique electrons with primary energies up to about 100 eV
are incident on the adsorbate covered surface; the desorbing productes are either
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detected mass-spectroscopically or one uses a multichannel plate array backed
by a fluorescent screen to obtain a spatial image of the desorption direction of the
removed particles. This technique of visualizing the angular distribution of the
desorbing atoms or molecules is called ESDIAD (Electron Stimulated Desorp-
tion of Ion Angular Distributions). Figure XVI.5 shows a typical experimental
set-up, which allows both mass-spectroscopic detection (ESD) and the collection
of ESDIAD data [XVI.4]. Mass spectroscopy yields information about the chem-
ical nature of the desorbing species, whereas detection of the angular distribution
gives insight into the local geometrical arrangement of the adsorbed complex.
Inversion of the bias at the Multichannel Plate (MCP) array enables the detection
of electrons, i.e. the optical display of a diffraction pattern. This allows the simul-
taneous observation of the LEED pattern (Panel VIII: Chap. 4) of the adsorption
system.

The theoretical description of ESD processes is based on two limiting cases.
In the classical model of Menzel and Gomer [XVI.5] intramolecular excitations
(indicated by the shaded area in Fig. XVI.6) within the adsorbed molecule lead to
non-bonding and antibonding neutral or ionic final states. At the crossover points of
the corresponding potential curves (Fig. XVI.6) the adsorbed molecule can change
into the new state and might desorb. In the case of ion desorption an electron can be
captured by tunneling from the solid to a desorbing particle.

Fig. XVI.5 Schematic picture of an Electron Stimulated Desorption (ESD) and ESDIAD appara-
tus. The sample S can be rotated about an axis normal to the plane of the drawing. ESD ions are
mass-analyzed in the quadrupole mass spectrometer, and ESDIAD patterns are displayed using the
grid MicroChannel-Plate (MCP) plus fluorescent screen array. The radius of curvature of G1 is
2 cm, and the active area of each MCP has a diameter of 4 cm. For most ESDIAD measurements
typical potentials are G1 = G2 = 0V , G3 = −70 V, MCP entrance: −700 V, MCP midpoint: 0 V,
MCP exit: +700 V, fluorescent screen: +3800 V. Electron gun filament potential Vf = −100 V,
crystal potential VB = 0 to +100 V. Electron energy Ee = e(|Vf| + |VB|) [XVI.4]
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Fig. XVI.6 Potential energy
diagrams for an adsorbate
system. G: adsorbed ground
state; M− + A+: ionic state;
(M + A)∗: antibonding state;
M + A∗: excited state of the
adsorbate; M∗ + A: adsorbate
ground state with excitation
energy in the metal (vertically
shifted replica of G). The
vibrational distribution in G
and resulting ESD ion energy
distribution are indicated
[XVI.2]

This type of excitation, however, does not explain ESD results which have been
observed on TiO2(001) surfaces on which tiny amounts of hydrogen were adsorbed
(Fig. XVI.7) [XVI.6, XVI.7]. Under irradiation with quasi monoenergetic electrons
of varying primary energy, thresholds in the desorption flux of H+ and O+ ions
are observed near 21 eV and 34 eV, respectively. As is seen from additional double
differentiated EELS measurements (inset), these energies correspond to the O(2s)
and Ti(3p) core-level excitations. The interpretation of these desorption experiments
on highly ionic materials involves the formation of core-level holes in the O(2s)

Fig. XVI.7 a,b Ion yields (O+, H+, OH+) from Electron-Stimulated Desorption (ESD) measure-
ments on: (a) a clean annealed TiO2(001) surface (the H+ yield probably results from slight
contamination); (b) an Ar-sputtered TiO2(001) surface after exposure to H2O. For comparison,
part (a) contains as an insert a second-derivative Electron Energy Loss Spectrum (EELS) of the
same annealed surface. Its loss scale (�E) is identical with the scale of the ESD primary energy.
Transitions from the O(2s) and Ti(3p) levels to the vacuum level are indicated [XVI.6]
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and Ti(3p) orbitals and subsequent interatomic transitions between the O and Ti
core levels. In detail, primary electrons create a Ti(3p) core hole, and owing to an
interatomic Auger process an O(2p) electron decays into the Ti(3p) state, with the
emission of a second or third O(2p) electron to dissipate the energy released in the
decay. This fast process is responsible for the relatively large charge transfer in the
transformation of the O2− lattice ion into O+, which is observed in ESD. The H+
desorption spectrum exhibiting two thresholds (Fig. XVI.7) may be interpreted in
terms of two types of hydrogen, that bonded to O and that bonded to Ti surface
atoms. Energy-dependent ESD measurements can thus give detailed information
about atomic-scale features of the electron-induced desorption process.

Experimental examples of the use of ESDIAD in the determination of an adsorp-
tion geometry are given in Fig. XVI.8. From TDS it is known that H2O and NH3,
adsorb molecularly on the Ru(001) surface at 90 K. Irradiation by electrons with pri-
mary energies below 100 eV produces angularly-resolved desorption patterns of H+
ions, as shown in Fig. XVI.8b–d [XVI.4]. For low coverages a halo-type pattern is
observed. Assuming that the desorbing H+ ions leave the surface along the direction
of the intramolecular chemical bond, a low-coverage bonding geometry is derived
in which the H2O and NH3 molecules are bonded with their O and N atoms closest
to the surface. The orientation with respect to the 2D lattice planes of the surface
is irregular or statistical. At increased coverages a hexagonal symmetry becomes
visible in the ESDIAD patterns, which demonstrates that the molecular orientation

Fig. XVI.8 a–e Schematic ESDIAD patterns for H2O and NH3 adsorbed on Ru(001) at 90 K
[XVI.4]. (a) Formation of hollow cone of H+ ions from adsorbed NH3 and H2O (at low cover-
ages). (b) “Halo” H+ pattern characteristic of low coverages of NH3 and H2O. (c) Hexagonal H+
pattern characteristic of intermediate NH3 coverages (0.5 ≤ θ < 1). (d) Hexagonal H+ pattern
characteristic of intermediate H2O coverages (0.2 ≤ θ < 1). (e) Ru(001) substrate with respect to
the ESDIAD patterns above
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is now in registry with the underlying substrate (Fig. XVI.8c–e). The molecules have
lost one degree of freedom, the free rotation around an axis normal to the surface.
With certain assumptions about the microscopic desorption process, ESDIAD thus
allows detailed conclusions concerning the local adsorption geometry.
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Panel XVII
Kelvin-Probe and Photoemission Measurements
for the Study of Work-Function Changes
and Semiconductor Interfaces

The adsorption of atoms or molecules on a solid surface, i.e. the first steps of the
formation of a solid–solid interface, is generally associated with a change of work
function (Sect. 10.3), and on semiconductors also with a change in band bending
(because of the formation of new interface states). These effects can be studied in
situ both by photoemission spectroscopy (UPS and XPS; Sect. 6.3) and by Kelvin-
probe measurements. The latter technique, in particular, is useful for work-function
measurements on metal surfaces, where space-charge layer effects are negligible
(spatial extension of some Ångstroms).

Kelvin probes for the determination of work-function changes consist of an elec-
trode (usually point-like) which can be positioned in front of the surface being stud-
ied (Fig. XVII.1a). This counterelectrode is driven electromagnetically by a solenoid
or by piezoceramics such that it vibrates with frequency ω against the sample sur-
face. Sample and vibrating electrode are connected electrically through an ammeter
(A) and a battery which allows a variable biasing (Ucomp).

The principle of the work-function measurement becomes clear if we consider
that for two solids [sample S and probe P] in electrical contact the electrochemi-
cal potentials, i.e. the Fermi energies ES

F and EP
F, are equal in thermal equilibrium

(ES
F = EP

F). Since in general the work function (eφ = Evac− EF is different for the
sample surface and for the Kelvin probe, a so-called contact potential U SP is built
up between the sample and the probe.

Since

ES
F = ES

vac − eφS = EP
vac − eφP = EP

F , (XVII.1)

the contact potential is obtained as

U SP = −1

e
(ES

vac − EP
vac) = −(φS − φP). (XVII.2)

Measurement of this contact potential therefore determines the difference in work
function between the Kelvin probe and the sample surface. In an experimental set-up
as in Fig. XVII.1 the voltage between sample and probe is
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Fig. XVII.1 (a) Principle of a Kelvin probe measurement; the compensation voltage Ucomp com-
pensates the AC current driven by the vibrating probe. (b) Schematic circuit for the Kelvin probe
measurement

U = −(φS − φP)+Ucomp. (XVII.3)

The capacitor formed by sample and probe thus carries a charge (C being the capac-
itance)

Q = C[−(φS − φP)+Ucomp], (XVII.4)

and the vibration of the probe electrode (frequency ω) gives rise to an oscillating
current

I = dQ

dt
= dC

dt
[−(φS − φP)+Ucomp]. (XVII.5)

By means of the compensation voltage Ucomp the oscillating current I is compen-
sated to zero and the particular value of Ucomp yields the difference in work function

Ucomp = φS − φP. (XVII.6)

For practical purposes Kelvin-probe measurements are usually performed by auto-
matic compensating circuits, for example, of the type shown in Fig. XVII.1b. The
AC current between sample and vibrating probe is amplified and detected phase-
sensitively by a lock-in amplifier. The reference signal from the lock-in is also used
to control the frequency of the AC voltage supplying the piezodrive. The DC output
of the lock-in, which is proportional to its AC input amplitude, controls a variable
voltage source which compensates the contact potential between sample surface and
probe. The compensating voltage Ucomp is read out by a digital voltmeter and gives
directly the required contact potential difference (XVII.6).
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If the work function eφP of the reference electrode (probe) is known, the work
function of the sample surface is determined. The method is readily applicable if the
sample surface can be covered by an adsorbate without affecting the probe surface.
This can be achieved, e.g., if the Kelvin probe can be removed during evaporation
onto the sample surface (with geometrically well-defined beam). Difficulties arise
when adsorption from an ambient is studied and the probe surface is exposed to the
same gas atmosphere. The accuracy of Kelvin probe measurements is quite high.
Relative changes in φS can be determined within error limits of about 10 meV.
Absolute measurements, of course, depend on a knowledge of the work function
of the probe. Absolute measurements are sometimes performed by means of com-
parison with well-defined surfaces for which the work function is known from other
measurements. Two measurements are then needed, one on the known surface and
one on the sample under study. The necessary exchange of the two samples in front
of the Kelvin probe decreases the accuracy of the measurement considerably.

For semiconductor surfaces a knowledge of the work-function change e�φ =
eφ′ − eφ due to adsorption does not give direct insight into atomic properties. The
work-function change contains contributions due to band-bending changes and in
addition a surface dipole contribution which may be described as a change of the
electron affinity χ . These two contributions can be determined separately in a pho-
toemission experiment with UV light (UPS) or X-ray excitation (XPS). According
to Fig. XVII.2 an adsorption process giving rise to extrinsic Surface States (SS)
in the gap and thus an upwards band bending (depletion layer) causes the work
function eφ to change into

eφ′ = eφ + eVS + e�φDip, (XVII.7)

where VS is the band bending (change in Fig. XVII.2); e�φDip is a dipole contribu-
tion arising from the elemental dipoles of the adsorbed molecules or atoms (�) and
may also include a change of the electron affinity�χ̃ due to a surface reconstruction
during adsorption

e�φDip = �+�χ̃. (XVII.8)

The distinction between� and�χ̃ is rather arbitrary and can be avoided by using a
single change of the electron affinity �χ , such that the change in the work function
due to adsorption is given as in (10.17).

Figure XVII.2 is a schematic drawing of a photoemission experiment (UPS) in
which electrons are emitted from occupied valence band states (of density given by
shaded area) by irradiation with photons of energy h̄ω and detected with a kinetic
energy Ekin. The detected spectral distribution (also shaded) thus resembles the den-
sity of occupied states, but is superimposed on a background of true secondaries,
which have undergone several inelastic processes on their way from the point of
excitation to the solid surface. Since the probing depth in such an experiment is only
a couple of Ångstroms (Sect. 6.3), small in comparison with the thickness of the
space charge layer, the measured electron distribution yields information about the
electronic band structure at the very surface. In the experiment the Fermi energy EF
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Fig. XVII.2 a,b Explanation of adsorbate-induced changes in the photoemission spectrum of a
semiconductor: (a) Photoemission process on the clean surface of a semiconductor. Photons of
energy h̄ω excite electrons from the valence band (upper edge EV) into empty states, from where
they leave the crystal and are detected with a kinetic energy above the vacuum energy Evac. True
secondary electrons arise from multiple scattering events within the crystal. (b) An adsorbate
induces extrinsic Surface States (SS) in the bulk band gap and an upwards band bending eVS. This
changes the work function from eφ to eφ′. Simultaneously with the shift in valence and conduction
band states, core level states also shift upwards in energy at the surface

is the general reference point (chemical potential of electrically connected sample
and analyser) and all measured energies are related to this. EF is usually determined
at the end of the different measurements by evaporating a metal film onto the sam-
ple surface and determining the high energy onset of emission which, on a metal
surface, is given by EF.

As is evident from Fig. XVII.2 a change of work function e�φ = eφ′ − eφ
is directly detected as a change of the energy width of the entire spectral distribu-
tion of the emitted electrons. The exact position of the low energy flank of the true
secondaries with respect to the experimentally determined position of EF gives the
absolute values of the work functions eφ with and without adsorbate present. In
principle, both the work-function and the band-bending changes due to adsorption
can be separately determined. The high-energy flank of the distribution of emitted
electrons corresponds to the upper valence-band maximum (for normal emission).
A shift of this flank due to adsorption indicates a shift of the valence-band edge
with respect to the Fermi level and thus a band-bending change �VS (or VS for
initially flat bands as in Fig. XVII.2). This is only true if the adsorption process
produces no new surface states in the gap. Such extrinsic gap states would modify
the spectral distribution at the high-energy flank and the determination of any shift
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of the onset would be impossible. A second possibility for determining a band-
bending change is via a characteristic emission band that is clearly recognized as
due to bulk states (rather than surface states, Sect. 6.3.3). If this spectral band does
not change its shape significantly upon adsorption (due to new surface states in the
neighborhood), its position can be determined with sufficient accuracy on the clean
surface and after adsorption. An observed shift gives direct information about the
band bending change (Fig. XVII.2). For example, the adsorption of metallic Sn on
GaAs(110) surfaces has been studied by UPS in order to gain information about the
Schottky-barrier formation (Fig. XVII.3). The emission band near 4.7 eV binding
energy (marked by an arrow) shifts to lower binding energy (i.e., towards the Fermi
level EF) with increasing Sn coverage as does the emission onset corresponding
to the upper valence band edge. This indicates an upwards band-bending change,
i.e., the formation of a depletion layer on n-type material. A quantitative evaluation
of the band bending is not possible from the shift of the emission onset since new
metal-induced surface states cause a strong deformation of the spectrum. This is
clearly seen from the plot in Fig. XVII.4. The information about the band bending
change must be extracted from the energetic position of the bulk emission band
(filled circles).

A similar procedure for investigating band-bending changes upon adsorption can
also be performed by XPS on core-level emission bands, since these shift in the
same way as valence states (Fig. XVII.2). Standard XPS equipment, however, does
not usually offer sufficient energy resolution, and so optical monochromators are

Fig. XVII.3 UPS electron
energy distribution curves of
a clean (a) and Sn covered
(b-d) n-GaAs(110) surface
taken with He I radiation
(hν = 21.2 eV). The
coverage θ is given in
monolayers (1 ML contains
8.85 · 1014 atoms/cm2). The
binding energy is defined
relative to the energetic
position of the valence band
maximum at the clean
surface. The arrow in
spectrum (a) shows an
emission band originating
from bulk electronic states;
its shift with coverage reflects
the band bending change
[XVII.1]
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to the position of the bulk valence-band maximum (open circles; left-hand ordinate) and energy
shift of the GaAs valence-band emission peak (arrow in Fig. XVII.3) at 4.7 eV below VBM (full
circles; right-hand ordinate) versus Sn coverage for n-GaAs [XVII.1]

needed. Furthermore, severe problems in the analysis of the data can occur when
chemical bonding shifts (Sect. 6.3) are superimposed on the band-bending shifts.

Photoemission spectroscopy, in particular UPS, also yields the most direct way
to measure band offsets (discontinuities) (Sect. 8.1) in situ between different epitaxy
steps. The principle of the method is explained in Fig. XVII.5. On the same energy
scale one plots the band structure of an uncompleted semiconductor heterostructure
(a) together with the corresponding (kinetic) energy distribution of the emitted elec-
trons (b). In an ideal case the clean surface spectrum of semiconductor I shows an
emission onset which indicates the energetic position of its upper valence band max-
imum. After growing one or two monolayers of semiconductor II, a new shoulder

Fig. XVII.5 a,b Qualitative explanation of the determination of semiconductor valence band off-
sets �EV by means of UV photoemission. On the clean surface of semiconductor I thin epitaxial
layers of semiconductor II are grown (a) and the UPS spectra are measured in situ. (b) The shoul-
der II represents the valence band emission onset of semiconductor II on top of the valence band
emission onset I of semiconductor I



558 10 Adsorption on Solid Surfaces
P

an
el

X
V

II

Fig. XVII.6 ZnSe-Ge
photoemission spectra
showing the valence band
offset �EV. These spectra
were taken on unannealed,
amorphous Ge overlayers
(curve a) and on two different
annealed Ge overlayers,
exhibiting good LEED
patterns (curves b and c). The
spectra suggest that the order
or disorder of the overlayer is
not an important factor in
�EV for this particular
system [XVII.2]

appears whose emission onset characterizes the upper valence-band edge of semi-
conductor II. The difference between the two thresholds is simply the valence-band
discontinuity. It is clear that this technique only works when the valence-band edge
of semiconductor II occurs at energies higher than that of semiconductor I.

Furthermore, the measurement can only be made on epilayers of thicknesses up
to a couple of Ångstroms (information depth of UPS); but this is usually sufficient
to allow the complete development of the band structure of semiconductor II. The
method is illustrated in Fig. XVII.6 for Ge overlayers on a ZnSe substrate [XVII.2].
The energy of the new emission onset due to the Ge overlayer is insensitive to the
crystallographic order of the Ge. An amorphous film exhibits the same band discon-
tinuity as two other Ge overlayers which have been annealed and are crystalline.

In general, it should be emphasized that photoemission techniques give quite
direct information about band-bending changes, work function and band disconti-
nuities; but the accuracy in determining the absolute values is typically between 20
and 100 meV. This is usually inadequate for narrow gap semiconductor such as InSb
or InAs, in particular for explaining the electronic properties of interfaces.
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Problems

Problem 10.1 A cesium ion (Cs+) has an ionic radius of 3 Å. Calculate the approx-
imate surface dipole moment for a (Cs+) ion adsorbed on a tungsten (W) surface
and discuss the result with respect to the observed work-function changes for Cs-
adsorption on a W surface (Fig. 10.10).

Problem 10.2 Calculate the time at which 10% of the adsorption sites of a (100)
W surface are occupied by nitrogen molecules, when the surface is exposed to an
N2 pressure of 2.67 · 10−7 Pa at a temperature of 298 K. At this temperature the
sticking probability is 0.55. The surface density of the adsorption sites amounts to
1 · 1015 cm−2.

Problem 10.3 Desorption studies of oxygen on tungsten (W) show that equal
amounts of the gas are desorbed within 27 min at 1856 K, within 2 min at 1987 K
and within 0.3 min at 2070 K. What is the activation energy for desorption of oxygen
from W? What is the time needed for desorption of the sane amount of oxygen at
the temperatures 298 K and 3000 K?

Problem 10.4 At 300 K, gas molecules have a sticking coefficient of S = 0.1 on
a freshly prepared, clean semiconductor surface. The adsorption is thermally acti-
vated with a sticking coefficient S ∝ exp(−Eact/kT ) and an activation energy per
molecule of Eact = 0.1 eV. How high are the adsorbate coverages after a one hour
exposure at 300 K and at 70 K, respectively? Are the adsorbate coverages detectable
by Auger Electron Spectrosopy (AES)?
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