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Abstract

This thesis investigates taking words from around citaitmscientific papers in order to
create an enhanced document representation for improf@unation retrieval. This method
parallels how anchor text is commonly used in Web retrieWalprevious work, words from
citing documents have been used as an alternative repaéisendf the cited document but no
previous experiment has combined them with a full-text doeent representation and measured
effectiveness in a large scale evaluation.

The contributions of this thesis are twofold: firstly, we ggat a novel document represent-
ation, along with experiments to measure its effect oneedtieffectiveness, and, secondly, we
document the construction of a new, realistic test colbectf scientific research papers, with
references (in the bibliography) and their associatedicita (in the running text of the paper)
automatically annotated. Our experiments show that tlagi@it-enhanced document represent-
ation increases retrieval effectiveness across a randgaradard retrieval models and evaluation
measures.

In Chapter 2, we give the background to our work, discusdiegsarious areas from which
we draw together ideas: information retrieval, particiyldink structure analysis and anchor
text indexing, and bibliometrics, in particular citationadysis. We show that there is a close
relatedness of ideas between these areas but that thesehaleganot been fully explored ex-
perimentally. Chapter 3 discusses the test collectiondigma for evaluation of information
retrieval systems and describes how and why we built ourc@gtction. In Chapter 4, we
introduce the ACL Anthology, the archive of computationaglistics papers that our test col-
lection is centred around. The archive contains the moshjprent publications since the begin-
ning of the field in the early 1960s, consisting of one jouplak conferences and workshops,
resulting in over 10,000 papers. Chapter 5 describes howEHepapers are prepared for our
experiments, including identification of references andtmns in the papers, once converted
to plain text, and extraction of citation information to atMK database. Chapter 6 presents
our experiments: we show that adding citation terms to tHedut of the papers improves re-
trieval effectiveness by up to 7.4%, that weighting citatierms higher relative to paper terms
increases the improvement and that varying the context fwbiah citation terms are taken has
a significant effect on retrieval effectiveness. Our maipdthesis that citation terms enhance
a full-text representation of scientific papers is thus prov

There are some limitations to these experiments. The netevfudgements in our test
collection are incomplete but we have experimentally vedithat the test collection is, never-
theless, a useful evaluation tool. Using the Lemur tool@itstrained the method that we used
to weight citation terms; we would like to experiment with ana realistic implementation of
term weighting. Our experiments with different citatiomtexts did not conclude an optimal
citation context; we would like to extend the scope of ouestigation. Now that our test col-
lection exists, we can address these issues in our expdd@aed leave the door open for more
extensive experimentation.
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Chapter 1

Introduction

This thesis belongs in the field of information retrieval IRhich may be loosely described
as the finding of documents to satisfy a user’s informaticdn&Ve are particularly concerned
with scientific literature search, i.e., retrieval of s¢iBaresearch papers, rather than web pages
or other types of documents. Literature search has alwasgs e important part of science
research: researchers disseminate their own ideas artsd@gpublishing their work and also
consult the literature to stay aware of what else is goingwdheir field.

Originally, literature search was a largely manual enisgprinvolving libraries, reference
librarians, card indexes and printed books and journalsvadays, automated literature search
increasingly becomes the prevalent method of finding relev@search, as an ever growing
abundance of literature is made available electronictilpugh digital research archives and
academic publishers’ as well as individual researcher$ sies. The advent of online public-
ations, i.e., those which are only ever made available on\tbied Wide Web (henceforth, the
Web), is a particular motivation for developing automatearsh. The vast, burgeoning quantity
of material available means there is an increased dangeetkaant work is never discovered,
leading to duplication of work and effort. Improving autamaliterature search is therefore an
important, ongoing area of research.

Traditionally, there are two main methods for searchinglifeeature, calledsubject in-
dexingand citation indexing In subject indexing, descriptions of the subject mattethef
individual documents are used to try to locate them. Iniciteindexing, the citations between
documents are recorded and documents are located by fofjathese links. Both of these
approaches to search have undergone automation. Nowati@mn indexes are generated
automatically from machine-readable documents and aragbkes published electronically,
often as part of online search tools, rather than beinggutioh paper. Likewise, subject index-
ing is largely done automatically, rather than by humanxedg choosing keywords.

Subject indexing and citation indexing are orthogonal, plementary approaches to search-
ing the literature. The former deals with document-intepraperties; the latter with inter-
document relationships. Searching directly by citatiairaa citation index, requires a seed
document from which to begin the search, rather than justiaa or statement of what the
search is about. However, the possibilities for using icites for literature search extend bey-
ond straightforward citation hopping. A citation encodasrhore than a simple pointer from
one document to another. The citation process is a complergrhenon that is interesting
to researchers in various disciplines, for disparate measdhe frequencies and patterns of
citation, the functions of citation and the motivations éding have all been studied.
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Furthermore, research in Web IR has produced a great wefdlittkanethods that could
naturally be applied to the citation link structure of la&ure for searching. These link methods,
moreover, have been combined effectively with methodsdasethe internal content of web
pages.

The time is ripe for integrating citation- and subject-lzhberature search. There has been
a recent resurgence of interest in citations as a topic efrel, both in IR and further afield.
Automated methods for processing and analysing citatiombe&ing developed, building on the
foundations of earlier analytical citation research. Ehewethods combined with automated
indexing and an abundance of readily available machingafg@la documents make it practicable
to more freely experiment with integrating citation infation with existing search technology.

The work presented in this thesis draws together ideas fRmand citation analysis. In
Chapter 2, we expand on the motivation for our work, give aeraew of related research
and try to position our work therein. Chapter 3 gives a thiécaieaccount of test collections,
the experimental paradigm used to evaluate IR systemstebdéscribing how and why a test
collection was created for the evaluation presented intttesis. Chapters 4 and 5 describe,
respectively, the document collection around which ourdellection was built and how those
documents were processed in order to conduct our expesmenChapter 6, we summarise
our experimental set-up and results. Finally, in Chapteng conclude by summarising the
contributions of this thesis and discussing potentialdioms for future work.



Chapter 2

Background and motivation

The term information retrieval (IR) was coined by Mooers1pand made popular by Fairthorne
(1956), and denotes the finding of information to satisfyer'ssnformation need. As a field of
study, IR lies at the boundary between information sciemcecamputer science. Citation ana-
lysis has been an important line of research in informat@erse since the 1960s and citation
information has, accordingly, been used in IR. Indeed, reasly IR systems were designed
around bibliographic databases. In this chapter, we mapnibtesation for this thesis work,
discussing how citations are traditionally used in IR, befexploring broader work in both
citation analysis and then IR. We finally describe our ownegxpents and how they draw to-
gether related ideas from these areas. First, we give anieweof the fundamental concepts
inIR.

2.1 IR basics

The task of IR systems is to find information that satisfiesea'sisnformation need. Nowadays,
IR is typically synonymous witklocument retrievalThus, the task becomes to find documents
with information content that satisfies the user’s need tééfrj natural language documents are
of special significance in IR, since natural language is trenal manner of communication for
people. Accordingly, document or information retrievahadten mearext retrieval Never-
theless, a document can be any item that conveys informatich as image, video or audio
files. It is typical for non-textual documents to be augmentéh textual representations (e.g.,
captions for images) and for text retrieval methods to be tssearch for the non-textual doc-
uments. Even in proper text retrieval, the full-text docatseéhemselves need not necessarily
be the objects that are stored and searched by the systgnm#yebe represented lpcument
surrogates such as their titles and abstracts. For the purposes ofligusission, though, we
will use the ternrdocumento mean the object inside the retrieval system.

Information is an indefinite, intangible quantity and, thinsth document information con-
tent and user information needs are unobservables. Ther¢fe usual simplifying presump-
tion in IR is that users want to find out about@pic and so the retrieval system must find
documents that ar@boutthe topic or, in other words, that arelevantto the user’s need. Users
must express their information need somehow, whether asieahlanguageequesor aquery;
defined within system constraints. The retrieval systenmsia then to capture the relevance
relation by establishing a matching relation between twaressions of information: the query
and a document. The central issue in IR is ensuring that tberdents that the system matches
with the query are about the same topic. The retrieval psisedivided into two main opera-
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tions: indexingandsearching

Indexing is the process of creatimgpresentationsf documents and queries upon which to
conduct the matching. Indexing languages should be desigméhat, if the respective repres-
entations of a query and document match, the document isargleo the query and, conversely,
if the document is not relevant to the query, their represt@nts should not match. Therefore,
an indexing language should overcome surface differene@ggen documents and queries that
are about the same topic, while simultaneously being rotausurface similarities between
documents and queries that ai@ about the same topic.

The individual items in the indexing language are calle@ktdrms The indexing language
may be a finite set of predetermined terms, such as a librassification or a thesaurus of
subject-specific terms, or, typically nowadays, may be naafanguage, i.e., the words from
the documents are used as the indexing language. In thistbasdocument text will typically
be manipulated to arrive at the final index terms. For insgaigommon words that do not
contribute to the meaning of a document may be remaostghping and words may be reduced
to their linguistic stemssiemmingto conflate semantically related words.

The second operation in retrieval is searching. The coreaskb in searching areatching
where the system establishes what a document represandaitiba query representation have
in common, andcoring where the system assigns a score to the match that reflecsd¢mgth
or ‘goodness’ of the match. These subtasks are not nedgssatependent of each other,
depending on theetrieval modelthat the system uses, where a retrieval model is a formal
specification of the entire retrieval process. There arg r&ny retrieval models. We consider
a few main classes of model here: Beolean modelthevector space modgiheprobabilistic
modelandlanguage modelling based models

A simple retrieval model is the Boolean model, where the guerms are connected by
Boolean logic operators (AND, OR and NOT), the presence afexrygterm in a document is
sufficient for a match on that term and only documents whasegasatisfy the entire Boolean
guery expression are matched and retrieved. In this casangds a binary decision: docu-
ments are either relevant or not, and are not scored agaicistother.

The majority of other retrieval models rank retrieved doeuits according to how well they
score for the query relative to each other. Usually in suctets it is not necessary for all query
terms to be present in a document in order for it to be retderel some sort of term weighting
scheme is applied when calculating scores to reflect théwelanportance or distinctiveness
of different terms. For instance, the classic TF*IDF weightlesigned to prioritise terms that
occur often in a document (i.e., have a highm frequencyand that are rare in the overall
document collection (i.e., have a higiverse document frequerjcy hen, the weight of a term
t in documentd from document collectio® is thus calculated:

TF+IDF gp =Th4.IDF p

Thq=freggq
D]

IDF p =log—
tb gnt.D

N p : number of documents iD with termt

In the vector space model (Salton, Wong & Yang 1975), quemesdocuments are repres-
ented as vectors in a high-dimensional space, where eachirtethe indexing language is a
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dimension. The coordinate values in a vector may be binarinficate presence/absence of
that term) or may be weighted, e.g., by TF*IDF. Relevanchastmodelled by document-query
similarity: documents closer to a query in the vector spaeegaken to be more relevant and
scored higher. The distance between two vectors is definetime proximity measure, such
as the cosine similarity measure, i.e., the normalised amtyzt of the two vectors.

Probabilistic retrieval models are based on the probgivdinking principle, which says that
if a retrieval system ranks documents by decreasing protyatii relevance to the user, it will
be the most effective it can be to its users (Cooper 1973 efter Robertson 1977). Therefore,
these models estimate the probability of a document beilegast for a given query and then
rank documents by their probabilities.

A more recent class of retrieval model uses language madeakichniques to incorporate
more sophisticated statistics about the language in qgiand documents into the scoring. For
instance, given a query, documents may be ranked by the Itibp#hat the language model
calculated from that document would generate the sequdrteenas in the query. Similarly, a
language model may be calculated over the query and eack dbttuments; then, the similarity
between the query and document models are used for scoring.

2.2 CitationsinIR

Citations signify intellectual linkages between academacks and thidink structurecan be
followed, backwards as well as forwards, to search for eelepapers; this is the basic premise
of citation indexing. Citation indexes were early estdi#is as an important tool for searching
in collections of academic literature (Garfield 1979). Thaitations provide information sci-
entists with an alternative type of information to that desthe individual works themselves;
citation indexing is an orthogonal, complementary altémeso subject indexing, for connect-
ing users with relevant academic works. Nowadays, acadé@srature is increasingly available
on the Web and automated citation indexing has been comhbiitie@nline search in tools such
as Citeseé{Lawrence, Bollacker & Giles 1999) and Google Schalar

In addition to their use as a direct search tool, citatioreked provide statistical data about
citations in the indexed body of work, from which variousatibn analyses can be conduc-
ted. For instance, two core citation analyses are biblgigacoupling (Kessler 1963), where
documents are said to be coupled if they share one or morenefes, and co-citation ana-
lysis (Small 1973), where the similarity between documérasd B is measured by the number
of documents that cite both A and B. The theory behind bilshpdic coupling is that docu-
ments that are similar in subject have similar referendesthiieory behind co-citation analysis
is that documents that are similar are more likely to be citgdhe same other documents.
These principles each provide a means of quantifying doatsimilarity or relatedness using
citations. Consequently, both bibliographic coupling aoekcitation analysis have commonly
been putto use in IR over the years. There is, in fact, a taadit IR of using methods based on
statistical citation information, which continues tod&gr instance, Strohman, Croft & Jensen
(2007) use co-citation data as one feature in a system tivet) g document as a ‘query’, re-
trieves documents to be recommended for citation by thatmeat; Meij & de Rijke (2007)
use citation counts to estimate prior probability of docatrelevance in a language model
retrieval framework; Fuijii (2007) experiments with a vati@f PageRank calculated from cita-
tion counts for patent retrieval. (See Section 2.4 for Pag&R This statistical focus in IR is

Ihttp://citeseer.ist.psu.edu/
2http://schol ar. googl e. com
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not, however, a characteristic of citation analysis in gehecitation analysis is a broad and
extensive topic of research, with many qualitative studies

2.3 Citation analysis

Citation analysis is the study of the relationship betwgmart(of) a citing document and (part
of) a cited document that the citation implies. Severaligisges conduct research in citation
analysis, such as applied linguistics and history and smgymf science, as well as information
science. In information science, the subfield to which idtaanalysis belongs isibliometrics
the quantititative study of writings in the aggregate. Téert ‘quantitative’ here does seem
to imply that information scientists are, indeed, concdraely with the numbers of citations
that occur but, despite its definition, bibliometrics hasrbmany qualitative citation studies,
as we shall see. That said, one of the most notable contimibf information science to
citation analysis is certainly quantitative: the devel@mtof bibliometric measures and tools
for science management, i.e., statistical measures usgddditative evaluation of individuals,
institutions, publications and even countries in scierag] tools that calculate and present
these measures. For instanirnal impact factoris a measure of the frequency with which
the journal’s average article is cited; citation counts iatds of individuals/institutions are used
to gauge their scientific productivity. The Science Citatiodex and Journal Citation Repofts
are notable examples of science management tools. Gadf&I@) notes that, although citation
indexes were developed primarily for bibliographic pugmsscience management may in fact
be their most important application. However, there is albrstory of controversy over the
use of citation counts as a measure of quality and many thealrebjections have been raised,
which Garfield goes on to discuss. For instance, citatiomtsomnay be inflated by self-citation,
how to relate the citation rate of co-authored papers twiddal authors is not clear and articles
in prestigious journals may be cited more than articles afabguality due to the journal’s
visibility. Probably the most prominent criticism is thatation analysis based on raw citation
counts ignores the underlying reasons for the citationke/onay be cited in refutation or as
negative examples. Thus, not all citations are positiveoeseiments of the cited work. Such
criticisms have prompted many citation studies, in ordggdim a better understanding of the
citation process and the validity of citation analysis faality assessment; Liu (1993) presents
a thorough, relatively recent review.

Research in citation analysis may be categorised in a nuofbeays. Liu (1993), for ex-
ample, labels studies by their research objectives, gifiigglabels (which are not mutually
exclusive): to enhance citation indexes, to describe thafest functions of citations, to assess
the quality of citations, to define concepts attributed ®d¢hing work by the citing work and,
lastly, to examine the underlying motives for citing. Alatively, citation studies can be cat-
egorised by methodology. Taking this approach, work may iesdivided into two broad cat-
egories: roughly speaking, whether the text of the citingusheent is the object of study or not.
The majority of work falls into the first category, calledation context analysi€Small 1982),
where ‘context’ means the textual passage or statementdingdins the citation. The second
category seems to exclusively contain work@ter motivationsi.e., examining the motives
that authors have for citing, which are outside the text.0Bso(1985) is cited as the first study
of real authors and their motives for citing. Through sus/apd interviews, this work identi-
fied seven motivational variables, includipgrsuasivenesseader alertand bothpositiveand

Shttp://scientific.thonson. com products/sci/
“http://scientific.thomson.con products/jcr/
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negative creditand found persuasiveness to be the main motivating fagqrthe citing author
is marshalling earlier work in order to persuade readerkefjuality of his or her own claims.

The scope of citation context analysis, as loosely definest@bs very broad. Small (1982)
subdivides citation context analyses into those which bseciting text to abstractly classify
citations and those which use it to identify the particutamcrete topics that are being attrib-
uted to the cited work, though the two approaches are notyalwatirely distinct. The first
may be unambiguously callegitation classificatiorand is principally concerned with the re-
lationship between the citing and cited document. The se®mroncerned with the topical
content of the cited document and has been calidion content analysiand content ana-
lysis of citation contextsThis is confusable with the tergontent citation analysigused by,
e.g., Swales 1986, Teufel 1999), which comes faumtent analysisa standard methodology in
the social sciences for studying the content of commuringiKrippendorff 2004), but means
something more general Citation classification schemes define a taxonomy with whic
encode the relationship between the citing and cited dontsneBy manifesting these rela-
tionships, citation classification allows the patternsitdton to be studied in finer detail and,
furthermore, makes it possible for citation analytic tegies to discriminate between types of
citations. Moravcsik & Murugesan (1975) present one of theiest classification schemes,
intended to improve understanding of citations and, smadifi the extent to which citation
counts can be used for various purposes in science policyhignstudy, 74 citations to the
same book from 30 physics articles were manually classifeedraing to four dichotomous
categoriesconceptual/operationabrganic/perfunctoryevolutionary/juxtapositionandcon-
firmational/negative This scheme was modified in later work in order to make thegmaies
more appropriate to a non-scientific field and easier to c8ueales 1986). The problem of
difficulty and subjectivity in coding is common to most cldisation schemes; most schemes
were only ever intended to be executed by the scheme’s cseatoa small number of sample
papers, in order to make generalisations about citatiortipes from intensively studying a few
examples. This precludes their being applied automayidaiiting their practical use in an age
when large bodies of literature are available in electrdoim. More recently, schemes have
been developed with automatic classification in mind. Nafal@kumura (1999), for example,
devised a classification with only three categorEmfpare based-orandother and manually
created rules based on cue words/phrases to be applied atidalty by a system to support
writing domain surveys. Teufel, Siddharthan & Tidhar (2D@@apted an earlier manual clas-
sification scheme (Spiegel-Rosing 1977) in order to makeatimotation task more objective,
systematic and, therefore, reliable among humans, so thatitsmatic system can better rep-
licate the procedure. A machine learning classifier is @dion human annotated papers, using
features like cue phrases and location within the papetioseand paragraph. Teufel et al. ob-
serve that citation classification has strong ties withatieal discourse structure analysis and
note its consequent usefulness in tasks like text sumntiarsa

In citation content analyses, the explicit, contentful dgthat the citing author uses to
describe the cited work are the object of study. Citationkaia are usually introduced pur-
posefully alongside some descriptive reference to thel adiecument and these descriptions

SHolsti (1969) defines content analysis as ‘any techniquerfaking inferences by objectively and systemat-
ically identifying specified characteristics of messagé®ius,content citation analyseasre content analyses of
citing documents and, strictly speakiradl, citation context analyses are content analyses of citabatexts. The
‘content’ in citation content analysigefers to the topical content of tliteddocument, rather than to the status of
the citing document as the content under analysis.
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hyperlink: The <a href="http://www.google.coln>Google</a> search engine...

citation: ‘Dictionaries can be constructed in various ways - $égson (1993a, 1995or a
taxonomy of (general) finite-state automata constructigardhms’

Figure 2.1: Similarity between hyperlinks and citations.

may be taken as summaries of what that document is aboutleast what the citing author
thinks is important about the work. In other words, citatammtexts are rich in keywords for
the cited work. O’Connor (1982), therefore, argued thatmphlrrases from thesating state-
mentsare useful as subject index terms and should be used to atigmexisting document
representation to improve retrieval effectiveness. Udgsame idea of keyword-richness in
citation contexts, more recently, Schneider (2004) ingastd using citation contexts in semi-
automatic thesaurus construction. Also, Nakov, Schwartie&rst (2004) automatically extract
paraphrases of facts about a cited paper from multiple@itatto it, with the eventual aim of
using these to automatically create summaries of the ciégemp This is allied with Small’'s
(1978) notion of cited works asoncept symbo)svhereby a work may come to be repeatedly
and consistently cited to represent a specific idea or togiog descriptions that converge on
an almost fixed terminology for that topic, such that thectinrk eventually becomes syn-
onymous with the topic.

However, while the potential usefulness of citation cohsexalysis has been noted in rela-
tion to many modern applications —we have already come sateassummarisation, thesaurus
construction, scientific authoring tools and rhetoricalcdurse structure annotation — work in
IR has continued to focus on statistical citation data, tikation counts. This segregation of
ideas and methods has been observed on a much greater sdate: (¥004) discusses three
separate fields with a tradition of citation analysis (Img#&nd sociology of science, applied lin-
guistics and information science) and notes great inteifglinary differences in how citations
are used. Moreover, White gives pointed examples of how oastfrom one discipline could
be put to good use in another, and urges more disseminatibsieming of knowledge between
disciplines. In this thesis work, we draw together ideasft® and the sort of citation context
analysis already applied in other fields.

We have seen that citations are the formal, explicit linkdgetween papers that have par-
ticular parts in common and that tHiek structureis encoded in citation indexes so that users
can follow links to try to find relevant work. We now observatlkhe link structure formed by
citations is analogous to that of the Web, where the linkshgpeerlinks between web pages.
In Pitkow & Pirolli's (1997) words, ‘hyperlinks ... provideemantic linkages between objects,
much in the same manner that citations link documents ta ogtheted documents.’ In this ana-
logy, the textual marker that denotes a citation is the vafubehr ef attribute of the HTML
hyperlink, while the citation context, i.e., the descunptireference to the cited work, is the
anchor text, i.e., the text enclosed in tf@ (anchor) tags of the HTML document (see Fig-
ure 2.1). The link structure of the Web, including anchot,teas been studied extensively in
IR and exploited to advantage in some retrieval tasks. Iridih@wing section, we review this
work.
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2.4 Link structure and anchor text in IR

Web pages are often poorly self-descriptive and this mdaatsindexing only the content of
the pages (akin to traditional subject indexing for litaratsearch) will often give poor results.
Kleinberg (1999) notes thaww. har var d. edu is not the page that contains the term ‘Har-
vard’ most often, that search engine home pages like Yahad! Google do not contain the
term ‘search engine’ and, likewise, that there is no reas@xpect car manufacturers to label
themselves with ‘car manufacturer’ on their home pagese&ebers in IR have turned to the
link structure of the Web as an alternative source of infdromeabout which pages should be
retrieved for a given query.

Kleinberg (1999) presents the Hypertext Induced Topic@iele (HITS) ranking algorithify
which relies solely on hyperlinks to discovanthoritativeinformation sources from the output
of a search engine on a given topic. The motivation behingl digorithm is that hyperlinks
encode considerable latent human judgement: by linkinggage, the author of a hyperlink
confers somauthorityon that page. Each page, therefore, has an authority vhhteestimates
the value of the content of the page, and a hub value, thatasts the value of its links to other
pages. These values are defined mutually recursively: theaty value of a page is the sum of
the normalised hub values that point to that page and the &luke \s the sum of the normalised
authority values of the pages it points to. The values arepced iteratively over a relatively
small subgraph of the Web which, by design, should containymelevant pages and many of
the strongest authorities on the query topic, e.g., theudatipa search engine in response to the
topic. The pages are then re-ranked by their authority galue

Brin & Page (1998) describe PageRank, a measure of web ipggartance based on
weighted, normalised forward- and backward-link countse PageRank of a page is defined
recursively, depending on the number and PageRanks ofgdisghat link to it. The intuitive
justification here is that a page can have a high PageRankk{eemportant) if many pages
point to it or if an important page points to it. Retrieved pagan then be re-ranked by their
PageRank. In contrast to HITS authority values, PageRawrksadculated from the entire graph
and, thus, can be calculated offline, increasing query-éffigiency.

Hotho, Jaschke, Schmitz & Stumme (2006) adapted PageRahk task of retrieving re-
sources within social resource sharing systems, such eswid YouTubéand photographs in
Flickr8. In these systems, the users create lightweight concegttuatures calletblksonomies
(from ‘folk’ and ‘taxonomy’) by assigning free-text tags tesources in order to classify them
however they wish. This structure can be converted into airected graph and an adaptation
of PageRank applied to it, such that resources tagged wiploritant tags by important users
become important. Fujii (2007) applies the PageRank idgmatent retrieval, using counts of
how often patents are cited by other patents to re-rank them.

Link structure techniques like HITS and PageRank are agipdins ofsocial network ana-
lysisto the Web. Social network analysis is widely used in theaad behavioural sciences,
as well as in economics, marketing and industrial engingernd tries to express social (or

5There is a poetic irony here. Kleinberg (1999) notes the lpratof poorly self-descriptive web pages, yet
suffers from an analogous problem: the paper is the stamééedence for HITS but the name HITS was only
attributed to the algorithm after the paper was written. \BoiJe the paper has taken on the status of a concept
symbol for ‘HITS’, to use Small’s (1978) terminology, anccsmmonly cited in conjunction with this term, it does
not contain the term at all.

"http: // waw. yout ube. com

8http://ww.flickr.com
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political or economic) environments as patterns of regtiggrin the relationships among the
interacting units (Wasserman & Faust 1995). This has fouhdrdechnological applications
besides IR, such as reputation management in electroniomities, where the community
is modelled as a social network and aims to avoid interactitin undesirable members (like
spammers) by combining hard security techniques with sotgchanisms, i.e., trust (Yu &
Singh 2000). Agrawal, Rajagopalan, Srikant & Xu (2003) usk structure methods to mine
newsgroup discussions, in order to classify hypertext dwsus as for or against an issue.
Social network algorithms applied to the Web are principatincerned with the presence
of hyperlinks; with the quantities and patterns they oceurThese ideas have also been ex-
tended to look further than the raw hyperlink, at the texbasged with the hyperlink inside
the linking web page. While web pages may not describe thiwesegery well, pages which
contain hyperlinks often describe the pages they point toreMspecifically, the anchor text of
hyperlinks is often a description of the pointed-to pageud beginning with the WWW Worm
search engine (McBryan 1994), there is a trend of propagatichor text along its hyperlink
to associate it with the linked page; Figure 2.2 illustratés method. Google, for example,
indexes anchor text for the linked page (Brin & Page 1998)taiglis believed to make a sig-
nificant contribution to its retrieval effectiveness. Imgoetitive evaluations, using anchor text
has been shown to be very effective for navigational seaskst(e.g., site finding), though
not topic relevance tasks (i.e., retrieving pages reletsaatquery topic) (Craswell, Hawking &
Robertson 2001). Anchor text is not unique in being deseepif the linked page, however.
Bharat & Mihaila (2001) generalise the notiondaalifying textand include, e.g., titles and
headers in the linking page, as well as anchor text, in a ngn&igorithm that only uses links
deemed relevant to the query, i.e., those whose qualifrgdontains query terms. Chakra-
barti et al. (1998) look for topic terms in a fixed window of texound thehr ef attribute of
hyperlinks and weight that link accordingly, in an augmentersion of HITS. Conversely to
the anchor text idea, Marchiori (1997) recursively augra¢hé textual content of a page with
all the text of the pages it points; the idea here is that, by providing access to it, the linking
page in some sense ‘contains’ the information in the linkaglep Marchiori implemented this
idea as a re-ranking step on the output of popular searcmesngind conducted a user-centric
evaluation, showing that users generally preferred tham&ings to the original rankings.

2.5 Indexing citation contexts

We have seen how the descriptiveness of anchor text (andiatsbtext) has been put to use
in Web IR, by indexing it along with the page it describes. Vegéalso seen how hyperlinks
and anchor text may be likened to citations and their astmtdescriptive text; their contexts.
The aim of the work presented in this thesis is to explore dreindexing the contexts of
citations to a paper in combination with the paper itself kaprove the retrieval performance
achieved when only the paper is indexed. Some work has beenidthis area but no previous
experiments have used both citing and cited papers to tlesfylossible extent.

The idea of taking the terms that citing authors use to desai cited work and using
them as index terms for the cited paper predates the anaagmiof anchor text in Web IR.
O’Connor (1982) motivated the use of words fraiting statementas additional terms to aug-
ment an existing document representation. Though O’Coditbnot have machine-readable
documents, procedures for ‘automatic’ recognition ofngtstatements were developed and
manually simulated on a collection of chemistry journaicées. Proceeding from the sentence
in which a citation is found, a set of hand-crafted, mostiyteece-based rules were applied to
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Figure 2.2: Propagating anchor text for web page indexing.

select the parts of the citing paper that conveyed informnabout the cited paper. The selected
statements (minus stop words) were added to an existingseptation of the cited documents,
comprising human index terms and abstract terms, and a-scw# retrieval experiment was
performed. A 20% increase in recall was found using the gisitatements in addition to the
existing index terms, though in a follow-up study on bionvadipapers, the increase was only
4%; O’Connor attributes this drop to a lower average numbeiting papers in the biomedical
domain (O’Connor 1983). O’Connor concluded that citingestaents can aid retrieval but notes
the inherent difficulty in identifying them. Some of the sgien rules were only semi-automatic
(e.g., required human identification of an article as a »yend most relied on knowledge of
sentence boundaries. Sentence boundary detection is &iviaheomputational problem in
itself, particularly in scientific text, which is rife witrofmulae, unit abbreviations and textual
place holders. Nowadays, tools for sentence boundary tomteare widely available and a
solution to the problem of automatically identifying rewiarticles is also within reach: Nanba
& Okumura (2005) present a method for detecting surveylagicn a multilingual database.
More recently than O’Connor’s studies, Bradshaw (2003)@mgntedReference-Directed
Indexing(RDI), whereby a scientific document is indexed by the teat tiefers to it in citing
documents, instead of by the text in the document itselfs &gpical in IR. The theory behind
RDI is that, when citing, authors describe a document in $esimilar to a searcher’s query
for the information it contains. Thus, Bradshaw hypothesithat thigeferential textshould
contain good index terms for the document and shows an isereaprecision over retrieval
by the document terms alone, using a standard vector spasel ingplementation; 1.66 more
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relevant documents are retrieved in the top 10 in a smaluatain on 32 queries.

However, a number of issues may be raised with RDI. Firséiigrential text is extracted
using CiteSeer’sitation contexta window of around one hundred words around the citation.
This method is simplistic: the words that are definitely assted with a citation are variable
in number and in distance from the citation, so a fixed windalivmvoat accurately capture the
citation terms for all citations. Indeed, Bradshaw staltesdifficulty in extracting good index
terms automatically from a citation, echoing O’Connor. d&laaw’s experiment is limited by
the use of the Citeseer data and he does not compare withtaenyadives to the fixed window.
Secondly, RDI only indexes referential text and not the text the documents themselves, so
a document must be cited at least once (by a document awatlalihe indexer) in order to be
indexed at all. This has particular consequences for rgcpablished documents, as it takes
time for works to be disseminated, responded to and evéyititdd. RDI makes no fall-back
provision for uncited documents; Bradshaw'’s evaluatiarieked any documents that were not
cited and does not disclose how many of these there were.

Dunlop & van Rijsbergen (1993) investigated a similar tegha with a different applic-
ation in mind (i.e., retrieval of non-textual documents;tsias image, sound and video files).
Dunlop’s retrieval model uses clustering techniques tatera description of a non-textual doc-
ument from terms in textual documents with links to that doeut. In order to establish how
well these descriptions represent the documents, the ish@ths applied to textual documents,
indeed, to the CACM test collection, where the documentahbstracts from scientific papers
and the links between documents are citations. The expeticoenpared retrieval performance
using the cluster-based descriptions against using thendeats themselves; the cluster-based
descriptions achieved roughly 70% of the performance aedieising the document content.
Again, Dunlop did not measure performance using the clisised descriptions in combina-
tion with the document content. Additionally, the text takeom the citing papers was simply
the whole abstract and not specifically the text used in @ssoc with the citations.

2.6 Thesis goal and feasibility study

Thus, retrieval effectiveness using the combination ahtefrom citing and cited documents
has not previously been fully measured, nor compared wihue of terms from only cited
or citing papers. This thesis will therefore present thellisf retrieval experiments novelly
using the combination of document and citation terms, coagto using the document terms
alone, as illustrated in Figure 2.3. Our goal is to test theotlyesis that an existing document
representation comprised of the full text of the documeiitv@ enhanced by adding to it terms
from citations to the document.

As a preliminary test-of-concept experiment for this reskawe studied 24 citations to
one paper entitledhe Mathematics of Statistical Machine Translation: Paed®n Estimation
from the Computational Linguistics jourfaRitchie, Teufel & Robertson (200% present this
study in full. We manually identified the words from arounagk citations that specifically
referred to the paper. There is no explicit anchor text ier#ific papers, unlike in web pages,
where there are HTML tags to delimit the text associated wilink. Identifying which words
are associated with a citation is an interesting, compleklem, which has been discussed in
depth (O’Connor 1982, Ritchie et al. 20f)6 For example:

e The amount of text that ‘belongs’ to a citation can vary dseao a fixed window will

Shttp://acl.|dc. upenn. edu/ J/ J93/ J93- 2003. pdf
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... model to the chunk.

Here, the back-off model is applied only to the part thateddito get translation candidates.
3.1 Learning Chunk-based Translation

We learn chunk alignments from a corpus that has been wogthed by a training toolkit for
word-based translation models: the Giza++ (Och and Ney,®a0olkit for thelBM models
(Brown et al., 1993) For aligning chunk pairs, we consider word(bunsetsu/ebjgequences to
be chunks if they are in an immediate dependency relatipnsta dependency tree. To identify
chunks, we use a word-aligned corpus, in which source laggsantences are annotated with
dependency parse trees by a dependency parser (Kudo ed@2) and . ..

Figure 2.4: Example citation from P05-1068 to J93-2003hwateal’ citation terms irbold.

not accurately capture the citation terms for all citations

e Multiple citations in close proximity can interact with éaother and affect the ‘owner-
ship’ of surrounding words.

e Likewise, sentence boundaries (as well as paragraph atidrsboundaries) can indicate
a change of ownership, as they signal topic shifts.

Figure 2.4 shows an example citation context from this stgdyng a one hundred word
window around the citation, with the words that we identifesdspecifically referring to the
paper in bold font; the ‘ideal’ citation terms (in this ca2M model3. We then observed the
effect of adding the ideal citation terms from all 24 citasao the document terms and noted
four main points of interest.
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Rank
Ideal | Doc | TF*IDF Term

1 1 351.73 | french

2 2 246.52 | alignments
3 3 238.39 | fertility

4 4 212.20 | alignment
5 5 203.28 | cept

6 8 158.45 | probabilitieg
7 9 150.74 | translation
8 12 106.11 | model

9 17 79.47 | probability

10 18 78.37 models

11 19 78.02 | english

12 21 76.23 parameters
13 24 71.77 connected
14 28 62.48 | words

15 32 5757 | em

13 35 54.88 iterations
14 45 45.00 statistical
15 54 38.25 | training

16 69 32.93 | word

17 74 31.31 | pairs

18 81 29.29 machine
19 83 28.53 empty

20 130 19.72 series

Table 2.1: Ideal citation term ranking by TF*IDF.

Firstly, there was overlap between the citation terms anqmbimant document terms. Table 2.1
gives the top 20 ideal citation terms ranked by their TF*ICHues in the original document,
also giving the absolute rankings of these terms in the maigilocument in the second column
to give an indication of their importance relative to othennts in the document. From this we
see that the five document terms with the highest TF*IDFs vaége citation termsfrench
alignmentsfertility, alignmentandcept Thus, indexing the citation terms would reinforce the
visibility of these important document terms.

Secondly, the TF*IDF values of intuitively important degtor terms for the paper were
substantially increased by adding the citation terms. g&? shows the ideal citation terms
which moved most in the TF*IDF rankings as a result of addhngditation terms to the doc-
ument terms. For instancém is a distinctive term (with a high IDF) but appears only six
times in the document (and not even from the main text but faothors’ institutions and one
bibliography entry) yet one of the paper’s major contribos is the machine translation models
it introduced, now standardly referred to as ‘the IBM modeBonsequentlyibom occurred 11
times in the 24 citation contexts we studied dmai's TF*IDF is more than doubled when cita-
tion contexts are taken into account. This exemplifies haation terms can sometimes better
describe a document, in terms of what searchers might jpigusok for, as could be the case
of a researcher looking for Kleinberg’'s HITS paper.

Thirdly, 20 of the citation terms did not occur at all in thecdment itself. Table 2.3 lists
these ‘new’ non-zero TF*IDF terms and shows that many of thexe high IDF values, indic-
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TF*IDF Ideal

Term A Doc+ideal | rankA
ibm 24.24 37.46 28~ 20
generative 4.44 11.10 38 33
source 5.35 6.42 65> 44
decoders 6.41 6.41 — 45
corruption 6.02 6.02 _— 46

expectation 2.97 5.94 5% 47
relationship 2.96 5.92 52> 48

story 2.94 5.88 53- 49
noisy-channel 5.75 5.75 —52
extract 151 7.54 41> 38

Table 2.2: Term ranking changes (Ideal).

ating their distinctiveness, e.glecoderscorruption and noisy-channel Without the citation
index terms, however, the paper would probably not be retddor queries with these terms.

Finally, we noted that some highly distinctive terms thatmiot refer to the paper would be
wrongly picked up if a fixed window were used to extract thatoin terms. For instance, Giza
is the name of a toolkit that is used to train the IBM modelswaad developed after the models;
Giza is, naturally, not mentioned in the IBM paper and shautlbe used to index the paper.
However, since researchers who have used the IBM models ofte Giza to train them, the
termgizaoften appears in close proximity to citations to our exangaper, as in Figure 2.4.
Appendix A includes a list of the almost 400 ‘noisy’ termsttiagere picked up by the fixed
window but were not ideal citation terms. The appendix atsiudes the equivalent tables to
Tables 2.2 and 2.3 looking at the fixed window terms, rathan ideal citation terms.

This case study highlights several interesting effectssafigiterms from around citations
as additional index terms for the cited paper. However, nincé answer questions about how
successful a practical method based on these observatamus Wwe. The remainder of this
thesis describes the setting up and execution of a fulksegberiment to shed more light on
this question. A significant part of this research effort wpent creating a new test collection
of scientific papers in order to evaluate our experimentahook In the following chapter,
we describe why and how we built this collection, first giviagheoretical account of the test
collection paradigm used in IR evaluation.
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Term TF*IDF
decoders 6.41
corruption 6.02
noisy-channel 5.75
attainable 5.45
target 5.24
source-language 4.99
phrase-based 4.92
target-language 4.82
application-specifig 4.40
train 4.10
intermediate 4.01
channel 3.47
approaches 3.01
combinations 1.70
style 2.12
add 1.32
major 1.16
due 0.83
considered 0.81
developed 0.78

Table 2.3: New non-zero TF*IDF terms (Ideal).
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Chapter 3

Test collection

This chapter describes the creation of a test collectiomiehsific papers, which was necessary
for the evaluation of our retrieval experiments. Buildingeat collection is a difficult, time-
consuming challenge and there are many issues associatetheiprocess. In this chapter,
we first give a theoretical overview of the test collectiopesimental paradigm, with a view
to highlighting the issues that are relevant to our own te#lection. We discuss how test
collections are built, examining a number of specific exaapb demonstrate the different ap-
proaches that may be taken. We then consider some exissingpléections and show that they
are unsuitable for our retrieval experiments. In Chaptaretwill introduce the ACL Anthology
and discuss the reasons for choosing it as the documentiofiéor our experiments; now, we
detail the work that went into creating a new test collectound this document collection.
We conclude by describing the resultant test collection.

3.1 The test collection paradigm

The ultimate aim of the IR experimenter is to improve users&attion in the real world.
How best to judge the performance of retrieval systems attsk is by no means straight-
forward, however, and evaluation has consistently beeruecef contention over the years.
It began in earnest with a National Science Foundation spedsprogram in systems evalu-
ation (Brownson 1960).

Tague-Sutcliffe (1992) enumerates the design decisicatsthie experimenter must make,
including the choice between conductindadoratory or operationaltest. Operational tests
evaluate the performance of a retrieval system in a paatictéal working environment; one or
more complete systems are evaluated or compared, incltiggngusers, databases and search
constraints. The experimenter hopes to improve the largelidviby creating improvements on
a smaller portion of the real world. They are generally agtedbe more realistic and are, thus,
preferred. However, it is usually difficult to conduct testseal operational environments, as
such tests are likely to be disruptive to system operatiéiso, achieving the level of control
required for reliable results is usually not possible in @erational environment: there are
very many parameters in real searches. There are diffesentypes (e.g., Web surfers, patent
lawyers, academics) of differing levels of expertise, agader and nationality. The nature of
the searches can vary widely: queries can be simple or camiptead or specific; searches
may have a single, known relevant document or many, unkneiemant documents; the search
task may require everything relevant to be retrieved or ¢né/ most relevant items or only
unique/novel documents. There are different documenstyihey may be web pages, images,
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videos, patents or research papers; they may differ in fofeng., XML, PDF, HTML, OCR
output, plain text) and in length (e.g., news articles, eogrfice papers, abstracts, snippets, XML
elements). There are different search environments: thed decuments over which the search
ranges may be fixed or dynamic, large or small, flat or hiereatly structured; the environment
may allow interactive search (where the user can modify tipeery based on initial retrieval
results) or not. Thus, in experimental terms, there are taoynwariables in operational tests to
be able to control enough of them so that observed resultbeascribed to definite causes.

Consequently, most evaluations take the form of laboratesys. A laboratory test is a
simulation of some real retrieval situation conducted iraatificial environment, rather than
a test conducted in the real retrieval environment itsaiflaboratory tests, the experimenter
aims to improve real retrieval by modelling the real worldiameating improvements in the
modelled world. The more realistic the model, the more jikeis that observed improvements
will also be observed in the real world. Itis impossible todekthe whole world, due to the very
many parameters in real searches. Therefore, any labgtairmust limit what is modelled;
the experimenter must decide what part of the world they aieg to improve and model
that part. Thus, the laboratory model is not perfect; it isesaessary abstraction. However,
the experimenter has control over all variables in theitrieed, model environment; they can
keep all factors constant except the independent varibblewish to investigate. In operational
tests, the experimenter does not have control over thesbles. Laboratory tests, therefore,
offer increased diagnostic power over operational tests.

The Cranfield tests (Cleverdon 1960, Cleverdon, Mills & K&866) are generally credited
as the first laboratory tests and, furthermore, as havimgdanted theest collection paradigm
In this framework, a test collection comprises a documetiécion, a set of queries and, for
each query, judgements of which documents are relevantatogirery. Each of these three
constituent parts is an abstraction of some part of the redbvand, thus, has limitations and
issues associated with it; we will discuss each of them laténis chapter. To evaluate a sys-
tem, the experimenter submits the test collection queoi¢ise system and the system retrieves
documents; system performance is then evaluated by the/egh@sitions of the relevant versus
irrelevant documents in the retrieved document rankings.

One desirable property of a test collection is that itréesable A test collection is re-
usable if it is suitable to be used for the evaluation of défeé experiments, rather than being
engineered solely for one specific evaluation conductedatparticular time. Reusable test
collections are extremely valuable for several reasonstl¥;itest collections are very expens-
ive to create. The cost of having to create a new test calectan prohibit IR experimentation.
Secondly, as a fixed, static abstraction of the real worle téist collection allows for compar-
ative evaluations between different systems, technignd&aversions of systems at different
times. The more evaluations a test collection can be useth®smore of a contribution it can
make to the ultimate aim of improving retrieval in the realrido

Sparck Jones & van Rijsbergen (1976) discuss in detail theackeristics of the ‘ideal’ test
collection. Such a test collection would be reusable in titeeene: it would be suitable for
everyconceivable retrieval experiment. Thus, the results ofyeradrieval experiment would be
directly comparable. However, they concede that it is insfias for any one collection to have
all of the characteristics they list: many of the requiretseare contradictory. For instance,
the ideal test collection would be heterogeneous in cor{teitth documents from a range of
subjects, varying in specialisation and hardnesg)homogeneous in content. This is to allow
for experiments where, e.g., subject matter is the indep@nehriable under investigation as
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well as experiments where it is not. Furthermore, test cobtlas should represent real retrieval
environments and these can be homogeneous or heterogenasoibgect matter. Sparck Jones
& van Rijsbergen instead recommend the creation of a setlatiek hierarchical collections
such that experimenters can use different subsets or stpe@fsthe collections that have cer-
tain common properties and certain distinct ones, depgndintheir particular experiment.
However, such a set of collections has never been built.

Each part of a test collection is an abstraction of some gateoreal retrieval world; we
now consider the limitations and issues associated with.eac

3.1.1 Queries

Queries as an abstraction of information needs

A test collection’s query set is an abstraction of the inntahke user searches that are and will
be carried out in the real world. There are three notabldditioins with this abstraction: firstly,
the fact that queries, natformation needsmodel user searches; secondly, the staticness of the
queries and, thirdly, the finiteness of the query set. Weidengach of these in turn.

The first limitation concerns the nature of searching. Reaitches stem from an underlying
information needthis is the gap in the searcher’s knowledge that they widtiltdo model a
real search, what the experimenter ideally wants is annmétion need. However, information
need is an intangible quantity, internal to the person vhthrieed. To try to satisfy their in-
formation need, a searcher must express their need as g gegy representation of the need,
bound by the constraints of the search environment. Tay@8%) describes a continuous spec-
trum of question formation, from the unexpressed infororatieed (theisceral neefithrough
to the question as presented to the information systent@thmgromised neg@dTaylor’s discus-
sion is in the specific context of question negotiations leetwsearchers in reference libraries
and reference librarians, acting as the human intermedhaheir search. Nevertheless, much
of what is said applies to searches in general. In partictiare is an irresolvable difference
between information need and what is eventually submitieal rietrieval system. Even in the
real world, therefore, queries are a necessary, compramiadstraction of users’ information
needs. This creates an upper bound for the experimentendtpimodel real searches in the
laboratory; queries, not information needs, are the sigpint for modelling user searches.

A second limitation of query sets is that the dynamic, adaptiature of search is ignored
and searches are modelled as single, stand-alone quehisss Generally not realistic; Taylor
describes a user’s search as ‘merely a micro-event in anghifon-linear adaptive mechanism’.
In other words, what the user wants, expects and will acce@ satisfactory search result
will change throughout the search process. A query is sirapb/expression of their need as
they understand it at a particular point during their seatohmodern retrieval systems, there
is generally some element of interactivity in the searchcess; because results are usually
returned quickly, users can browse the results from th&ialrquery and submit a modified
guery based on the what has been retrieved. Teevan, Alvafadkerman & Karger (2004)
describe how users often choose not to specify their futirimfation need straight away, even
when they have a known target in mind. Instead, users coraumtienteering searchvhere
they navigate towards their target in stages, graduallgaiavg their full need in successively
more specific queries. This was supported in a study of seaimma digital library of technical
reports, which observed that more than half of queries tikved a user’s initial query built
on the previous query (Jones, Cunningham & McNab 1998).

The third limitation is that of the finiteness of the query.s@tere are infinitely many
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potential searches, from many different user types. Nbess, it is a practical necessity to
model them with a finite set. To create as realistic a modebasiple, though, the experimenter
wants a realistic sample of searches, i.e., many diffeliches and search types, from many
different users and user types.

Having noted the general limitations of the test collectiprery set, we now describe a
number of ways in which a set of queries can be arrived at.

Procuring a set of queries

The ways in which queries can be procured can be split intolimead categories, which we
will refer to asmanufacturingandobserving In manufacturing, queries are artificially created
for a given document collection. There is then the questfomtm creates those queries. The
obvious easy option is for the experimenter to create theiegi¢themselves. However, this
will not satisfy the ‘many users, many user types’ model.eAlatively, some other person or
persons might be recruited to create queries. For instanegpresentative set of users might be
hired to specify a number of queries they would typicallyrskdhe document collection with.

An advantage of such manufactured queries is that the gushiguld be closely related to
the documents; a test collection where the queries and demtsnare entirely disparate and
do not have many judged relevant documents will not be usefid comparative evaluation
tool. Additional measures may be taken to more strictly marthe degree of relatedness, e.g.,
an initial set of query suggestions might be filtered baseth@m many relevant documents
are found in a preliminary search of the document collectidanufacturing queries also has
the advantage that the query creator is at hand to more fpdlgify the information need or,
preferably, to make the relevance judgements for theingorethe document collection. As we
will see in Section 3.1.2, we assume that the query creatiheiest judge of relevance with
respect to their query.

On the negative side, manufacturing will be time-consunaimg) potentially expensive. Fur-
thermore, manufactured queries may not necessarily stamdrgenuine information need and,
arguably, do not model real searches well. The test cadleatiill be open to the criticism that
the queries have been engineered (perhaps subconsciaglyd bias towards a particular
experiment or system. This is particularly true of queriesated directly by the experimenter.

Alternatively to manufacturing them, queries may be predubby observing users of re-
trieval systems and adopting their real queries for the ¢eBection. This method has the
advantage that the queries represent genuine informagedsnas formulated by real users.
Observing queries may be one part of a larger study of humambehaviour. Saracevic, Kan-
tor, Chamis & Trivison (1988), for example, observed uséis database system, studying the
cognitive decisions and human interactions involved innfi@mation seeking process, as well
as the structure and classification of their search questidrevan et al. (2004) interviewed
university computer scientists about their most recentilefilta and Web search processes.

Rather than conducting a full user study, a cheaper way d@drebgy real queries is to use
query logs from operational retrieval systems. Logs prevadarge snapshot of the queries
that are occurring in the world; large enough to be used firssical analyses. Queries taken
from a log should give a representative sample of user tygpasty specificities etc. from
the real world. A disadvantage of observing queries is that queries are noisy: they can
contain typographical errors, misspellings and ambigsitiReal retrieval systems should be
robust to such imperfections. However, for many retrievagdeziments, robustness will not
be the primary focus and the effect of query noise may obdbereffects of the independent
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variable that is being observed. Thus, it is often reas@#blclean up’ noisy queries. A
far bigger problem with query logs is that they provide liedgitinsight into the information
needs underlying the queries; without the user at hand atid limited search context, the
experimenter cannot reconstruct the user’s original ndéuls may detract from the value of
having authentic queries.

In observational methods, there is also the question ofwthdicuments are in the observed
retrieval system’s index. If the system’s documents araiggntly different to those of the
test collection, the queries taken from a query log may higtle telation to the test collection
documents. For instance, it is unlikely that many queri&enarom a general-purpose Web
search engine’s logs will have any relevant documents iflaatimn of legal patents.

3.1.2 Relevance judgements

| can’t get no satisfaction.
— M. Jagger and K. Richards

Relevance as an abstraction of user satisfaction

The fundamental idea in IR evaluation is quite simple: gigemser’s query, a system should
return the documents that satisfy the user’s informaticedrend no others. We have already
established that information need is a difficult concepst &s it is non-trivial to define what
a user’s information need is, it is likewise difficult to pwmipt exactly what it means for that
need to be satisfied; satisfaction is something internasgmel and mysterious even to the user,
and will depend on the precise nature of their need. Unsingly, different user types may
be satisfied by different types of documents (or parts of dwmnts) and by different numbers
of documents. Consider, for example, a patent lawyer sgaydar existing patents that might
conflict with a proposed new patent; the lawyer will only besdeed by seeingverypatent that

is similar to the new patent idea so that they can determiziettie idea is sufficiently original
to be patented. On the other hand, a student searching féini&ida of an unknown term may
be satisfied with a single accurate snippet of a documens tlegiously, personal differences
between users of the same type will also lead to differentesiisfaction, e.g., two students
with that same definition search task may be satisfied byrdiftedocuments. In some cases,
a user might not even realise when their need has been ghtikfraight also be the case that
their need simply cannot be satisfied. Satisfaction canusiggd’ only by the person with the
information need, at the time of their need.

The termrelevances often used interchangeably with this difficult notion sk satisfac-
tion. It is such a problematic quantity that the literaturetbe subject is extensive and peri-
odically undergoes review (e.g., Saracevic 1975, Schariieenberg & Nilan 1990, Mizzaro
1997). What is considered relevant to a given query diffatsvben people. What a given
person considers to be relevant can differ over time and, a&n depend on what other docu-
ments they might have seen already. Sparck Jones (1990)tkisngp by saying ‘relevance is
situational to a unique occasion’.

In the test collection paradigm, a simplified definition oliexe&nce is used to model user
satisfaction, where relevance means somethingdigesal similarity, i.e., being about the same
topic. Given a user’s query, a system should return only deeichents that are about the same
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topic as the query. This makes relevance a relation betweery@nd individual documents
and has two notable consequences for IR evaluation: fickilgiiment relevance is independent
of other documents; secondly, relevance is constant.

Defining relevance as topical similarity means that documane relevant or irrelevant
independently of each other: whether or not a document isitaddopic is not affected by
what other documents are about the topic. This is not a teatisodel of relevance. Salton
(1992) notes that the effectiveness of retrieval can be aredsby determining thatility of
documents to users and that utility and relevance are naaime: a document that is relevant
to a query but does not contribute any information thataselto the user is unlikely to be
useful to them. In addition, Robertson (1977) notes thatesdatuments may be relevant only
when seen together, e.qg., if they present complementagctspf a topic. Nevertheless, it
follows from the topical similarity definition of relevandkat novelty of document content is
unimportant and, hence, that the order in which relevantid@nts are retrieved and presented
to the user is unimportant too.

A second, related consequence of the simplified definitidinasrelevance to a given query
is an intrinsic, constant property of a document. Whetheo@uthent is about a topic or not
will not change over time. Therefore, relevance can be definea static set of judgements
per query as to which documents in the document collectierrelevant to that query. Since
relevance is intended to model user satisfaction, we makdasic assumption that the user
(the query creator) is the person best qualified to make tiedseance judgements.

A third simplifying assumption is that relevance is dichotwus: a document is either about
a topic or not; a document is either relevant or irrelevahisoes not strictly follow from the
topical similarity definition of relevance, since docungeoan be deal with several topics and
may be more ‘about’ some topics than others; correspongisgine documents may be more
‘about’ a given topic than other documents. Nevertheldds,usual for the relevance judge-
ments in a test collection to be binary. Again, this is deferfrom real relevance, which is a
more continuous phenomenon. For instance, some documaptsatisfy a particular informa-
tion need entirely, whereas others may only be helpful fentdying other relevant documents.
Human judges generally report greater confidence when atldavmake relevance judgements
along a multi-valued scale (Katter 1968). Some experimetititg to model something closer to
real relevance by asking judges to grade documents foraletevaccording to some scale but
these scales tend to be idiosyncratic and incomparable.

The model of independent document relevance is a major gyimgi assumption and one
that is known not to be valid in general. This assumption, éne@w, allows the probability
ranking principle (PRP) to be proven to hold (Robertson }9The PRP says that if a retrieval
system ranks documents by decreasing probability of ratev#o the user, it will be the most
effective it can be to its users (Cooper 1972, cited afterdRisbn 1977). The PRP originated
from Maron & Kuhns’s (1960) idea that, since no IR system carekpected to prediatith
certainty which documents a searcher will find useful, a system mustssacily deal with
probabilities. An important consequence of the princplssumptions is that a system can
produce a ranking by considering documents individuadlther than considering all possible
rankings. This considerably reduces the computationalpbexity of the retrieval problem;
Stirling (1975) investigated an algorithm to find the optirdacument ranking but found it to
be too computationally expensive. Moreover, an optimakiragn need not exist: Robertson
(1977) discusses examples that demonstrate this.

Robertson concludes that the PRP is a general theory fa@vaktin the case that documents
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are relevant independently of each other but that there ongparable theory that takes de-
pendency into account. Schamber et al. (1990) called fopprogriately dynamic, situational
definition of relevance to be developed but, still todayréhse none. However, there has been
experimental work in this area relatively recently. Thor&adawking (2006) introduce a tool
for comparing whole result sets (not ranked sets, spedifjcasking the user for their judge-
ment as to which set they prefer for a given query. In this wWas/question of whether individual
documents are relevant and, therefore, whether theiraetevis independent, is bypassed. This
offers a potential solution to the inherent artificialityafier-the-fact judgements; it replaces the
user’s usual search interface and records their queriesattions and judgements at the time
of their search. Thus, the tool enables queries and real{tidlgements to be gathered for real
searches. However, because the tool elicits preferengeinents between result sets and, spe-
cifically, between pairs of result sets, it could not eas#yused for large-scale comparative,
reproducible evaluations in the same way that test collestare.

Zhai, Cohen & Lafferty (2003) develop evaluation metricsgobtopic retrievathat reward
systems for finding documents that cover as many subtopitsnna query as possible and
penalise systems for including redundant documents thagr¢be same subtopics. However,
these methods are still very new and it remains to be seerhethttey will become the basis
for a viable theory of retrieval with interdependent docuatrelevance. Thus, at present, the
independent relevance judgements in a test collection raagdmrded as a necessary, as well
as convenient, abstraction.

As with queries, the methodologies by which sets of releggmdgements are produced can
vary, as we will see in the following section.

Procuring relevance judgements

One of the most important factors in procuring relevancgments is who the judge is. As
for queries, there are several possibilities. The absglpteferred option is for the query cre-
ator to make all of the relevance judgements; this is a mafkste model of user searches,
where the person who issues a query to a retrieval systenmth&as some sort of evaluation
of the quality of the documents that are returned to themerAétively, someone other than
the query creator may make the judgements. In this caseydges familiarity with the query
subject matter is an additional factor; whether an expeiggus more appropriate may depend
on what sort of retrieval is being modelled. Finally, thekta$ making the judgements for a
query may be distributed among some set of people. This iseadistic as a model of a single
user’'s search. Judgements have been shown to differ befweges (e.g., Voorhees 1998)
and, although Voorhees showed that the measured relafeetieéness of retrieval systems
remained stable despite differences between judgemenireet different judges, these judge-
ment sets were created by each judge making judgementsef@athe document set; it is not
clear that distributing the judgements for the documenisetss the judges would likewise
produce stable system rankings.

There is the further question of when the judgements are madepreferable that all the
judgements be made (by the same person) at the same time asperson’s judgements have
been shown to differ over time (e.g., Voorhees 1998). Indealicase, the query creator would
make relevance judgements straight after writing theirgue

Given the simplified model of relevance, the way in which augoent’s relevance is judged
will be unintuitive; the judges must be tutored in how to makeir judgements within the
constraints of the model, e.g., to judge documents indeggghdof each other. Such tutoring
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is usually done through written guidelines, telling thematvbonstitutes a relevant versus ir-
relevant document. Nevertheless, the juddk make their judgements in some order; there
is a danger that their perception of relevance may be alteyeghrlier documents they have
judged, despite the guidelines (e.qg., in those cases wioeretent relevance is interdependent
described by Robertson (1977)). Thus, the eventual setigiEjments may differ depending on
the order in which the documents are presented to the judge.

To make a test collection reusable, the relevance judgenséould becompletei.e., every
document in the collection should be judged with respectvéwyequery. This allows precision
and recall, described in Section 6.2, to be calculated fgrpatential ranking of documents.
Precision is the proportion oktrieveddocuments that are relevant. Thus, without complete
judgements, precision can still be calculated, as long egdtrieved documents have been
judged, i.e., those in the ranking considered in the calimua Otherwise, precision for a new
system can be calculated relatively cheaply, by makinghfigdgements on the (potentially
very few) top ranked documents. On the other hand, recdiEiptoportion of théotal relevant
documents that are retrieved. Therefore, recall calanatare particularly affected by incom-
plete judgements, since there is no way to accurately akedhe total number of relevant
documents without judging every document.

The large scale of modern document collections makes it &#sipte to obtain complete
judgements, however. The number of hours required to makglete judgements is far too
high: Voorhees (2002) assumes a judgement rate of one dotyree 30 seconds and cal-
culates that it would take over nine months to make completggments for a single TREC
topic in an average TREC collection, which contains 800 @@€uments. (See Section 3.2 for
TREC.) Therefore, it is usually necessary to limit how mahyhe documents are judged. In
particular, it is usual to try to find all documents that arlevant to a query, judge these and
assume that unjudged documents are irrelevant. If eveeyart document had indeed been
found and then judged, this would be equivalent to havingmeta judgements. In thgooling
method(Sparck Jones & van Rijsbergen 1976), used in TREC, the toprdents from some
number of retrieval systems or methods are merged and oalgdbuments in this pool are
judged. The aim is to find all relevant documents in the podiijevkeeping the pool as shal-
low as possible. To this end, as diverse as possible a rargysta#ms should contribute to the
pool; it then becomes less likely that any future methodt(theé not contribute to the pool)
will return a relevant document that none of the pool methuals returned. Both automatic
systems and manual searches may contribute to the pool. dfeeunique relevant documents
a method contributes to the pool, the more valuable that odeith for the aim of finding all
relevant documents.

With the scale of modern test collections, it becomes irsinggly infeasible to be confident
that pooling will return all relevant documents. Zobel (89@stimates that at most 50-70%
of relevant documents have been judged in some TREC tesctiolhs. However, despite
this incompleteness, Zobel found that a pool depth of 108 @gual depth of TREC pools) is
sufficient to give reliable evaluation results, both for pestems and other systems, i.e., meas-
urements of relative system effectiveness are trustwatit/fair. Even so, pooling requires
a huge judgement effort and associated expense. Therdfiere, has been various work on
methods for selecting smaller sets of documents for judgérfnem the pool while trying to
maintain reliability.

Zobel (1998) proposed a variation of pooling where the pepkh is gradually incremented
per query. Whether a query’s pool is deepened and judgecthtstage depends on how likely
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it is that any of its new pool documents will be relevant, adaag to regression on the number
of new relevant documents that were found at previous pqathde Thus, the judgement effort
is concentrated on those queries that are likely to have neteeant documents; more relevant
documents should be found for a given amount of effort andréfiability of the measured
results should be increased. More recently, Aslam, Pavluiléh&z (2006) use a technique
based on random sampling to select documents from the pojoidging, rather than judge the
entire pool. Their method allows an accurate estimatioh®¥alues of the standard evaluation
measures that would have been calculated using the full TREG with only a small fraction
of the judgements. Carterette, Allan & Sitaraman (20063@n¢an algorithm for selecting the
document from the pool that will maximise the discrimingtpower of the set of judged doc-
uments, i.e., maximise the difference in average preciseiween systems contributing to the
pool. Their method is interactive: after each selected dwnu is judged, its relevance judge-
ment is taken into account to calculate the difference imaye precision that each remaining
unjudged document will create, if it is judged. The theoryibd the algorithm suggests a
natural stopping condition that indicates when sufficiesduinents have been judged, i.e., suf-
ficient to prove that the contributing systems are differarierms of average precision. Thus,
redundant judgement effort is avoided.

3.1.3 Document collection

Documents as an abstraction of search space

The documents in a test collection model the search spaceredlaetrieval environment.
Searches in the real world are conducted over a wide variegearch spaces, differing in
size, document genre, document length, document type aetblgeneity of documents in all
of these respects. The search space need not necessaribtibe As an extreme example,
the Web is a highly dynamic collection of mostly HTML docunt&rNtoulas, Cho & Olston
(2004) estimated that, every week, 8% of existing web pagereplaced with around 320 mil-
lion new pages and 25% new hyperlinks are created. Otherajgsarently dynamic document
collections may grow gradually over time, e.g., as new gaiars of documents are added
to archives. In the laboratory model, this is abstracted.oWde document collection used
in this model is necessarily static: complete relevancgeguaaents would be impossible on an
unknown set of documents. Issues arising from the changeetlire of dynamic collections,
therefore, cannot be easily investigated using test daies.

What makes a suitable document collection will depend ont wateeval situation is being
simulated, i.e., a collection of news articles is clearlguitable for evaluating techniques for
retrieving chemistry papers. Certain types of retrievadiraly produce queries with an element
of currency or time-dependency, e.g., searching for newsuorent affairs. In such cases, the
documents must be synchronous with the queries. This is@adpase of the notion of query-
document relatedness introduced earlier.

Similarly, the nature of the particular experiment or eadilon may impose requirements
on the document collection. An experimenter investigatineyrelative effects of different tech-
niques for document length normalisation, for instancédl,ivéied a collection with documents
of varied length. An evaluation of system performance ory g@ecific queries (i.e., with few
relevant documents) will require a collection with high digy of similar documents, to distin-
guish between systems that can and cannot identify relelmiments from similar irrelevant
ones.

A further issue is the size of the document collection. Maa} searches are conducted over
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very large document collections so, for a realistic mode#rge collection is often desirable.
It is generally accepted that the more documents, the béttevever, the question of whether
there is a minimum ‘good’ number is, as yet, unaddressedidt) the statistical effect of such
large numbers of documents on evaluation measure retialslcurrently unclear (Robertson
2007).

Procuring a document collection

Having determined the appropriate characteristics of t@uchent collection, there are two
broad categories of ways in which a collection may be pratuwee will distinguish between
manufacturedandreal document collections. Firstly, a suitable set of real doeats may be
obtained from various sources and artificially grouped tiogieby the experimenter. So-called
manufactured document collections are subject to simiiticisms as manufactured queries:
they may be engineered with a certain experiment or systamind, leading to a bias in any
evaluation results. Also, since they are manufactureautctbe argued that they do not model
real document collections well; real collections are colesets of documents that have been
grouped together for some real purpose, independentlyolfRiexperiment.

Alternatively, a real document collection may be apprdeda This has the advantage of
authenticity; results found on real collections are mokelli to carry over to the real world.
Using a real collection has the particular advantage tistlitefound in the laboratory may be
directly applied to the same collection in the real world. ii¢ed, dynamic collections cannot
be used in a test collection so using a real collection is nabgtion in, e.g., Web retrieval.
However, a static set of Web documents may be created in aemuohbvays, some of which
are more realistic than others. For instance, the resulés\&Web crawl performed provide a
‘snapshot’ of the Web at a particular time. On the other hanadjes from a certain limited
domain may be used.

In practice, the choice of documents for a test collectioh @ largely determined by
practical considerations, e.g., copyright issues, whatidwnts (or document collections) are
available and in what format, whether a financial cost is @ased with certain documents,
how large a collection can practically be managed etc. Isisily the case that some degree of
compromise will be necessary when procuring a documergctabin.

3.2 Methodologies for building test collections

Although a universally useful, ‘ideal’ test collection doeot exist, there are a number of test
collections available for IR experimenters. In this sattiwe examine a number of notable test
collections and how they were built. TREC is a large-scabeeghment-funded IR conference
which has produced several test collections for differBasks, e.g., on news text (the Ad hoc
task), Web material (the VLC/Web track) and biomedical doeunts (the Genomics track).
INEX is an initiative specialising in XML retrieval, whichds adapted the TREC methodology
to create test collections for its own requirements. Fné&lanfield 2 is a one-off comparative
evaluation of indexing language devices, which producerhallsest collection of scientific
paper abstracts.

3.21 TREC

The Text REtrieval Conference, run by NI5dnd ubiquitously known as TREC, opened large-
scale IR evaluation to the research community in 1992 (Meesh& Harman 2005). In 2006,
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there were 107 participating groups; the year before, theere 117. TREC evolved from the
DARPA? TIPSTER project (Merchant 1994, Altomari & Currier 1996,65E999), whose aim
was to improve IR and data extraction from real, large dalections.

The main TREC task was the Ad hoc task, which ran for eightsiedn TREC-4, the
conference expanded to include tracks, i.e., secondakg that focused on particular aspects
of the original tasks, e.g., the Robust track used Ad hocigsi¢hat were selected precisely
for being ‘hard’, or introduced new areas of retrieval reskae.g., the Video, SPAM, Question
Answering and Genomics tracks. Several specialised tdsttons were built for the purposes
of these tracks. The construction of these collections daghly followed the methodology for
the Ad hoc collections, with task-dependent deviationsseessary. The TREC test collections
are widely used as the data for current retrieval research, (Earterette 2007, Mizzaro &
Robertson 2007, Zhou & Croft 2007).

Ad hoc

The (English) Ad hoc collections are the most prevalent agalvily used of the TREC col-
lections. The Ad hoc retrieval task was devised to modelcbesr by expert users who work
intensively with information in large quantities and reguhigh recall: information analysts,
primarily. In each year of the task, the test collection wadaied slightly, as newopics(i.e.,
TREC terminology for queries) were created and additionaldhents were procured. Harman
(2005) gives a detailed, year-by-year account of how thiecmbns were built and analyses the
resultant collections.

Documents: The genre of the Ad hoc document collections has always bewa (i.e., news-
paper and newswire articles), patents and documents froimugagovernment departments.
The documents were mostly donated but, for some, the usglgts had to be purchased. The
majority of the documents are copyrighted so permissiorséand distribute those documents
also had to be obtained. The exact set of documents used eackaried slightly but always
included over half a million documents, to model the larggoooa that information analysts
typically search.

Queries: In each TREC, exactly 50 topics were used. Topics were adatanformation
analysts hired by NIST, i.e., real users from the type ofieesd being simulated. The topic
authors were instructed to devise topics with the specifoudeents for that year in mind. Trial
searches were conducted with these topic ideas and onesitch voughly 25 to 100 relevant
documents were found were selected as a topic. The intebgbimd this filtering was to
ensure that the topics represented a range of broader tmn@aruser searches. Over the years,
the guidelines for topic creation were gradually adjustetiyt to ensure that the topics were as
realistic as possible: originally, topic ideas were inggidirectly by the documents and could
be modified later in the creation process; later, the topatars were instructed to use their
own genuine information needs and their topics were not freati

The guidelines also specified the structure of topics, wharprised a number of named
fields each designated to specify some aspect of an infaymaéied. For instance, the narrative
field describes what constitutes a relevant document tottipit. The detailed topic design
was intended to provide a more thorough representation offarmation need, as opposed to
more traditional queries. This was to allow for broader agsk (i.e., into query construction
methods), to make it easier for the relevance judges to mak&Estent, independent judgements

2Defense Advanced Research Projects Agency, United StatearBnent of Defense
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and, also, to make the topics more understandable andbthereke the collections more
reusable.

Relevance Judgements: The relevance judgements were also made by hired analiysés;sa
by a single person for a given topic (for consistency) andepkin TREC-1 and TREC-2, by
the topic author (to emulate a real search). Pooling was; esexth of the systems participating
in the task contributed its top 100 documents to the pool.jlitiges were instructed to judge a
document as relevant if it contained any information thatilddoe useful in writing a report on
the topic, to model the high-recall searches of informatinalysts.

VLC and Web

The Very Large Collection (VLC) and Web tracks were intentieprovide a test bed for study-
ing issues from retrieval on document collections ordersagnitude larger than the Ad hoc
collections. See Hawking & Craswell (2005) for a thoroughamt of both tracks and their
associated collections. The VLC track came first and wassdevio investigate retrieval ef-
ficiency and scalability. The focus shifted towards evahgatVeb search tasks and the VLC
track was naturally succeeded by the Web track. As the tracksfdiverged from the Ad hoc
model, so too did the methods used in constructing the tdisictions. We highlight some of

the differences here.

Documents: The first VLC track simply modelled the same type of retrieamlthe Ad hoc
track but on a larger scale. Thus, the document collectios veaty similar to the Ad hoc
collections in genre but much larger: 7,492,048 mainly nam government documents, with
a small proportion of Web text. This was replaced in TREC-thWILC2, the results of a Web
crawl from the Internet Archivg totalling 18,571,671 documents.

Three collections for evaluating Web search tasks werdexie&/T2g, WT10g and .GOV.
These collections could be smaller, since the focus was midsues stemming from the size
of the Web. Two were created by selecting subsets of VLC2 itoasspecific task definition,
I.e., to investigate whether hyperlinks could be used tarawg ad hoc retrieval on web pages.
WT2g is the smallest subset, created to allow as completearete judgements to be made as
in the Ad hoc collections so that more direct comparisondccbe made with Ad hoc track
results; WT10g is a larger subset specially selected torershigh proportion of inter-server
links. Thus, these document collections were artificiatlyated from the more authentic Web
crawl collection to have characteristics suitable for dpeexperiments. These were succeeded
by the .GOV collection, created by a truncated crawl of they.domain, totalling 1,247,753
documents. This collection is more manageable in size thafull Web collection but is still
a natural, cohesive subset of the Web. Thus, the track hasgietbids methodology to create a
document collection that is as suitable yet realistic a rhasi@ossible.

Relevance Judgements: Shallower pools than in Ad hoc (by a factor of five) were usead fo
obtaining relevance judgements on the main collectionsrtda 2005). The reasons for this
were twofold. Firstly, because these collections are sdrtarger than any Ad hoc collection, it
would be impossible to assume even sufficiently completyagice judgements. Secondly, the
tracks were designed to reflect Web searches, rather thaigtheecall searches of information
analysts, and the evaluation focus shifted to achievinky pagcision.

A related difference is in the use of graded relevance jucggsin some tracks. In re-
sponse to the argument that, when searching the Web, userstarested in finding some
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highly relevant documents, rather than all relevant documehree-level judgements were in-
troduced in the main Web task, to explore the role of highlgwant documents in system
evaluation (Voorhees 2001).

Queries: For the VLC track, each year's Ad hoc topics were used alorty tie current
VLC document collection. When VLC was succeeded by varioeb Wacks, e.g., Web Topic
Relevance, Topic Distillation etc., specialist topics &esed instead, to better simulate those
Web search tasks. For example, in the Large Web task, the &0eguised were extracted
from Web query logs. In later tracks, e.g., Web Topic Releearraditional TREC-format
topics were reverse-engineered from query log queries.s,Timal queries were used but the
underlying information needs had to be guessed. In the Hoamge- Finding task, a random
selection of home pages within the collection were usedogscs’, i.e., targets.

Genomics

The Genomics track was created due to interest in experingewith more structured types of
data than newswire and, particularly, in using data in puiiditabases. The genomics domain
was chosen due to availability of resources. Initially, ad hetrieval was the main task; in
2006, the track focus shifted to passage retrieval for Quegtnswering. In each year of the
track, as more resources became available and the track &mlved, new test collections
and methodologies were developed. See the track overvimwadre details (e.g., Hersh &
Bhupatiraju 2003, Hersh, Cohen, Roberts & Rekapilli 2006).

Documents: The original Genomics collection consisted of 525,938 MBI records, which
contain (at most) abstracts and never full documents. This replaced in 2004 by a 10-
year subset of MEDLINE, totalling 4,591,008 records. Fa 2006 track, a new collection of
162,259 full-text biomedical articles was created from ebWkawl of the Highwire Press site,
with the permission of the publishers who use that site ttritdige their journals.

Queries: Topics for the 2003 ad hoc retrieval task were gene names taken a public
database. The task definition for that year was very speatiigghly, given a gene name, return
all documents that focus on the basic biology of that gen@e®@ames were randomly selected
from across the spectrum of genes in the database, accoodragous criteria, e.g., the number
of Gene Reference Into Function (GeneRIF) entries that jasen the database. A GeneRIF
is a statement about one particular function of a gene, ¢ghawth a MEDLINE reference to
the article that discovered that data. In subsequent trdbkstopics were based on genuine
information needs from biologists; free-form biomedicakgtions, initially, and, eventually,
structured questions derived from a set of track-specifiecttypes, e.g., What is the role of
genein diseas@ In each year, there were 50 topics, except in 2006 when @itggcs were
used.

Relevance Judgements: For the gene name task in 2003, the MEDLINE references from
GeneRIFs were used as pseudo-relevance judgements. Tkehtd limited resources and
this method is extremely cheap, since no relevance judgesequired. However, a GeneRIF
entry pairing an article with a gene namenist an explicit judgement of relevance, in terms of
the task definition. Furthermore, the GeneRIF ‘judgemeats’known to be incomplete. In
the later tracks, when more resources were available, mpolas used and explicit relevance
judgements were made by biologists. In 2004, the averagkdambh across queries was 75
documents and there were two judges; one PhD student anchdeeguaduate student in bio-
logy. In 2005, the pool depth was 60 and there were five judgtsvarying levels of expertise
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in biology. In 2006, due to the Question Answering natureheftrack, passages not full docu-
ments were judged; stricter guidelines for judging weredpaed and, additionally, judges were
given one hour of training. There were nine ‘expert’ judged 4000 passages were judged per
topic.

3.2.2 INEX

The INitiative for the Evaluation of XML retrieval, or INEXwas founded with the aim of
providing an infrastructure for content-oriented XML dogent retrieval, including a large test
collection of real XML documents (Govert & Kazai 2002). Theim INEX task is ad hoc
retrieval on XML documents, with additional XML-orientedsks being added in later years.
Like in TREC, the test collection has been augmented for eacdlial workshop and both the
retrieval tasks under investigation and the methodologsesl to build the test collection have
evolved over time. See the workshop overviews for more betaeach year's changes (e.g.,
Govert & Kazai 2002, Malik, Trotman, Lalmas & Fuhr 2006).

Documents: The original document collection consisted of 12,107 fekt IEEE Computer
Society articles of varying length with XML mark-up. In 2006712 new articles were added.
In 2006, a new collection of 659,388 Wikipedia articles watsdduced. Thus, INEX has two
document collections; one with a fairly broad but restdat®main and one open-domain col-
lection. Both collections were donated; the genres seeraute heen determined by document
availability rather than by the goal to model a specific estai environment.

Queries: The methodologies for queries and judgements closelyvigtbthose for TREC
Ad hoc with a few notable deviations. Firstly, the TREC tofionat was modified to incor-
porate XML structural conditions. More interestingly, gies and judgements were created by
the groups participating in the workshop, following wiitttNEX guidelines. This circumvents
the expense of creating queries and judgements. It alsotaffehe query selection process
in two ways. Firstly, each participating group used theinaystem to retrieve the top docu-
ments used in the filtering stage of candidate queries, ifirdteyear. Since 2003, a proprietary
INEX retrieval system was used in the filtering stage for ezaididate query, giving a more
consistent treatment across queries. Secondly, theiaritgrquery selection were extended so
that each group was allocated roughly the same number ofeguee., to evenly distribute the
judgement effort across groups.

Judgements: The relevance judgements for each query were made by the traticontrib-
uted the query or, where that was not possible, by a group whmieered with knowledge
in the query subject area. Thus, there is less control overtivd judge is than in TREC; the
judgements may be made by a different member of the same @®tipe query author, by
multiple different members of that group or by a member or ioers of a different group. The
judgements made differ from traditional relevance judgetstegraded judgements along two
dimensions were made, calleghaustivityandspecificity. The definitions of these dimensions
are specific to the nature of the XML task; we do not discussitimedetail here. However, in
2005, by its definition, specificity could be measured autaaly by INEX's online assess-
ment tool (according to the ratio of text within an XML comport that was judged relevant by
the judge), reducing the manual judgement effort.

4These dimensions were callagpical relevancendcomponent coverageespectively, in INEX 2002.

35



3.2.3 Cranfield 2

Cranfield 2 was an independent comparative evaluation @&xing language devices. After
World War 2, conventional indexing methods could not copthwie great quantity of sci-
entific and technical reports newly released from secueisyrictions. Consequently, many new
experimental indexing techniques were developed, caasgignents between the advocates of
each technique, as well as with professional librarian® défended their traditional methods.
Cranfield 2 was intended to settle the controversy, whilkliag some of the methodological
criticisms of earlier tests (Cleverdon 1960). See the ptagport for a more complete descrip-
tion of the Cranfield 2 methodology (Cleverdon et al. 1966).

The principles behind the Cranfield 2 methodology are thatyescientific paper has an
underlying research question or questions and that thgsesent genuine information needs
and, hence, valid search queries; that a paper’s referetée & source of documents relevant
to its research questions and that the paper author is theravfrihe information need and,
therefore, the person best qualified to judge the relevahtten references. Thus, papers are
a source of search queries, as well as a list of potentidibyaat documents, where the query
author is known; papers were the starting point for buildimgCranfield 2 test collection.

The methodologies for creating the document collectioeyigs and relevance judgements
are very much interdependent and less separable than ieghedllections we have already
looked at: the relevance judgements were interleaved Wélgtery creation process; the final
document collection was a product of this process. We wsltdss the queries first.

Queries: The queries were created by the authors of a base set of iicipaipers. The
authors were invited to formulate the research questiomdeheir work and, optionally, up
to three additional questions that arose during that wdritt they had (or might have) used
as searches in an information service. The written guidslgpecified that questions should
be given as natural language sentences. Questions weotesetrat were grammatical and
had sufficiently relevant references, as will be discusagst.l A small number of questions
were reformulated to remove anaphoric references, which the effect of authors returning a
series of interrelated research questions; all modifinatieere approved by the question author.
The majority of the original query authors completed a sdaound of judgements, giving the
final query set (Cleverdon 1997). Thus, the Cranfield 2 geegpresent genuine information
needs; the intention behind the methodology was to seekewwner of the need to write the
query. Furthermore, the source of these information neexsthe papers, were also a source
of potentially relevant documents: each paper’s referéistwas a list of documents that were
probably relevant to at least one of its underlying questiofhis was the starting point for
making relevance judgements.

Judgements: In their invitation to participate, the authors were alskeaisto judge how rel-
evant each reference in their paper was to each of the qnsstiey had given. Relevance was
measured on a 5-point scale, defined in terms of how usefulegeree was in answering a
given question, where grade 1 is most useful. Grammaticastipns with at least two refer-
ences judged as grade 1, 2 or 3 were selected for a secondabjutiiements. The reference
list in scientific papers is generally not an exhaustivedisiocuments that are relevant to the
issues in the paper; in a collection of documents from theedatd, there are likely to be other
relevant documents. In other words, judging the refereat@se is unlikely to give complete
relevance judgements. The scale of the Cranfield 2 colieet@ms small enough that trying to
get complete judgements was feasible.
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In the second round, a list of potentially relevant additlodocuments was sent to the
author, with an invitation to judge the new documents foevahce, using the same relevance
scale. The authors were also asked to weight the terms indhbestions according to a 3-
point scale of how important that term is to the question anlist any other search terms for
the question or a complete reformulation of the questiongtfessary. This was to allow for
experimentation on the relative importance of query terMaterials were sent to the authors
to try to make the judging process easier, e.g., the autbdgal question(s) and the abstract
of each of the new documents for judgement. Thus, all relev@ndgements were made by the
query author.

The list of potentially relevant documents was created bgrakination of two methods.
Firstly, the document collection (on paper) was searcheddnd. The queries were grouped
into small batches with very similar subject area and, f@hdaatch, the entire collection was
searched. Grouping the queries by subject was designeduoe¢he search effort. The search-
ing was done by post-graduate students with knowledge dfdlie The students were instruc-
ted to list any document that they suspected might be reldvam given query. The manual
searches were designed to be thorough: every documentaolteetion should have been con-
sidered for relevance with respect to every query, by a raviee in the field, who made liberal
selections based on potential relevance. In addition teetmanual searches, bibliographic
coupling was used to retrieve documents similar to the dirgadged relevant documents.
Thus, for each question, documents sharing seven or maeeneles with the source docu-
ment’s judged relevant references were included in theofigtotentially relevant documents.
The intention was that the list presented to the final judgelevoontain every relevant docu-
ment in the collection, rendering the final set of relevanciggments complete, effectively.

Documents: The Cranfield 2 collection started from a base set of scierg#per abstracts.
These papers were mostly on high speed aerodynamics bunelisded some on aircraft struc-
tures, so that the effect of having documents on two disaimhilpics could be examined. The
genre was determined by document availability, by virtuthefevaluation being conducted at
Cranfield College of Aeronautics. The base documents wégeted on the basis of being pub-
lished recently, being written in English and having at {éa® English references that were
published no earlier than 1954 and were likely to be easitgiobd. The final document collec-
tion consists of a) the base documents (abstracts) for véhittiors returned research questions,
b) their cited documents and c) around two hundred additidoeuments ‘taken from similar
sources’.

The Cranfield 2 test collection consists of 221 scientificriaseand a manufactured col-
lection of 1400 abstracts with a very limited domain. By desithe queries and documents
are closely correlated, because the source document atldocuments for each query are
automatically included in the collection.

Criticisms of Cranfield 2 methodology

Both Cranfield 2 (Cleverdon et al. 1966) and its predecessamfi@ld 1 (Cleverdon 1960) were
subject to various criticisms; Sparck Jones (1981) givesxaellent account of the tests and
their criticisms. The majority were criticisms of the testlection paradigm itself and are not
pertinent here. However, treource document principl@.e., the use of queries created from
documents in the collection) attracted particular cstics. The fundamental concern was that
the way in which the queries were created led to ‘an unndyucédse relation’ between the
query terms and those used to index the documents in thectoligVickery 1967). In other
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words, the author chose the words in the query after chodsegyords in the source document
when they wrote the paper. The words in the document will lezlds index the document.
Thus, the query terms are not inspired independently ofrtiex terms. Any such relationship
might have created a bias towards a particular indexinguage, distorting the comparisons
that were the goal of the project. A particular closeness/éen the query terms and source
documentindex terms would also create a bias towardsvetgéhese documents above others.

In Cranfield 1, system success was measured by retrievabeétbource documents and
only those source documents. This was criticised for being ansiaglification and a distor-
tion of real searching: in general, queries do not have aceodocument, nor even one pre-
specified target document. Furthermore, the suspectdredhip between queries and source
documents would have a critical effect in this case. Theuatan procedure was changed for
Cranfield 2 so that source documents were excluded from leesuand, instead, retrieval of
other relevant documents was used to measure success. efifosed the main criticism of
Cranfield 1. Despite this, Vickery notes that there werdl ‘gtirbal links between sought doc-
ument and question’ in the new method: each query author skegldo judge the relevance of
the source document’s references and ‘the questions .e f@anulatedafter the cited papers
had been read and has [sic] possibly influenced the wordihgsafuestion’.

The source document principle, thus, carries a potensiabdfi artificially close links between
queries and particular documents in a test collection.

3.3 ACL Anthology test collection

The particular kind of experiments proposed for our redeanposes certain requirements on
the test collection which rule out the use of pre-existing} ollections. Firstly, we require
documents with citations. This makes the TREC Ad hoc and Wi&2 test collections unsuit-
able. Secondly, we require the full text of both the citingl aited paper. This rules out the
earlier TREC Genomics test collections and, for instartoe,German Indexing and Retrieval
Test (GIRT) collections (Kluck 2003), in which most docurteeare sets of content-bearing
fields, not full-text documents. The CACM collection oféi$l and abstracts from the Commu-
nications of the ACM is likewise unsuitable. The 2006 TREGGmics collection of full-text
documents was not available when our work began and, regs;dtontains judgements for a
Question Answering task rather than document retrievatghlet al. 2006). The original INEX
collection of IEEE articles contains some citations but waly beginning to be made available
as our test collection effort was already underway. Thusgthivas no ready-made test collec-
tion that satisfied our requirements. Therefore, a suliatgrrtion of the research effort of
this thesis went into designing and building a test coltecaround an appropriate document
collection, the ACL Anthology, to be discussed in Chapter 4.

We have seen from the previous section that there are aite¥maethods for constructing
a test collection. The TREC Ad hoc methodology has becomesgtat epitomic; the col-
lections for later TREC tracks, as well as more recent coatpar evaluations, such as INEX,
have largely been built following the TREC model. This melblogy is extremely expensive,
however. Some of the TREC costs have been circumventeceindaliections, e.g., the cost of
hiring professionals to create queries and make relevardgements is removed in INEX by
requiring the workshop participants to contribute thisadag¢fore they are granted access to the
final collection. Nevertheless, that process is still exiely labour-intensive, requiring many
collaborators to contribute many hours of effort.

The TREC methodology was an unrealistic option in the cdrdgthis research. The Cran-
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field 2 methodology, on the other hand, is a far cheaper atemand, since we aim to work
with scientific papers, it was also readily applicable to@guirements and our resources. We,
therefore, altered the Cranfield 2 design to fit an existingependent document collection and
applied it to the ACL Anthology. The following section docents that process and describes
the resultant test collection. Appendix B.1 gives a detidemparison between the Cranfield 2
methodology and our adapted methodology.

In Section 3.2.3, we described the source document primeipdi the associated criticisms.
Though we have adapted the Cranfield 2 methodology, we toe $@wrce document queries
and must consider these criticisms. Firstly, we discoutnieneed source documents from our
evaluation, in keeping with Cranfield 2. Secondly, our tediection is not intended for compar-
isons of indexing languages. Rather, we aim to compare theteff adding extra index terms
to a base indexing of the documents. The influence that thesaocuments will have on the
base indexing of a document is no different from the influeofcany other document in the
collection. The additional index terms, coming from cibats to that document, will generally
be ‘chosen’ by someone other than the query author, with weviedge of the query terms
Also, our documents will be indexed fully automaticallyrther diminishing the scope of any
subconscious human influence. Thus, we believe that thesusgationship between queries
and indexing is negligible in the context of our work, as oggubto the Cranfield tests. There
is also, however, the question of whether citation termmftbe source documents should be
excluded from our indexing; if the source document termside gn unnatural advantage when
used as index terms, our method passes this advantage esiouite document’s cited papers.
This is an open issue that we do not investigate in this thegiseserve for future work.

3.3.1 Pilot study

While designing our methodology, we conducted a pilot stoilynembers of the Natural Lan-
guage and Information Processing research group and soiteabdse associates. This was
done in two stages. Firstly, informal one-on-one intengewere held with a small number of
people, discussing in detail their reasons for citing eagepin the reference list of one of their
papers. The aim of these discussions was to gain some instghtvhat ‘types’ of reference
there are and how they vary in importance or relevance. Wigedra relevance scale based on
the findings, trying to make the relevance grades and theargions reflect how paper authors
judge their references. We defined a new, 4-point relevacade ssince we felt that the distinc-
tions between the five Cranfield 2 grades were not approgdatee computational linguistics
domain and, also, we hoped to make the judgement task easmuifpaper authors. We chose
not to simplify to binary judgements, despite the fact theg standard evaluation measures
assume binary relevance. Firstly, there is evidence tlea¢xtra information in graded judge-
ments is useful in distinguishing between systems’ peréoroe (Jarvelin & Kekaldinen 2002);
asking for binary judgements would rule out possible expentation, since binary judgements
cannot later be expanded into more distinct categories.v&ealy, it is possible to convert
graded judgements to binary: graded judgements have bdapsmd in previous studies and
shown to give stable evaluation results (Voorhees 1998).

The possibility of a second round of judgements complicétteddecision to ask for graded

5Self-citation is the exceptional case. This would in thealtgw the query author to influence the indexing.
However, it seems highly improbable that an author wouldhliréking about their query whilst citing the source
document as previous work. Moreover, it would require malis intent and a knowledge of our methods to have
an adverse impact on our experiments.
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judgements. The relevance scale used in Phase One wasatefigthe specific task of grading
the relevance of cited papers in relation to the researchktigueunderlying the source paper;
the grades were described in terms of how important it woaltbbsomeone reading the paper
to read that cited paper. Judging the relevance of otherpdipe., papers not cited) is a slightly
different task and would have required a translation of éevance scale. It was not clear that a
directly interchangeable set of grades could have beenulated, such that a Phase One grade
4 was equivalent to a Phase Two grade 4 etc. Neverthelesss et clear when planning Phase
One whether Phase Two would definitely be carried out and vexidp use graded judgements
for Phase One.

The second stage of the pilot study took the form of a trial gtithe data collection. In-
vitations to participate and the pilot materials were egthtio around a dozen subjects from
the same group of people as in the first stage. We tried to atenthe real invitation scenario
as closely as possible: the invitees were given no prior iwgrar priming and we used their
most recent conference paper. As well as the altered ratevserale, we extended the Cran-
field 2 design to invite authors to list any relevant docuraghat they knew of from outside
their reference list, to try to increase the number of judgeelant documents. Three subjects
participated and were then prompted for feedback, e.g.,dffieult they found the task, how
long they spent on it, whether they found any parts of the paskicularly difficult. Another
invited subject gave useful feedback without participgtin

We received no feedback from the pilot study to suggest thatf@ur grades were not
expressive enough. The major design change that came dusaftage was that we decided
against asking authors to give additional relevant docusae®ne author found this to be a
difficult, potentially open-ended task. Also, we realishdttan author’s willingness to name
such documents will differ more from author to author thatl thieir choosing the original
references. This is because referencing is part of a stdisédrwriting process that they have
already completed, whereas optionally naming other rekegtacuments would take up more
of their time. By asking for this data, the consistency ofrilevance data across papers would
be degraded and the status of any additional judgementsivibeulinclear. Since additional
relevant documents would, in principle, be identified ineosel round of relevance judgements,
not asking for additional relevant documents in the firstncbghould not result in relevant
documents being missed.

3.3.2 Phase One

We altered the Cranfield 2 design to fit to an existing docurnelti¢ction, rather than creating
an artificial collection from the source documents and trefgrences. This gives us all the ad-
vantages of using a real document collection, rather thaaraufactured one; we are modelling
retrieval in a realistic environment. We designed our meétthegy around an upcoming confer-
ence that would be archived in the ACL Anthology (ACL-200%)e have several motivations
for this aspect of the design. Firstly, we know that, in amgs conference year, there will be a
large number of papers presented, from which we might geiegieSecondly, we assume that,
in any single conference year, papers from across the fi¢ld&vpresented, thereby giving us
a range of queries from the domain of the document colleclitirdly, we assume that, in any
single conference year, there will be papers by many diffeaeithors. Taken together, these
factors help us create a ‘many queries, many users’ modalrtlsowve assume that authors
from the conferences that are archived in the Anthology a@ple who are likely to search
the Anthology. As in Cranfield 2, our queries should repregenuine information needs; we
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further assume that conference papers (as opposed to jpapers) are written fairly recently
in advance of the publication so the information need igviise, fairly recent. This serves to
minimise the time between the original information need trecauthor formulating their query
for us. In summary, by asking for queries from recent comfeeeauthors, we hope to procure
a set of queries that is a realistic model of searches tha¢septative users of the document
collection would make.

We approached the paper authors at around the time of theremck, to maximise their
willingness to participate and to minimise possible chanigetheir perception of relevance
since they wrote the paper. Due to the relatively higtfactor of the Anthology, we expec-
ted a significant proportion of the relevance judgementieegatl in this way to be for other
Anthology documents and, thus, useful as test collectida.déSee Chapter 4 for in-factor
and its bearing on the test collection.) We applied our neklagy to two separate Antho-
logy conferences, to try to gather as many queries as pes#L-2005 in May 2005 and
HLT-EMNLP-2005 in October 2005.

The authors of accepted papers were asked, by email, forrdssarch questions and for
relevance judgements for their references. A sample emdib¢her materials are reproduced
in Appendix B.2 and our relevance scale is given in Table B&sonalised materials for par-
ticipation were sent, including a reproduction of their @egp reference list in their response
form. This meant that invitations could only be sent oncegaper had been made available
online, either on the author’'s own web site or through thehaldgy web site.

Each co-author of the papers was invited individually totipgrate, rather than inviting
only the first author. This increased the number of invitadithat needed to be prepared and
sent (by a factor of around 2.5) but also increased the hkelil of getting a return for a given
paper. Furthermore, data from multiple co-authors of thees@aper can, in principle, be
used to measure co-author agreement on the relevance task.isTan interesting research
guestion, as it is not at all clear how much even close cotktibess would agree on relevance;
our methodology should allow for investigation of this issu

3.3.3 Phase Two

In line with the Cranfield 2 methodology, we expanded ourdebection in a second stage. The
returns from Phase One are summarised in Section 3.3.4. Wdeicted some analytical experi-
ments with this data and observed that the values of, e.gR,lAprecision and P@5 increased
when queries with lower than a threshold number of judgeslegit documents were excluded
from the evaluation (Ritchie, Teufel & Robertson 2@D6(See Section 6.2 for definitions of
these evaluation measures.) Based on these results, vaedébat the relevance judgements
at this stage were too incomplete and that a second round@éjnents was necessary, though
the Anthology is too large to be able to expect complete jutg@s. The purpose of our Phase
Two was solely to obtain more relevance judgements for oarigs, to try to bridge the com-
pleteness gap. We used the pooling method to identify patgntelevant documents for each
of our queries, for the query authors to judge.

We reformulated some of the research questions returneldasePOne. Upon studying the
guestions, we identified several ways in which a number ahtiaere unsuitable as queries.
Mostly, these were artefacts of the method by which the gsesiere created: we did not ex-
plicitly ask the authors foindependensearch queries. Hence, where an author had returned
multiple research questions, the later questions somstooetained anaphoric references to
earlier ones or did not include terms describing the baakggiacontext of the research that had
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| Reformulation | Description |

Typo Corrected spelling or typographical error in the fre-
search question, as returned by the author.
Filler Removed part(s) of the research question that|did

not contribute to its meaning, e.g., contentless ‘filler’
phrases or repetitions of existing content.
Anaphor Resolved anaphoric references in the research gues
tion to ideas introduced in earlier research questions

from the same author.
Context Added terms from earlier research questions to
provide apparently missing context.

Table 3.1: Reasons for query reformulations.

been introduced in an earlier question. In addition, sonestions contained spelling or typo-
graphical errors and some were formulated elaborately dnogely, with many terms that did
not contribute to the underlying meaning, e.g., contesttbgtorical phrases or repetitions of
existing content. Robustness to such query imperfectmoaostside the domain of our research.
Therefore, in line with Cranfield 2, we minimally reformugat35 of the 201 research questions
into error-free, stand-alone queries, while keeping theri@se to the author’s original research
question as possible. Table 3.1 describes the four class@gry reformulation; Appendix B.3
gives a complete list of the reformulations we made.

For each query, we next constructed a list of potentiallgvaht documents in the Antho-
logy. The present author first ‘manually’ searched the emtimthology using the Google Search
facility on the Anthology web site, starting with the the lamits complete research question (or
our reformulation) as the search query then using suceegsiery refinements or alternatives.
These query changes were made depending on the relevanearoli sesults, i.e., relevance
according to our intuitions about the query meaning andagliigvhere necessary, by the au-
thor's Phase One judgements. Our manual searches wergiotly shanual in the same sense
as the Cranfield 2 searches: we did use an automated seafchtt@ than search through
papers by hand. We use the term ‘manual’ to indicate thefs&tgnt human involvement in the
searches. The manual searches took around 80 hours; theyawestly investment but we felt
that they would be worthwhile, in order to find more relevamtuiments for the second round of
judgements. We made liberal judgements, leaving the deénitdgements to the query author.

We then conducted some automatic searches. We ran the gjtrewvegh three ‘standard’
IR models, implemented in LemRir

1. Okapi BM25 with relevance feedback (probabilistic m@del

2. KL-divergence language modelling with relevance fee#l{itanguage modelling based
model)

3. Cosine similarity (vector space model)

The intention behind using standard models from acrossahger of different retrieval
model classes was to improve the reusability of the tesecttin. We did not include the

Shttp: //ww. | enur proj ect . org/
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output from any of our citation methods; with so few modelstdbuting to the pool, this
could arguably create a bias in the test collection towandsniethods we wish to evaluate.
We were also constrained by time, since we wanted to minithiselelay between the authors
making their first and second sets of judgements; we wangdjtiilgements to be as consistent
as possible, in keeping with the laboratory model of releganTiming considerations were
similarly taken into account when setting the parametershie three models; we had neither
the time nor enough relevance judgements from Phase Ongitoiggpthe models’ parameters.
We instead used what seemed to be reasonable parametegsditsed on a cursory review
of the related literature and Lemur documentation. Therpatar values we used are listed in
Appendix B.5.

We pooled the manual and automatic search results, inguwdimanual search results and
adding one from each of the automatic rankings (removindicites) until 15 documents were
in the list. If there were 15 or more manual search resultl; threse were included, as the
manual search results were felt to be more trustworthyngeaiready been judged by a human
as likely to be relevant. Our pool is very shallow compared REC-style pools; we rely on
volunteer judges and therefore needed to keep the effoetlaskeach judge to a minimum.

The list of potentially relevant documents was then randewhiand incorporated into per-
sonalised materials and sent to the query author with atatnwn to judge them. We tried to
make the task as easy as possible for the authors, to indfeadi&elihood that they would
participate. The materials included instructions and parse form in both plain text and PDF,
including the URL for a web page with identificatory detaits the papers (i.e., title and au-
thors) and links to the PDF versions of the papers, in ordaidthe relevance decision. Again,
sample materials are given in Appendix B.2.

We asked for binary relevance judgements in this seconddidon the reasons discussed
earlier and, also, in the hope that this would make the tasileetor the authors and encourage
a higher response rate. The instructions also asked autthmse research questions had been
reformulated to approve our reformulations, i.e., to comfthat the reformulated query ad-
equately represented their intended research questidrmtharwise to give a more appropriate
reformulation for resubmission to the pooling process.

3.3.4 Test collection statistics and analysis

In Phase One, out of around 315 invitations sent to conferaathors, 89 resulted in research
questions with relevance judgements being returned; 288egiin total. Example questions
are:

e Does anaphora resolution improve summarization (basedatent semantic analysis)
performance?

e Can knowledge-lean methods be used to discourse chunkensefit

Of the 258 queries, 20 were from authors whose co-authoralsadeturned data. We treat
queries from co-authors on the same paper as duplicatessandnly the first author's. We
discarded queries with no relevant Anthology-internagrefices but kept those whose only rel-
evant references were intended for the Anthology but noingtided in the archive Queries
with only one judged relevant paper in total, whether in timth®logy or not, were deemed too

"HLT-NAACL-2004 papers, for instance, were listed as ‘in gges’ on the web site but were added later so
could be included in our experiments.
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ACL Anthology Other test collections
All INEX |TREC8 | TREC

Statistic Phase Onel T | T1y2 || Cranfield2 | 2005 Ad hoc Robust
# queries 196 82 82 221 63 150 50
Mean # judgements per query (Rel) 4.5 48 114 7.0 57 94 131.2
Mean # judgements per query (Irrel 3.3 34 123 4.1 441 1642 24.768
# documents 9800 980p0 9800 1400 17,000 528,000 1033,000
Mean # rel judgements per 1000 dogs 0.46 049 1}16 5.00 3.35 18 0} 0.13

Table 3.2: Test collection comparison.

specific and also discarded. In total, 61 queries were discadue to these criteria, leaving 196
unique queries with at least one relevant Anthology refezeand an average of 4.5 relevant
Anthology references each. These are the queries in thedikginn of Table 3.2.

74 invitations were sent in Phase Two, totalling 183 queriglis is fewer than the 196
queries remaining after Phase One since 13 of the initiallgadded queries were found too
late to have (judged relevant) Anthology references, &ftexse Two had been executed. These
queries are included in the All Phase One set in Table 3.2.l&iy a small number of dis-
carded queries were mistakenly included in Phase Two. Thesees are likewise included
in All Phase One but not in the later sets;.} is the complete test collection, i.e., the set of
queries for which we have both Phase One and Two judgemedtsliinose judgements.1T
represents the 1l > collection prior to Phase Two, i.e., the same queries but witly Phase
One judgements.

44 Phase Two response forms were returned, giving judganienB82 queries in totél
Appendix B.4 gives the final list of queries, which are idéetl by the ACL Anthology ID
of the source paper, combined with the author’'s surname aedj@ence number. 22 of these
had been reformulated and all were approved by the auth@péxwo. In both cases, the
author submitted an alternative reformulation for poolamgl a new list (including the previous
manual search results) was sent back for judgement. Bottoesujudged the (non-duplicate)
documents in the new list.

Table 3.2 also compares our test collection to some othecadections. After Phase Two,
the average number of judged relevant documents per quéty4shigher than for Cranfield 2,
which had an average of 7.0 (Cleverdon et al. 1966). It ifletdl in comparison to, e.g., the
TREC Ad hoc track, with an average of 94 judged relevant danimper query (Voorhees &
Harman 1999).

However, the scientific aspect of the collection makes iy dfferent in nature from TREC,
with its news articles and related queries. Intuitivelycdngse most scientific queries are very
specialist, we do not expect a large number of relevant deotsrper query. A more appro-
priate modern comparison might be with TREC Robust (VoosH&#05), whose queries are
selected precisely for being ‘hard’, i.e., having few ralevdocuments. Furthermore, the doc-
ument collection is also small in comparison to TREC andbissibly influences the absolute
number of relevant documents per query. We have 1.16 juddedant documents per thousand
documents, compared with 0.18 for TREC 8 Ad hoc and 0.13 fdECRobust. Cranfield 2
has 5.00 judged relevant documents per thousand documantisese judgements are com-

8In fact, judgements were returned for 83 queries, including discarded query with no relevant Anthology
Phase One judgements, mistakenly processed in Phase Two.
9Counted fromht t p: //trec. ni st. gov/ data/t 14 robust. htni .
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plete, made by searching the entire collection of 1400 d@ruis) an infeasible task for modern
collections, including our own.

Perhaps the closest modern comparison is with the INEX 2686dollection, with its
17,000 IEEE articles; it has 3.35 judged relevant articiersstpousand articles. However, the
INEX judgements are made on a much deeper pool than we caalidtieally have used and
it is probable that their judgements are closer to compl&lereover, these document-level
judgements are obtained from the original element-levag@ments by simply treating any art-
icle containing a judged relevant element as relevant: #neynot bona fide (document-level)
judgements.

3.4 Chapter summary

The test collection paradigm raises some theoretical aadtipal issues for the IR experi-
menter; particularly for those intending to build a testiection. At the time when this work
began, no available test collection was suitable for ouegrgental evaluation; we need a test
collection with the full text of many cited and citing papers

We have described how we created a new test collection arinendCL Anthology. The
popular TREC-style methodology is too expensive for usdeiad, we updated and adapted the
Cranfield 2 methodology to our needs. Our queries are thamgsguestions behind papers in
the Anthology, as formulated by the paper authors themsel@eair relevance judgements are
made by the query authors and include judgements on the@rsapferences and other papers
in the ACL Anthology; we used pooling to find potentially redat, non-cited papers in the
ACL Anthology. The resultant test collection is small comgzhto other modern collections
but we believe it to be a realistic and appropriate collecta our purposes.
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\ Grade \

Description and examples \

The reference is crucially relevant to the problem. Knowlelge of the contents of the
referred work will be fundamental to the reader’s understanding of your paper. Often,
such relevant references are afforded a substantial amountf text in a paper e.g., a
thorough summary.

e In the case of subproblems, the reference may provide a etenpblution (e.g., &
reference explaining an important tool used or method adbfutr the research).

¢ |n the case of the main problem, the reference may providerplete solution (e.g.
an existing, alternative solution to the problem that yowrkwdirectly contrasts or
proves incorrect).

e In either case, the reference may provide a partial solutian your work builds
upon (e.g., previous work of your own or others that your entrrwork extends or
improves).

The reference is relevant to the problem. It may be helpfuldr the reader to know the
contents of the referred work, but not crucial. The referen@ could not have been sub-
stituted or dropped without making significant additions to the text. A few sentences
may be associated with the reference.

e The reference may be the standard reference given for aartitool or method
used, of which an understanding is not necessarily reqtiréallow your paper.

e The referred work may give an alternative approach to thblero that is not being
directly compared in the current work.

e The referred work may give an approach to a similar or relptetdlem.

The reference is somewhat (perhaps indirectly) relevanta the problem. Following
up the reference probably would not improve the reader’s unerstanding of your pa-
per. Alternative references may have been equally appropate (e.g., the reference was
chosen as a representative example from a number of similareferences or included
in a list of similar references). Or the reference could havebeen dropped without
damaging the informativeness of your paper. Minimal text wll be associated with the
reference.

e The reference may be included to give some historical backgt to the problem.

e The reference may be included to acknowledge a (non-djitcatribution.

The reference is irrelevant to this particular problem.

=)

e E.g., areference about an implementation strategy maydievant to a subproblen
about evaluation strategy.

Table 3.3: Graded relevance scale.
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Chapter 4

Document collection

In our experiments, we propagate text from citing paper#éa apers to be used as additional
index terms. Therefore, references from documents in gtetdlection to other test collection
documents will be most useful. We call thesternalreferences. It is practically impossible to
find or create a collection of documents with only internérences but the higher the propor-
tion of these, the more useful the test collection will bediteition experiments. We discussed in
Chapter 3 why real, naturally occurring document collawtiare preferrable in retrieval experi-
mentation; to build our test collection, we therefore lodkar an existing document collection,
from a relativelyself-containedcientific field. When choosing a field to study, we looked for
one that is practicable for us to compile the document ctiac- freely available machine-
readable documents; as few as possible document stylesle- stiliensuring good coverage
of research topics in the entire field. Had we chosen the raktiedd or bioinformatics, for
example, the prolific number of journals would have been alpra for the practical document
preparation.

Computational linguistics (CL) is a small, homogeneousaesh field and one that we
intuitively recognise to be fairly self-contained. The ACAssociation for Computational Lin-
guistics) Anthology is a freely available digital archive@L research papetsit contains the
most prominent publications since the beginning of the fielthe early 1960s, consisting of
only one journal, six conferences and a few other, less itapbpublications, such as discon-
tinued conferences and a large series of workshops. Tablests these publications and their
official identifiers. The archive totals more than 10,000e9&p In the ACL Anthology, we
expect a high proportion of internal references within atreély compact document collection.

We empirically measured the proportion of Anthology-intrreferences, using a sample
of five papers from each of five of the Anthology’s main pultiicas. We found a proportion
of internal references to all references of 33.00% (thtactor). Table 4.2 shows the in-factor
within each of the five publications. We wanted to compargthimber to a situation in another,
larger field (namely, genetics) but no straightforward cangmn was possibte as there are
very many genetics journals and quality of journals propaddhys a larger role in a bigger
field. We tried to simulate a collection that is similar to tb&ven main publications in the
Anthology, by considering a range of fixed groups of gengtiausnals. We used the ISI Journal

thtt p: // waw. acl web. or g/ ant hol ogy/

2This is our estimate, after substracting non-papers sutéttass to the editor, tables of contents etc. At the
time of writing, the Anthology web site reports that it cang 12,500 ‘papers’. The Anthology is growing by
around 500 papers per year.

3At the time our work began, the full-text TREC Genomics octilen was not yet available.
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ACL Anthology publication
Proceedings of the Annual Meeting of the ACL (ACL)
Proceedings of the North American Chapter of the ACL (NAACL
Proceedings of the International Conference on ComputaitiLinguistics (COLING)
Proceedings of various ACL workshops
Proceedings of the Human Language Technology Confereé#cE) (
Computational Linguistics Journal
Proceedings of the European Chapter of the ACL (EACL)
Proceedings of the Applied Natural Language Processingezence (ANLP)
Proceedings of the International Joint Conference on fdhttanguage Processing (IJCNLP)
Proceedings of the Theoretical Issues in Natural Lang&ageessing Conference (TINLAR)
Proceedings of the Tipster Text Program
Proceedings of the Message Understanding Conference (MUC

TXA—>MoISOZT0

Table 4.1: ACL Anthology publications and their identifiers

% Internal

ACL Anthology publication references
Computational Linguistics Journal  18.41%
ACL Proceedings 33.54%
COLING Proceedings 42.70%

HLT Proceedings 37.26%

ANLP Proceedings 33.10%

o (Mean) | | (33.00%) |

Table 4.2: Proportion of internal references in ACL Antlmpigapers.

Citation Reports’s Genetics & Heredity subject categorgasdefinition of the field and took
samples of five papers from various subsets of these 1204gtsfirWe varied the following
factors in our subsets:

1. Range of journal impact factSréMixed vs Top)
2. Number of journals (5 vs 10)

3. Definition of internality (Local vs Global)

In the Mixed subsets, journals ranging from high to low imgactor were sampled whereas,
in the Top subsets, the top journals as ranked by impactrfaete taken. The Top subsets were
intended to simulate the fact that the Anthology containstrobthe prominent publications in
the field: impact factor is an indicator of the relative ‘innance’ of a publication. Likewise,
the Mixed subsets simulate how the Anthology covers mogtetital publications in the field,
I.e., from across the range of importance. Local is thetstriaf our two definitions of reference
internality, meaning a reference to a journal within the eambset. Global internality is more

“http://scientific.thomson.con products/jcr/
5Journal impact factor is a measure of the frequency with whgaverage paper is cited and is a measure of
the relative importance of journals within a field (GarfieRir2).
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Journal | % Internal references
subset Local Global
Mixed 5 4.35% 13.60%

Mixed 10| 5.13% 16.81%
Top 5 7.00% 20.81%
Top 10 | 13.13% 22.70%

Table 4.3: Proportion of internal references in genetigepa

liberal, meaning a reference émyjournal in the I1SI Genetics & Heredity category. Table 4.3
gives the in-factors within each of these subsets, usinly that local and global definitions of
internality.

The highest in-factor measured was 22.70%, from the Topurd @ subset, using global in-
ternality; this is lower than the 33.00% measured for thehAldgy and could only be achieved
by an impracticably large collection: there are 120 jousnalthe ISl list. This supports our
hypothesis that the Anthology is reasonably self-contii¢ least in comparison with other
possible collections. The choice of computational lingasshas the additional benefit that we
are familiar with the subject matter and can better analyskiaterpret experimental results
(i.e., retrieval results) using our knowledge of the fieletter than we would be able to in, e.g.,
the biomedical domain.

Hence, we centred our test collection around the ACL Antgpl®ur document collection
is a~9800 document snapshot of the archive; roughly, all doctsneublished in 2005 or
earlier, with non-papers (e.g., letters to the editor) reealo Anthology document identifiers
are of the form ‘J00-1002’, where the ‘J’ indicates the doeufns from the Computational
Linguistics journal, the following ‘00’ is the last two diggiin the document’s publication year
(2000) and the four digit number following the hyphen is aqua identifier within the JOO
documents. Figure 4.1 lists the identifiers for the pubidet archived in the ACL Anthology.
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Chapter 5

Document processing and citation
database

The ACL Anthology documents are archived in Portable DoaurRermat (PDF), a format de-
signed to visually render printable documents, not to pueseditable text. In order to conduct
our experiments with citation information, using the tesdanh around the citations, the PDF
documents must be converted to a fully textual format andgssed to identify and access the
pertinent information. A pipeline of processing stages degeloped in the framework of a
wider project, illustrated in Figure 5.1; the final two presmg stages, in dotted outline, are
those developed for this thesis work.

- Reference list  Citation :
processor  processor

Gy .

PTX PTX
OmniPage pre—processor template

PDF

Presentational
structure
XML

IXML

Logical
structure
XML

+ Reference
list

XML

+ Citation
XML

Figure 5.1: Document processing pipeline.

Firstly, OmniPage Pro #4a commercial PDF processing software package, scans ke PD
and produces an XML encoding of character-level page laydatmation. Al algorithms for
heuristically extracting character information (similatOCR) are necessary since many of the
PDFs were created from scanned hard copies and others domairccharacter information in
an accessible format. The OmniPage output describes aaspett blocks with typesetting in-
formation such as font and positional information. Nexptivgare package called PTX (Lewin,
Hollingsworth & Tidhar 2005) first filters and summarises @niPage output into Interme-
diate XML (IXML), as well as correcting certain charactéigserrors from that stage. Then,
a publication-specific template converts the IXML to a l@ji¥ML-based document structure
(Teufel & Elhadad 2002), by exploiting low-level, presdidnal, style information such as font

Ihtt p: // wwwv. scansof t . coml onmi page/
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1. Trevor Strohman, Donald Metzler, Howard Turtle, and
W. Bruce Croft. 2005. Indri: a language-model based
search engine for complex queries. Technical report,
University of Massachusetts.

2. Simmons, R. and Slocum, J. 1972 Generating English diseou
from semantic network€Communications of the ACWb (10)
October, 891-905.

3. [11] Simmons, R., and J. Slocum, "Generating English Discourse
from Semantic NetworksComm. ACM 15, 1QO0ctober
1972), 891-905.

Figure 5.2: Reference examplesken from (1) N06-1050, (2) J82-2003 and (3) J81-1002.

size and positioning of text blocks. As part of this procegstage, PTX tries to identify where
the reference list starts and ends, and where the indivigfedences in the list start and end;
the XML document output by PTX thus includes a basic annatati the reference list.

The subsequent processing stages were developed by tlemtpaesghor for the purposes
of this research and are described in more detail in theviatig sections. They incrementally
add more detailed information to the logical representatiirstly, the paper’s reference list
is annotated in more detail, marking up author names, téithes years of publication in the
individual references. Finally, a citation processor tifees and marks up citations in the doc-
ument body and their constituent parts, e.g., author nameéyears, before associating each
citation with the corresponding item in the reference Esttracting this citation and reference
information is a non-trivial task, for which high precisiomethods have been developed inde-
pendently (Powley & Dale 2007). Once the documents are psack we extract the citation
information required for our retrieval experiments to aatbatse.

5.1 Terminology

At this point, a note about terminology is appropriate. Aatidn is a directed relationship
between two documents: when document A cites document Bs thereferenceto B in A
and B has received @tation from A. Strictly speaking, a document’s citations meansithe
coming acknowledgements it receives from other documémesputgoing acknowledgements
that a document gives to others are its references. In teEghwe are concerned with both
citing and cited documents, with references and citatiomgjeneral, we try to maintain this
terminological distinction. However, in this chapter, wealiss a document’s references at the
typographical level and, in particular, we distinguishvioetn the full textual reference listed in
the bibliography (or reference list) at the end of the doauinaad the textual markers in the
document’s running text that show at which specific pointefarence is being cited. When
this is the case, we will reserveferencefor the former and misappropriate the teaitation
for instances of the latter.
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5.2 Reference list processing

Referencing is a standardised procedure, where certaispaafied information is given about
a cited work. Nevertheless, there is a great deal of vanaimong references. Firstly, there
are references to different types of document, for whicghsly different information must
be given. Secondly, there are many different referencestyletween which the ways that
information is presented can differ greatly. Consider thangple references in Figure 5.2,
reproduced exactly as they appear in the ACL Anthology mafrem which they are taken.
The first is a reference for a technical report, consistingughors, publication yeatr, title and
institution, whereas the second is for a journal articlepakith author, publication year and
title but then journal name, volume, number and page numiddrs third example is another
reference to the same journal article but in a differentestylhere the reference is numbered,
the same information is presented in a different order, thuenal name is abbreviated and
the punctuation, capitalisation, italicisation and endleoing conventions are different. In all
three references, the format of the sequence of author nemBferent. Thus, the task of
automatically extracting bibliographic information froraference lists is non-trivial. In the
input to our reference list processor, the reference ligtlisady segmented into individual
references. Our method uses heuristics and a library oflaegupressions developed by a
thorough study of the reference styles in ACL Anthology papeven in such a limited number
of publications, the range of styles is considerable. Rdttan attempt an exhaustive annotation
of each reference, we search only for those pieces of infiom¢hat a) we need to extract for
later processing stages and/or b) are useful for identfthimse required pieces of information.
Namely, we tag the reference title, the author name(s) (anpkrticular, the surname(s)) and
the date of publication.

For each reference, the processor begins by searchingifaysthat look like a publication
year. Next, the string preceding the publication year iscdesal for a list of author names.
Thirdly and finally, the reference title is tagged in thersggrimmediately following the public-
ation year.

5.3 Citation processing

First appearances suggest that the textual format ofaitsts more restricted than that of refer-
ences: there are three broad categories of citation styielvwve will callnumeric abbreviated
andnominal In the numeric style, each item in a reference list is numtband citations in the
running text are simply bracketed numbers that correspdtidthe list. Similarly, in the ab-
breviated style, each reference is given an identifier féated from, e.g, the author names and
publication year, which is used as the citation, e.g., [@hhBhese two styles are rarely seen in
ACL Anthology papers, however, where the nominal style esptent. Here, citations roughly
consist of bracketed names and dates. Yet there is still membe for complication within this
style, as illustrated by the examples in Figure 5.3, agakern from ACL Anthology papers.
Citations can begparentheticor syntactic depending on whether the citation is a neces-
sary grammatical constituent in the sentence in which iugcd.e., whether it syntactically
functions as a noun phrase. This is sometimes distinguigxddally by bracketing the entire
parenthetic citation (as in example 1 of Figure 5.3) or legwhe author names outside the
bracketed part for syntactic citations (as in 2). Lists dhaunames can be conjoined with an
ampersand (as in example 3), insteadmd or lists may be abbreviated usiatal (example 4),
though this abbreviation may only occur in the second aret leitations to that reference in
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1. (Bikel, 2004) [taken from W05-1528]
2. Grosz, Joshi, and Weinstein (1995) [J99-4007]
3. (articulated in Kintsch & van Dijk [1978]) [J99-4006]
4. (Marcus et al., 1993) [P03-2036]
5. Cohen’s model (1981)95-3003]
6. (for example, McCord, 1990; Hobbs and Bear, 1990) [J94-4005]
7. Pollard and Sag (1994, p. 360, fn. 20) [J97-4003]
8. (Grosz, Joshi, and Weinstein, 1995 henceforth GJW)...
GJW (1995, p. 215, footnote 16) [J97-3006]
9. (Charniak, 1997; Collins, 1997, 2000; Eisner, 1996) [P04-1058]
10. Prince’s (1981; 1992) [P98-2204]
11. (Grosz 1977a; Grosz 1981) [J99-4006]

12. (Kameyama 1986; Brennan, Friedman, and Pollard 1987Eudjenio 1990, 1996;
Walker, lida, and Cote 1994; Strube and Hahn 1996, inter sdia also citations within
GJW, forthcoming papers in Walker, Joshi, and Prince ingpr&@sd psycholinguistic stud-
ies described in Hudson-D’Zmura 1989, Gordon, Grosz, atith@i 1993, and Brennan
1995)[J97-3006]

Figure 5.3: Citation examples.

the text. Example 3 also illustates how the type of the briackan differ, especially when
citations interact with other parentheticals in the texgnt3ctic citations can occur as part of
possessive noun phrases, e.g., examples 5 and 10. Adtigiongs can also appear both before
the names (example 6) and after the dates (example 7). Reé&srevhich are cited frequently
in a given paper may be cited in full once, introducing an abiation for the citation to be
used from then on, as in example 8. Citations to multiple jpakibns can appear as sequences
within the same brackets (example 9). When publicationfiégnsdame citation group are by
the same author(s), the author list may be presented onby, evidle the publication dates are
listed in sequence (example 10), or each citation may bespted in full (example 11). This
example also shows how citations to different publicatiwhgh share the the same author list
and publication date may be distinguished using additiohatacters concatenated to the pub-
lication dates. Authors sometimes typeset/format theéations manually rather than using a
bibliographic software tool, which can result in errorfuiddor non-standard citations. Finally,
any combination of these features may occur together, ta 8mme hugely complex citations
(example 12).

In order to be able to automatically recognise instancesict & complex phenomenon in
our documents, we first conducted a detailed study of théanitéormats in ACL Anthology
documents. We next developed a comprehensive grammar afregkpressions for textual
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citations. Figure 5.4 gives some example regular expras$iom our citation grammar, repro-
duced in full in Appendix C. Our citation processor beginsdgxyracting all author surnames
from the annotated reference list to a lexicon. This lexionsed to search for and annotate
instances of those surnames in the parts of the documenarbaif interest, e.g., title, ab-
stract, paragraphs in the body of the text, footnotes etrallyj beginning from the annotated
surnames, the citation grammar is used to search for tektadbks like constituent parts of a
citation, annotate them and combine them into larger ctugstis and, eventually, a complete
citation. In a first post-processing stage, the textuatioiteannotations are converted to a lo-
gical annotation, i.e., citation sequences are sepamtedndividual citations, each with their
own annotations, including duplicating multi-paper d¢das with the same authors, like ex-
ample 10. Finally, the citations are compared with the ezfee list to find their corresponding
reference, and attributed with identifiers accordingly.

our $SYNTACTIC =
()" . SAUTHOR . " (\s)*(' . $COMMA . ")?(\s)*(’' . $DATEHENCEFORTHPC . ') ((\s)*' . $POSTSTRING. ")?)()’;

our $PARENTHETI C =
"()C . SLBR. '(\s)*(’ . SPRESTRING. ’')?(\s)*(’ . $AUTHORS| MPLEDATECOMMA . ')+(\s)*(' . $POSTSTRING .
")?(\s)* . SRBR. ")()7;

our $PRESTRING =
*()( . $PRESTRINGWORD . '(((\s*' . $COMMA *)?\s*' . $PRESTRINGACRD . ')+)?(\s*’ . $COMA *)?)()';

our $PRESTRI NGAORD =
"(\b) ((see\b)| (al so\b)|(e(\.)?(\s)*g(\.)?)] (inb)|(for exanple\b)| (such as\b)|([cC(\.)2F(\.)?))()";

our $AUTHR =
"()(C . SNAMEETAL . '|’ . SNAMES . ')()’;

our $NAMEETAL =
O . SNAME . T (\s)*?(" . $COMA . ') ?(\s)*?' . SETAL . ' (\s)*?(’ . SFULLSTOP . ")?)((\s)*?(" . $GENITIVE . ")?)';

our $ETAL =
"(\s#) ([Ee] [tT](2:\.)2(2:\s)*2[ Aa] [I L] (2:1.)?) (\s*) " :

our $NAME =
"()((' . $PRENAME . '(1s*))? . $SURNAME . ')()';

our $PRENAME =
"(?2:\b)(?:[LI]al[Dd][iue]|[dDellal[Dd]e\s+[LI]al[W]an\s*?(?:[td]e[rn])?)(?:)";

our $SURNAME =
" () (<SURNAME>[ A<] *2</ SURNAME>) () ;

Figure 5.4: Example regular expressions from citation gnam

5.4 Sentence segmentation

As a final document processing step, we use the tokeniserdretatistical natural language
parser (Briscoe & Carroll 2002) to segment the text into eleces. Sentence boundary de-
tection is an important pre-processing task for many natareguage processing tasks, such
as machine translation (Walker, Clements, Darwin & Amtr@®P). The task is non-trival:
basic cues like sentence-terminal punctuation (e.g.}?*,,’", and *’) and start-of-sentence
capitalisation are complicated by token-internal punttuea(in numbers, times, abbreviations
etc.) and language-specific capitalisation conventiof® dentence boundary detector, in our
case, is helped somewhat by PTX’s segmentation of the papeiparagraphs, using visual
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page layout information. However, this approach sometimegsrrectly splits sentences that
occur across page boundaries. Nevertheless, the inpug tmtimdary detector is of fairly good
quality. The nature of the documents — well written, highdyted text — makes the task slightly
easier than, for example, on automatic speech recognititput The task is further simplified
by a pre-processing step which enables the XML-taggedaitatto pass through the parser
software as grammatical tokenshis circumvents potential problems from punctuatiortwit
the citations. Overall, the output from this processingstia satisfactory: the majority of seg-
ments inspected are complete, grammatical sentences emdrttainder are mostly corrupted
by PTX errors, rather than incorrect sentence boundarytiete

5.5 Citation database

The final major task in preparation for our retrieval expenmts is to build a database of the ne-
cessary citation information. Figure 5.5 is a schematicwees of what a record in the database
contains and how it is created. We use an open source XML dsgabith XQuery-based ac-
cess, called Oracle Berkeley DB XMLand initially populate our database with bibliographic
information about the ACL Anthology papers extracted fréra Anthology web site’s HTML
index pageb as well as their unique ACL Anthology identifiers. We add sduorther inform-
ation at this stage, discussed shortly.

We next identify which references in our documents are teradflocuments in the ACL An-
thology, by searching for strings in the references thatespond to the name of an Anthology
publication. We compare against a library of publicatiomea which we manually constructed
from an inspection of the ACL Anthology web pages and our Kedge of common abbrevi-
ations for the main publications, given in Appendix C. Sacsithe reference in our illustrated
example contains the strifgomputational Linguisticsit is identified as a reference to a CL
journal paper. For each of those references, we then finditdigoas in the running text that
are associated with the reference (i.e., those with a nrajddientifier attribute) and extract
words from around those citations to our database. In faggxiract a variety of citation con-
texts, i.e., words from a range of extents around the citatiad add each of these usually as a
separate field to the database record. As an exception favhisreate a single field consisting
of the sentence containing the citation plus four sentennesither side of the citation; from
this one field, we create a range of fixed window contexts. @faudt citation context is the
sentence that contains the citation. In this case, for el@m@ extract the entire sentence to
the database except for the textual citation itself, its Xd¥bgs and any other citations, all of
which we remove. The full range of contexts will be discusse@hapter 6.

In order to add these citation contexts to our database, ve¢aetermine which database re-
cord (c.f. ACL Anthology paper) the citation refers to. Inrqmiple, this is straightforward: our
database contains the bibliographic information for theepdits title and author names), which
is generally enough to distinguish the paper from any othel@vever, several factors mean
that the task is more complicated than could be solved bylsistpng matching on these fields.
Firstly, there are occasional errors in the Anthology infikes. Secondly, there are sometimes
errors in the references from the earlier document proecgsiages, e.g., OmniPage character
recognition errors, incorrect PTX segmentation of theregfee list and/or incorrect annota-
tion of the reference by the reference list processor. Eviéimperfectly processed references,

2Many thanks to Don Tennant for developing this perl script.
Shttp: //ww. or acl e. cont dat abase/ ber kel ey- db/ i ndex. ht m
4E.g.,http: //acl web. or g/ ant hol ogy- new/ J/ J93/i ndex. ht ni
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the reference information need not match that of the (uguedirrect index file information,
which we take as normative. References can contain typbgaerrors by the paper authors
and, for some papers, bibliographic information may begwesl inconsistently. For instance,
long titles maybe be abbreviated in some references, liststbors may be truncated or author
names may appear slightly differently, e.g., due to manigshe changes.

Thus, we require a more robust solution than naive stringhiag. Our solution is based
on work done on duplicate detection in databases. Dupliemterds can occur, for example,
when multiple databases are merged, wasting space andiptyerausing more serious prob-
lems. In large databases, the cost of comparing every pagooirds for duplicity is far too
high and, instead, techniques have been developed to kubatjye duplicates together. Then,
more expensive comparisons can be carried out on these rmadlessets of similar records.
The task of detecting duplicates in bibliographic databaseparticular, is very much like our
own problem: given a bibliographic record, they are tryioglétect any other records that con-
tain matching bibliographic information; given a referepave are trying to ‘detect’ a single
bibliographic record that matches the bibliographic infation from that reference. Ridley
(1992) notes the problems that slight title differences e&use for simple techniques to bring
duplicates together.

Our method is based on Ridley’s (1992) ‘expert system’ fopldate detection in bibli-
ographic databases. Their system makes use of the Univetaadlard Bibliographic Code
(USBC), a fixed length code comprised of elements represgrtrious bibliographic inform-
ation (Ayres, Nielsen, Ridley & Torsun 1996). This code wasgnted as a universal standard
book number, to uniquely identify books; ‘universal’ besalit is created by a logical process
on their bibliographic cataloque entries that would getgethe same control number in any
computer environment. The USBC was developed to obtain maxi discriminatory power
from as short a code as possible. Ridley’s (1992) systenlyfostates clusters of records with
very similar bibliographic information, i.e., the same USBn their database of nearly 150,000
records, most of these clusters contained only two or tteeerds. Finally, an ‘expert’ set of
manually developed tests are conducted on the clusteretised¢o determine whether they are
true duplicates, i.e., whether they represent the sammgraphic entity.

Our method proceeds similarly. For each reference, we ganarreduced version of the
USBC, created solely from the title of the reference. Thizéated by concatenating the seven
least frequent alphanumeric characters in the referetliegiti ascending order of frequency,
after converting to uppercase; for our illustrated examble code FPLCHOR is created from
the title stringThe Mathematics of Statistical Machine Translation: Paeaen EstimationBe-
cause this code is so much shorter than the full title andistsngnly of the rarest and, hope-
fully, most distinguishing characters in the title, disnting whitespace and punctuation, the
titte USBC will be more robust to variations in the exact foainthe title. We use only the
title element of the USBC because, in a moderately sizeddatalike ours, the probability of
multiple papers having similar enough titles to generagestime title code is small enough that
the distinguishing power of this element alone is great ghdar our purposes; including, e.g.,
author and publication date codes would only increase thgesfor introducing errors into the
code, resulting in failure to match references with theexrdatabase record.

For the majority of our references, the generated title USE#ches that of a single data-
base record; an inspection of these matches showed thas thislear, reliable indicator that
the correct record has been found. In the unusual case wieneeis more than one match, we
attempt an exact string match on the full reference titléhdre is a single match, we accept
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this as the correct record; if there is more than one, we coartpa publication date and which
publication the cited paper comes from to the same infomndtiom each of the title-matching

records and only accept the record which matches both. Foe seferences, the title USBC

does not generate any match in the database. In these dasesng for an exact string match

on the title is futile: an unmatched USBC means that there beisome discrepancy between
the reference title and that of the correct database recarthore complex match could be

attempted, e.g., some fuzzy match on the title or title US&/or using other bibliographic

information. However, these cases are sufficiently few aadhtain sufficiently many success-
ful matches from title USBCs alone, for the purposes of thiskythat we leave these cases
unresolved.
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quality of human translation exceeds that of MT; thus|

... The algorithm for fast translation
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(McCarley & Roukos 1998) and used with considerab
success in TREC (Franz et al. 1999), is a descendent
IBM Model 1 (Brown et al. 1993). Our model ...
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ACL Anthology
r ce

Blfb“O raphic <DATE>R</DATE>
information <AUTHOR>HIMSVW</AUTHOR> identificati
extraction <TITLE> FPLCHOR </TITLE> identification
<COMPLETE>RHIJMSVWFPLCHOR</COMPLETE> Citation
</USBC>
<ANTH_ID> J93-2003</ANTH_ID> context
<ANTH_URL>http://acl.ldc.upenn.edu/J/J93/393-2003.pdf</ANTH_URL> extraction

<ANTH_AUTHORS>

<AUTHOR STYLE="3">Peter E <SURNAME>Brown</SURNAME></AUTHOR>;
<AUTHOR STYLE="3">Vincent J. Della <SURNAME>Pietra</SURNAME></AUTHOR>;
<AUTHOR STYLE="3">Stephen A. Della <SURNAME>Pietra</SURNAME></AUTHOR>;
<AUTHOR STYLE="3">Robert L. <SURNAME>Mercer</SURNAME></AUTHOR>

</ANTH_AUTHORS>
<CITATIONS>
<CITATION>
<CITING_PAPER>P99-1027</CITING_PAPER>

<ANTH_TITLE>The Mathematics of Statistical Machine Translation: Parameter Estimation </ANTH_TITLE>

<LEFT_1SENT>The algorithm for fast translation, which has been described previously in some detail
and used with considerable success in TREC , is a descendent of IBM Model 1 </LEFT_1SENT>

<RIGHT_1SENT> . </RIGHT_1SENT>

<LEFT_UP_TO_CITATION EXTENT="1SENT"> , is a descendent of IBM Model 1 </LEFT_UP_TO_CITATION>
<RIGHT_UP_TO_CITATION EXTENT="1SENT"> . </RIGHT_UP_TO_CITATION>

<LEFT_WINDOW>We investigate this possibility in its limiting case: the quality of human translation exceeds that of
MT; thus monolingual retrieval (queries and documents in the same language) represents the ultimate limit of query ...

</CITATIONS>
</PAPER>

Figure 5.5: Construction of citation database record.
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Database statistics
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Figure 5.6: Cumulative total of papers with citations by fugmof citations per paper.
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Figure 5.7: Cumulative totals of papers with citations bynier of citations(a) judged papers
and(b) individual judgements.

Our database contains contexts from over 20,000 citatmosér 3200 papers. Figure 5.6
shows how this total number of citations is distributed over papers, as a cumulative total,
according to the number of citations each paper has: thdugwa a given point on the line
shows how many papers have x or fewer citations in the databétse curve tails off rapidly
as the number of citations increases: almost one thousgretgphave only a single citation
in the database; a single paper has 248 citations, the gteatmber in the database. The
majority of papers in the database (over 7000) have no @itatiin keeping with the idea that
only a minority of influential papers are eventually citedheTlower, dotted curve in Figure 5.6
is the equivalent plot for only those papers for which we healevance judgements in our
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Figure 5.8: Distribution of citations by publication of (@}ing and (b) cited paper, normalised
by the total number of papers from that publication.

test collection; it is citations to these papers which wecgrdte to be most influential in our
experiments. Naturally, there are far fewer citations wged papers, since the majority of
papers were not judged with respect to any query.

Figure 5.7(a) shows the same cumulative plot for judged gajpecloser detail and also
decomposes this curve into one for papers which have begeguctlevant for some query
and another for papers which are judged irrelevant for egagyy for which they were judged.
Most judged papers are judged with respect to more than oegy,caecause our query authors
often submitted multiple related research questions asagié\Ve see that the ‘judged relevant’
curve is higher: most judged papers are judged to be relévaat least one query.

Citations to judged papers will particularly influence tlesults of each one of the queries
for which it is judged. To give a perhaps more accurate idgen),tof how much ‘influential’
citation data we have in our database, Figure 5.7(b) givestfuivalent plots for individual
relevance judgements, rather than judged papers: we ha®is for over 1000 judgements,
including almost 600 ‘relevant’ judgements. The differemetween the ‘judged relevant’ and
‘judged irrelevant’ curves is much smaller here: most psp#rough they are judged relevant
for one query, are not judged relevant for all the queriesvioich they are judged.

In Figure 5.8, we look at how the citations are distributethwespect to publication of
the citing and cited papers. The publication IDs are expldim Table 4.1, Chapter 4. The
number of citations is normalised by the total number of pajpethat publication, since this
varies greatly between publications. We see that, acogrdirour database, papers from the
Computational Linguistics journal (J) cite other Anthojggapers more often than any of the
other publications do. This does not necessarily indicatégher in-factor; it is probably a
product of the greater average number of references (aattbcis) in journal papers. However,
journal papers are also cited most often out of all the pabbns, suggesting that journal papers
are typically the most important or influential, comparedaaference and workshop papers.

Figures 5.9(a) and 5.9(b) show the distribution of the tet by year of the citing and
cited paper, respectively. This illustrates how most ofditetions within the Anthology occurs
between the more recent papers. It is unsurprising that wievieny few Anthology-internal
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Figure 5.9: Distribution of citations by year of (a) citingda(b) cited paper.

citationsfrom old papers: papers can only ever cite earlier work so, therdlte paper is, the
older its references will be and the more unlikely it is thatde references will also be from the
period covered by the Anthology. It follows that, the oldgpaper is, the greater the number
of subsequent papers there are ttaild cite it; one might expect that papers from the earlier
years of the Anthology would be the most heavily cited. Hoeve¥igure 5.9(b) shows the
opposite: the vast majority of the citations are to the mesént papers. This is in keeping with
observations from citation analysis that authors tendteotbe most recent work that is relevant
to their own, rather than citing all historically influertimorks (see, e.g., Garfield 1997).

5.6 Evaluation and comparison with other work

We conducted an intensive evaluation on 10 CL journal pafespecting the eventual output
of our processing and identifying in which of the successitages along the way errors are
made. Overall, our document processing performs well: wetdimd correctly match 388 out
of 461 citations with their corresponding reference (84.2&rors mostly occur due to noise
from the PDF to XML conversion prior to our processing, e@mniPage character recognition
errors and incorrect segmentation of the reference lisfld¥. ®ther methods for automatically
identifying reference information have been develope@pahdently of our work. Powley &
Dale (2007) extract the same information from Anthology Ri2ers; Powley & Dale convert
the PDFs to plain text using the open source tool PDPBthen take a similar approach to
ours, looking for instances of author surnames in the raterdist to confirm the authenticity
of candidate citations. They do not report a comparableuati@n for the overall task but, for
instance, report precision of over 99% and recall of 91% @ndiation-reference matching
stage, in an evaluation on 60 Anthology papers; the equivalembers from our evaluation are
99% precision and 92% recall. The ParsCit tool (Councille&& Kan 2008) uses machine
learning to perform a more detailed annotation of referdiate from plain text input, e.g.,
identifying journal names, editors and locations, as weltree author names, dates and titles
we annotate. In another study, of 30 Anthology papers tiis tParsCit achieved precision and

Shttp: // waw. pdf box. or g/
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recall of 85% and 85% on author names, for example, comparedrt98% and 94%o

Out of the 461 citations, 192 are to Anthology papers; we gmavith a citation context
in our database for 106 of these (55.2%). These 192 citatiommrespond to 87 references to
Anthology papers; we find citation contexts for 44 of thede.§%0). The task of identifying
which references are to Anthology papers is a hard taskeif,iesven for humans. In the ACL
Anthology Network project (Joseph & Radev 2007), studeseaech assistants manually in-
spected the reference lists of the Anthology documents erated a list of Anthology-internal
citation links; in the corresponding entries for our 10 joalrpapers, only 85 of the 87 Antho-
logy references (97.7%) were identified. Our 50.6% is thelted several stages of automatic
processing, all of which introduce some error. Again, thgomity of the 43 ‘misses’ (32 of
them, 74.4%) are due to errors in the PDF to XML processingestawith a further two caused
by errors in our own document processing (4.7%). This le&dQagferences out of 87 for which
we fail to extract citation contexts at the database stayy®¢4).

We also attempted a larger comparison of the citation linksur database with the ACL
Anthology Network list, taking the latter as the gold stamdalhe comparison is not straight-
forward for two reasons. Firstly, some of the paper IDs in@atabase are not official Antho-
logy IDs, since those papers were only assigned their dftios after we had carried out our
document processing and we used the temporary IDs they ha tihby were first distributed.
Secondly, the ACL Anthology Network list and our databaserast created from identical sets
of documents: the Network list was created later than we tawlsnapshot of the archive, after
it had continued to expand. If we compare against the enettevdrk list, we arrive at precision
and recall values of 85.8% and 18.1% for our database links,dut of 8174 database links
(from 3979 citing papers), 7017 match an entry in the goldddiad, of which there are 38,765
(from 8437 citing papers). If we only consider the gold stmadinks from the 3979 citing
papers in our database, however, recall is 32.2%. Predsmobably higher than 85.8% since
at least 757 of the 1157 database links that do not match astghdlard link are from papers
with non-official IDs; if all 757 of these match a gold stamdléink, precision would be 95.1%.

6Thanks to Awais Athar, who conducted this evaluation as @farts MPhil project.
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Chapter 6

Experiments

Having discussed the preparation of our experimental detanow recapitulate what exper-
iments they are intended for. We experiment with the contlmnaof terms from citing and
cited documents, a condition that is not commonly testeeiipus work has generally tested
one or the other. Our test collection, with the full text ofubstantial number of citing and
cited documents, allows broad experimentation with cotams of information from the cit-
ing and/or cited documents. In our experiments here, wewalds from around citations in
citing documents and add those to a base representatioe oftdd document, i.e., the entire
cited document. In the following section, we discuss oureexpental set-up; the methods and
tools we use in creating our combined document representatidexing our documents, run-
ning our queries against the index and evaluating the valiresults. In Section 6.2, we discuss
the evaluation measures we use. Then, Section 6.3 prebBentssults of some preliminary re-
trieval runs, with the intention of establishing the vatydof our test collection as an evaluation
tool. Here, we also introduce the notation we use for incapog statistical significance in-
formation into system rankings. Sections 6.4 through 6e8@nt our main experiments: first,
the basic experiments comparing retrieval effectivenais and without citation terms; next,
experiments where citation terms are weighted higherivel& document terms; finally, ex-
periments comparing a range of contexts from which citatoms might be taken.

6.1 Method and tools

We index our documents using Lemur, specifically Indri (Btnan, Metzler, Turtle & Croft
2005), its integrated language-model based componemig tise SMART stoplist (Buckley
1985) and Krovetz stemming (Krovetz 1993). For each docurnmethe test collection, we
look up its record in our database and append any citatiotegtsit has there as text strings
to the XML document before indexing. We then build one indeaf the XML documents
alone and another from each of the document-plus-citat@riext representations. In order to
investigate the effect of weighting citation terms diffietlg relative to document terms, we had
two options in our experimental set-up. The first is to creatersion of each document for
each citation weight, where the citation context stringsaatded in duplicate to the base XML
document to achieve the desired weight. Separate inderethan built from each of these
weighted document collections.

The second option is to use weighting operators in the Inggrylanguage to weight terms
according to which part of the document they occur in, i.éhjciwfield. In this method, the
weight is applied to the citation terms at query time, as phthe query-document match cal-
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culation, rather than requiring duplication of the termghe indexed document. However,
this method can only be used with the Indri retrieval modelges Indri’s query language and
retrieval model are integrated components; we cannot usghveel queries to investigate the
effects of citation term weighting on other models’ effeetiess, even those other models im-
plemented in Lemur. There is a field-weighted version of tlkeg BM25 retrieval function,
BM25F (Robertson, Zaragoza & Taylor 2004), but this is noplemented in Lemur. There-
fore, we opted for the term duplication method, rather thetrict our investigation to a single
retrieval model. The method is resource-hungry, howevetvee investigate a limited number
of weights in this way.

Further to the practical differences, the two weightingimoels are not equivalent in terms
of document scoring and ranking, for multiple reasons. tlirshe weighted query method
calculates term counts and smoothing parameters caldwdatess individual fields, rather than
across whole documents, as in the case of unweighted qué&has, the relative scores and the
ranking produced by a weighted query where the fields arehteigequally and the ranking
produced by its unweighted counterpart on the same inddxwailnecessarily be the same.
To illustrate, consider the example in Figure 6.1 of a sisigten queryci nnamoneous, run
against a document collection including documents A ahdTBie query term appears three
times in document A, which has 5042 terms in total, each timield F1; the term appears
once in document B, which has 3580 terms, in field F2. We oneitstimoothing calculation
details but show enough of the calculation to illustrate tber difference between the term
count for the collection (in the unweighted query) versus tirm counts for the individual
fields (in the weighted query) results in different scorestifie two documents and a different
ranking. Intuitively, the document scores and rankingsukhbe the same for both queries;
that they should be the same was one of the factors that |ée tetsign of BM25F (Robertson
et al. 2004).

Secondly, in the term duplication method, the term countafgiven term will be different
in each index, as it is altered by the citation ‘weight’: #hevill be an additional occurrence
of that term in the index for every duplicate citation terrattis added. This is not the case in
the weighted query method, where each citation term is adgackly once to the index. Thus,
the term duplication method will not give equivalent resudt either the Indri weighted queries
or to weighted queries where the term counts are calculatezbs whole documents. The
differences between these weighting methods opens thefolooomparative experimentation
between them but this is outside the scope of this thesis.

Our queries are stopped and stemmed in the same way as thaelasu We use Lemur’s
implementations of the following retrieval models withredlard parameters to test our method:

Cosine The cosine similarity model

Okapi The Okapi BM25 retrieval function

Indri  The Indri structured query retrieval model

KL The Kullback-Leibler (KL) divergence language model bassdeval method

KL FB The KL divergence method with relevance feedback

1The example presented here is based on a discussion of aaeapke with Indri developers. Many thanks to
David Fisher for his calculations.
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A (5042 terms) B (3580 terms)

<F1> <F1>
cinnamomeous

cinnamomeous

cinnamomeous

<F2> <F2>

‘cinnamomeous’ term counts:

cinnamomeous F1:3+ ...
F2:1+ ..
Doc: 4 + ...
#conbi ne( ci nnanomeous)
A: 3in 5042, smoothed by 4+... == -7.621 é>B
B: 1in 3580, smoothed by 4+... == -8.184
#conbi ne( ci nnanoneous. F1 ci nnanoneous. F2)
A: 3in 5042, smoothed by 3+... == -7.66928, 0 in 5042, smoothed by 1+... == -10.6774 —>
(0.5*-7.66928) + (0.5 * -10.6774) == -9.17333
B: 0 in 3580, smoothed by 3+... == -9.36328, 1 in 3580, smoothed by 1+... == -8.55241 ->| B>A
(0.5*-9.36328) + (0.5 * -8.55241) == —-8.95784

Figure 6.1: Example calculations of unweighted and unifgnveighted Indri query scores.

For KL FB, we use each query’s entire set of relevance judgesifer feedback. Using the
same judgements for feedback and evaluation is an unieaigieriment. However, it affords
us some idea of the relative effectiveness that may be amthigith more sophisticated retrieval
methods than the basic models. We do not report results @kagi with relevance feedback,
since the Lemur documentation notes a suspected bug in thpi @edback implementation.
In each run, 100 documents were retrieved per query. Novgaday typical for greater num-
bers of documents to be retrieved in evaluations, e.g., 190REC tracks. However, 100
documents is already far greater than the number of judgedndents for any query in our test
collection; the top 100 documents should encapsulate apgritant effects of our citation ex-
periments on the rankings. For evaluation, we use the TRE@iation softwaret r ec_eval 2,
and report a number of standard evaluation measures, destusthe following section.

6.2 Evaluation measures

Intuitively, an IR system is successful when it retrievéslatuments that are relevant to a given
guery and no irrelevant documents. Most IR evaluation measare, therefore, based pre-
cisionandrecall. Precision is a measure of system ability to present ongveglt documents:
the proportion of retrieved documents that are relevantalRes a measure of system ability to
present all relevant documents: the proportion of the tetavant documents that are retrieved.
These basic concepts are set-based, i.e., they evaluatgeved sets of retrieved documents.

2http://trec.nist.gov/trec_eval /trec_eval.8.1.tar.gz
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Nowadays, it is typical to use more comprehensive meashatsake into account the order in
which systems present documents to the user, i.e., the dotduanking. Usually, scores will
be presented as an average across queries. In this secéiateseribe a number of common
evaluation measures; specifically, we describe the set afures calculated lty ec_eval that
we consider for the evaluation of the experiments presenttds thesis.

Precision at 5 documents

Precision at 5, henceforth P@5, is a basic precision scérelated after the first five retrieved
documents. So, for example, a system which returns only@eeant document in the top five
will receive a score of 0.2. Five documents is the ‘shorteft series of standard document
ranking cut-offs at which precision scores are commonlguated. The advantage of these
measures are that they are straightforward to interpretaa@dlirectly comparable between
queries, since they are calculated over the same numbercafrdmnts for every query. On the
other hand, they do not take into account the ranks at whielvaet documents are retrieved
within the given portion of the ranking, i.e., a system whiekrieves one relevant document
at the top rank will receive the same score as a system whighues one relevant document
but at rank 5. Also, these measures are not sensitive to fieeily total numbers of relevant
documents that queries have. For some queries, this widssethan the document cut-off and,
in these cases, it will be impossible to achieve a ‘perfemtre of 1.0 by retrieving all of the
relevant documents at the top of the ranking. For all queredsvant documents retrieved out-
side of the prescribed portion of the ranking will not be tak&o account; this will particularly
affect those queries which have more relevant documemnsttigacut-off.

R-precision

R-precision is the precision score after the first R retdesecuments, where R is the number
of relevant documents for that query. This measure is dedigo overcome the problem of
differing numbers of relevant documents that precisiorrexat fixed cut-offs suffer from.
However, R-precision still does not take the ranks of re&tedocuments into account and,
thus, like P@5, does not distinguish between systems thragve the same number of relevant
documents in different positions within the top R.

Mean Average Precision

Mean average precision (MAP) is the most commonly used dRatheasures. It is defined as
the arithmetic mean (over queries) of average precisiohsrevaverage precision is the mean
of the precision scores after each relevant document igvett:

1191 R @reld
MAP= —% — ) P@reldog;
|Q|i;Rj; ’

Q: the set of queries
R : the number of judged relevant documents for query
P@reldoc; : precision afterj th relevant document

By its definition, MAP contains both precision and recallentied aspects, and is sensitive
to the entire ranking. However, it is less readily interpldé than simpler measures, such as
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P@5. For instance, considering the simplest case of a sijugie/, whereas a P@5 score of 0.2
always means that exactly one relevant document was retrievhe top five, a MAP score of
0.2 could mean that the query has only relevant documenttavakireturned at rank 5 or that
it has two relevant documents, one of which was returnedndt$aand the other at 10 etc.

bpref

Buckley & Voorhees (2004) introduced bpref, a measure aesidor use with incomplete sets
of relevance judgements. The measure takes into accountlurde retrieved documents for
which explicit relevance judgements have been made, rétharassuming that unjudged doc-
uments are irrelevant. It computes a preference relatiovhether judged relevant documents
are retrieved ahead of judged irrelevant documents:

1 In_ranked higher than r|
bpref=22 (1~ min(R,N)

T

: the number of judged relevant documents

: the number of judged irrelevant documents

. a relevant retrieved document

: a member of the firdR irrelevant retrieved documents

bpref can be thought of as the inverse of the fraction of jddgelevant documents that
are retrieved before relevant ones, i.e., the higher theeval bpref, the better the system has
performed. When judgements are complete, system rankiegergted by bpref scores are
very similar to those generated by MAP scores, i.e., the camtelation is high, as measured
by Kendall'st. With incomplete judgements, on the other hand, bpref systnkings still
correlate highly with the ranking from the complete judgetset, whereas MAP rankings do
not.

Relevant documents retrieved

A crude way to gauge the relative success of different systerto simply count how many

relevant documents they each retrieve for the same queryaenes. This measure does not
take into account either the total number of relevant documéor a query or the ranks at
which relative documents are retrieved. Henceforth, wé dghote the number of relevant
documents retrieved by the abbreviation #RR.

6.3 Sanity check experiments and ranking notation

We first present some results of some baseline retrieval tamemonstrate the validity of our
test collection as an evaluation tool. We also introduceesnatation. Table 6.1 shows how the
five retrieval models are ranked according to each of the fratuation measures, running the
queries against the basic index with no citation terms. @taition is as follows: a) models are
ranked by absolute effectiveness values, in ascending fyaie left to right; b)< denotes the
difference between a pair of models is significant feiQp01,< denotes significance forf0.05
and~ denotes statistical insignificance; and c) we assume a syiisi, transitive significance
relation in the ranking, i.e., AR < B~ C (or A< B < C) thenA <« C etc. We note exceptions
to this general ranking in brackets in the rightmost coluthese anomalies are independent of
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Measure Model ranking (and anomalies)

MAP Okapi < Cosine~ Indri < KL < KL FB

P@5 Okapik Cosine< Indri ~ KL < KL FB (Indri <« KL FB)
R-P Okapi< Cosine< Indri ~ KL < KL FB

bpref Okapi« Cosine< Indri < KL <« KL FB

#RR Okapi< Cosine< Indri < KL < KL FB

Table 6.1: Baseline model rankings for different evaluativeasures.

each other and affect only the listed pair of contexts so, €4~ B~ C ~ D has the exception
A < C, itdoes not follow thaA < D. We use Student’s t-test to test for statistical signifieaoic
differences between models’ average effectiveness scbined-test assumes that the individual
query effectiveness scores are distributed normally, ivisogenerally untrue. Nevertheless,
Sanderson & Zobel (2005) found that the t-test is highlyatgk for significance testing in IR.

For all five evaluation measures, Okapi is ranked lowedtviad by Cosine, then Indri, KL
and, finally, KL FB is ranked highest. In all but two cases, difeerences between models are
statistically significant. The ranking produced by our tadtection is stable across perform-
ance measures and the differences between models arecsighifThis is largely the ranking
that might be expected from this set of models: language tioglenethods like KL and In-
dri typically outperform both Okapi, in Lemur (e.g., Ogiv& Callan 2001, Bennett, Scholer
& Uitdenbogerd 2008) and other systems (e.g., Garcia, LeSholer & Shokouhi 2006),
and vector space models like Cosine (e.g., Taghva, Coonaned® & Nartker 2004, Aslam,
Pavlu & Rei 2006); incorporating relevance feedback intocaeh generally increases effect-
ivess (e.g., Harman 1992). The marked underperformanceapiQo Cosine is a surprising
result. This may be a product of the unusual nature of theiggmiand documents, compared to
the test collections that have typically been used in IRwat&bns; perhaps it is a characteristic
of specific, scientific queries such as ours that vector spexkels will perform uncharacterist-
ically well, outperforming probabilistic models. Invegiting this issue, however, would seem
to require an ‘equivalent’ test collection to compare agiwhich as yet does not exist.

These rankings are nevertheless a satisfactory indicttadrour collection is successfully
distinguishing between the different models’ performarhe collection is a useful tool for IR
evaluation, despite the fact that the relevance judgenagatalmost certainly incomplete, even
after Phase Two.

6.4 Basic citation experiments

In this section, we present a basic comparison between tisendocument terms alone and
using the document plus citation terms. The core hypotldlss thesis was that an existing
document representation would be enhanced by adding tamtsteom citations to the doc-

ument; this is the fundamental experiment that will test loypothesis. We use the default
citation context of the sentence that contains the citatwa weight citation and document
terms equally. Table 6.2 summarises the results. In eachwewcompare the retrieval ef-

fectiveness of a given retrieval model on the index withatation terms to its effectiveness
on the index with citation terms. For each evaluation megswe present the value of that
measure on the with-citation index in the left of the colunmal éhe difference from the cor-

responding without-citation value on the right; a positivierence indicates that effectiveness
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Retrieval Evaluation measure

model MAP P@5 R—precision bpref #RR
Okapi .096 +.002 .132 +.002 .113 +.004 .24%.009| 270 +10
Cosine 142 +.002 .195 +.005 .152 +.007 .328.014| 439 +30
Indri 176 +.013| .283 +.019| .212 +.008| .392 +.025| 502 +38
KL .189 +.011| .300 +.015| .217 +.011| .395 +.006| 535 +29
KL FB 221 +.012| .324 +.020| .253 +.011| .447 +.011 586+32

Table 6.2: Retrieval effectiveness with citations versithout citations.

was higher with citations. We t-test for statistical sigrafice of with- versus without-citation
effectiveness; differences highlighted in bold are sigaiiit for p<0.05 and those underlined
for p<0.01.

Effectiveness is uniformly higher with citations than vatlt, for all models, for all meas-
ures. More than half the differences are statistically ificgnt. Notably, MAP increases by as
much as 7.4% (for Indri), P@5 by 6.7% (for Indri), R-precisioy 5.1% (for KL) and bpref by
6.4% (for Indri), and a significant number of previously uneed relevant documents are dis-
covered by all models when citation terms are indexed. Thesdts support this hypothesis:
adding citation terms to the document representation dogsed, improve retrieval effective-
ness. We now go on to investigate variations on the basicadethd what effect these have on
retrieval effectiveness.

6.5 Weighting experiments

Here, we investigate the effect of weighting citation termgher relative to document terms.
Table 6.3 gives the results for weights of 1 to 5 and also 113ndrhese two larger weights
were selected since, in various TREC Web retrieval tasksmap Okapi effectiveness has
been achieved by weighting anchor text £1ahd 35 times higher than web page body text,
in Topic Distillation and Named Page Finding, respecti@lgragoza, Craswell, Taylor, Saria
& Robertson 2004).

Though the number of citation weights investigated is ladjtfor practical reasons, the
results nevertheless allow some interesting observations made. Firstly, the general trend is
for effectiveness to increase as citation terms are weidhitgher. Most increases are significant
for Indri, KL and KL FB: 80% across all measures, including®b6f MAP increases, 90% of
#RR increases and 76% of bpref increases. Cosine and Okayi thle smallest and least
significant effectiveness increases. The results for @mparticular, do not exhibit the trend
of increasing effectiveness with increasing citation teveight as clearly as the other models.

Secondly, for most models, the increase in effectivenesglearly diminished by the time
a weight of 35 is reached. For some models, effectivenesgdiog to some measures even
drops (insignificantly) below that of the without-citat®baseline: Okapi MAP and R-precision
drop by 0.005 (5.7%) and 0.007 (6.9%), respectively; CoMiAd, P@5 and R-precision drop
by 0.009 (6.9%), 0.002 (1.1%) and 0.003 (2.1%); KL P@5 drgp6.605 (1.8%). For Okapi
and Indri, the optimal weight for citation terms might evenib the range 1-5, as the values
of some measures appear to have plateaued and begun tosgeagaan within this window.

3With our simple weighting implementation, a weight of 11.6ukd be achieved by duplicating the document
terms twice and the citation terms 22 times; thus, we exparted with an integer weight of 11 instead.
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Retrieval Evaluation measure
model W MAP P@5 R—precision bpref #RR

Okapi 1 .096 +.002| .132 +.002 .113 +.004 .245+.009 | 270 +10
2 .096 +.003| .146 +.017 116 +.007 .247+.012 | 276 +16
3 .097 +.004| .154 +.024 | .119 +.011| .247 +.012| 277 +17
4 .097 +.004| .156 +.027 | .119 +.010| .247 +.012 | 278 +18
5 .098 +.004| .151 +.022 | .121 +.012| .247 +.011 277 +17
11| 094~ +.001| .146 ~+.017 ~ 111 +002 ~.246 ~+.000 27919 |
35| .088 -.005| .139 +.010 .102 -.0Q7 .242 +.007 273 13

Cosine 1 142 +.0034 .195 +.00p .152 +.007 .323.014 | 439 +30
2 145 +.004| .200 +.01(Q 153 +.008 .325+.016 | 442 +33
3 142 +.002| .202 +.01% 154  +.009 .328+.019 | 447 +38
4 144  +.004 202 +.017 157 +.011 .328+.020 | 446 +37
5 143 +.002| .205 +.01§ 156 +.011 .319 +.010 45641
11|| 141~ +001| 210 ~+.02Q0 ~ 153 +.008 ~.328 ~+.0p0 45849 |
35| .131 -.009| .188 -.002 .142 -.003 .320 +.011 427 +18

Indri 1 176 +.013 | .283 +.019 | .212 +.008| .392 +.025| 502 +38
2 190 +.027 | 312 +.049 | 223 +.020| .398 +.031 | 524 +60
3 193 +.030 | .320 +.056 | .226 +.023| .400 +.033 | 527 +63
4 197 +.034 | 317 +.054 | 234 +.031| .402 +.035| 529 +65
5 198 +.035| .307 +.044 | .235 +.031 | .403 +.035| 526 +62
11| 196 +.033 | 324 +.061 | 231 +.027] 402 +.034 | 519 = +55 |
35 183 +.020 | .315 +.051 | .218 +.015 392 +.024 | 487 +23

KL 1 189 +.011 | .300 +.015 217 +.011 | .395 +.006| 535 +29
2 192 +.014 | .293 +.007 222 +.017 | .401 +.012| 549 +43
3 196 +.017 | .290 +.005 227 +.021 | .404 +.015| 552 +46
4 196 +.018 | .293 +.007 230 +.024 | .412 +.022 | 560 +54
5 198 +.020 | .293 +.007| .234 +.028 | .415 +.026 | 561 +55
11| 198 +.020 | 290 +.005| 237 +.031| 414 +.0257 548 +42 |
35 189  +.011| .281 -.00% 230 +.024 409 +.0R0 531 +25

KL FB 1 221  +.012 | .324 +.020 | .253 +.011| .447 +.011] 586 +32
2 268 +.059 | .346 +.041 | .283 +.041 | .509 +.073 | 624 +70
3 271 +.062 | .349 +.044 | 293 +.050 | .517 +.081 | 629 +75
4 276 +.067 | .359 +.054 | .299 +.057 | .523 +.087 | 634 +80
5 276 +.067 | .363 +.059 | .304 +.061 | .527 +.091 | 634 +80
11| 284 +.075| 378 +.073 | 315 +.072] 533 +.097 | 633  +79 |
35 278 +.069 | .363 +.059 | .312 +.070 | .537 +.101| 626 +72

Table 6.3: Retrieval effectiveness with weighted citasigrrsus without citations.

This contrasts with the much higher anchor text weights dotmbe effective with Okapi on
Web tasks. The results for KL suggest its optimal weight ba@lsomewhere between 5 and 11;
for KL FB, it may be even greater than 35. In general, furtiheestigation is required to more
accurately discover the optimal weighting of citation terta document terms. Nevertheless,
these results suggest that weighting citation terms hig#lative to document terms generally
improves retrieval effectiveness.

Figure 6.2 presents a selection of our results graphicalghow the general trends: (a)
shows how bpref changes with increasing citation term wedmtheach of the retrieval models,
while (b) shows how each of the effectiveness measures elfanthe KL model. The complete
set of plots is given in Appendix D.

6.6 Context experiments

Finally, we investigate how retrieval effectiveness isaféd by exactly where from around
citations terms are taken, i.e., what the definition of thaticin context is. There is no anchor
text in scientific papers, unlike in web pages, where theeeHaFML tags to delimit the text
associated with a link. lIdentifying which words are assdavith a citation is an interesting,
complex problem, which has been discussed in depth (O’Goi®82, Ritchie et al. 200%.
These independent case studies, on different domains daaeprovided evidence to suggest
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Figure 6.2: Retrieval effectiveness with increasing mtaterm weight:(a) all models’ bpref
scores andb) KL's scores for all measures.

that computational linguistics (CL) techniques may be uidef more accurately locating these
citation terms, e.g., using topic shift detection to intkcahen the text has moved on from the
subject of the citation. We do not attempt a comprehensipieation of CL techniques here:
that is beyond the scope of our investigation. We do, howeaanpare a number of alternative
contexts that range in size and complexity, some of whiclvarngbasically linguistic in nature,
e.g., use knowledge of sentence boundaries. Specifica#lyjefine a citation context in the
following nine different ways. The bracketed numbers iatkche average number of words in
the left and right portions of these contexts, respectjvyelthe corresponding index.

none No citation context. [0,0]
1sent The sentence containing the citation. [13.6,10.6]
3sent The sentence containing the citation plus one sentencedimateéy to the left and right. [23.3,23.0]

1sentupto The sentence containing the citation, truncated at the cieations to the left and right.
[9.8,8.1]

3sentupto The3sent context, truncated at the next citations to the left andtrifi8.6,17.0]
wi n50 A window of up to 50 words on each side of the citation. [499044

wi n75 A window of up to 75 words on each side of the citation. [70022}

wi n100 A window of up to 100 words on each side of the citation. [83473]

full The entire citing paper.

The average number of terms in thien100 contexts is notably different from the maximum
allowed by its design. This is because the database field Wbith the window contexts are
taken consisted of a fixed number of sentences around th®gitnd, for some citations, this
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group of sentences will not include as many as 100 words twerestide. This is an unfortu-
nate error in the database design, which took place beferedbpe of these experiments was
realised.

The rationale behind this range of contexts is as follows sW& with the basic assumption
that the words that are used to describe the cited paper edliraclose to the citation and that,
further away, words are less likely to be about the paper. [@éesappose that the citing author
will have constructed their text according to grammaticad ahetorical conventions, so sen-
tence boundaries should demarcate logical units of related Intuitively, then, the sentence
that contains the citation is a good first approximation eféRtent of its descriptive terms and,
therefore, this is our default context, calleskent . We also consider whether descriptive terms
might be found outside the citing sentence, and investithegeontext of the three sentences
immediately around the citatioisent . Thelsent upt o0 and3sent upt o contexts are devised
to investigate whether neighbouring citations might be féectve indicator of the end of the
text associated with the original citation. Then, in costtta these linguistically motivated con-
texts, we look at some fixed window contexts, to compare tleefeness of simpler methods
of taking terms from around citationg, n50, wi n75 andw n100. Finally, we include in the
comparison the two extreme cases of adding no citation ggntene, and adding the entire
citing paper as the citation contekyl | .

In each row of Table 6.4, we compare the effectiveness of engigtrieval model with the
default contextlsent, to its effectiveness with another context. We compare Wstnt , as
opposed tmone, since we have already shown that addingnt to the base document repres-
entation results in an improvement in effectiveness; weaémratlsent as the baseline for this
comparison of citation contextsAs usual, the difference betwegsent and the other context
is given in the right hand side of each column; positive défeees indicate thdisent ’s effect-
iveness was higher and differences highlighted in boldigrefscant for p<0.05 and underlined
differences are significant forg0.01. There are 200 equivalent pairwise comparisons betwee
all contexts and this generates a further seven tables éikee.4. For brevity, we summarise
this information in the context rankings given in Tables &6l 6.6, using the ranking notation
introduced in Section 6.3.

A first notable outcome from these results is that they confivat adding citation terms
improves retrieval effectiveness. Effectiveness is galhebetter on the indexes with citation
terms than on theone index: none is ranked lowest in 14 of the 25 rankings (i.e., combinations
of retrieval model and evaluation measure). In 185 of 200wiseé comparisons with other
contexts,none is ranked lower and, in 107 of these, the difference is sicgmfi. In the 11
rankings wher@one is not the lowest ranked context, the lowedtus| ; in five of these cases
the difference betweemne andf ul | is significant, all with Okapi. In the remaining 10 of the
15 comparisons wherene is ranked above another context, the difference is insicamti

Looking in further detail at the retrieval effectivenessiaged by adding the entire citing
paperful | is ranked higher and lower thaone in almost equal measure: higher in 14 rank-
ings, only four of whose differences are significant, anddowm 11 rankings, five of whose
differences are significant. The majority of differencesamenf ul | andnone are insignific-
ant. In contrast to the five rankings whdnd | is ranked lowest overall, it is ranked highest

4The apparent discrepancies between the values in Tabl@é #hase in the previous tables are due to round-
ing. For instance, Table 6.4 states that Okapi’s MAP withe is 0.093 (rounded from 0.0931) where this is 0.002
smaller than thésent value, implying a value of 0.095. However, the exés¢nt value is 0.0955 and Table 6.2
accordingly gives the value as 0.096. The exact differefi€e0®24 is rounded to 0.002.
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Retrieval Evaluation measure
Context model MAP P@5 R—precision bpref #RR
none Okapi 093 (-.002)] .129 (-.002) .109 (—.00H) .235-.009) | 260 (-10)
Cosine 140  (-.002 190 (-.004) .145 (-.007) .309-.014)| 409 (=30)
Indri 163 (=.013) | .263 (-.019) | .204 (-.008)| .367 (-.025)| 464 (-38)
KL 178  (=.011) | .285 (-.015)| .206 (-.011)| .389 (-.006)| 506 (-29)
KL FB 209 (-.012) | .305 (-.020) | .242 (-.011)| .436 (-.011 554 (-32)
3sent Okapi .096 (+.000)| .134 (+.002 107 (-.006) .241 (-.004) 2 27 (+2)
Cosine 152 (+.010) | .200 (+.005)| .161 (+.009) | .327 (+.004)| 452 (+13)
Indri 191 (+.015) | .302 (+.020) | .221 (+.009)| .406 (+.014)| 527 (+25)
KL 199 (+.010) | .307 (+.007)| .225 (+.008) | .405 (+.010) | 553 (+18)
KL FB 232 (+.010) | .332 (+.007)| .251 (-.003] .455 (+.009) 600(+14)
1sentupto | Okapi .094 (-.001)| .139 (+.007 114 (+.001) .241 (-.004) 4 26 (-6)
Cosine 142 (=001} .195 (+.000) .150 (-.002) .31§-.008) | 424 (~15)
Indri 171 (-.005) | .273 (-.010)| .208 (-.004) .375 (-.017) | 485 (-17)
KL 186 (-.003)| .298 (-.002) .209 (-.008) | .395 (—.001)| 524 (-11)
KL FB .218 (-.004)| .320 (-.005 244 (-.009) .445 (-.0Q2) 578(-8)
3sentupto | Okapi .097 (+.002)| .139 (+.007 115 (+.001) .241 (-.004) 226 (-8)
Cosine 146  (+.004) .198 (+.003) .153 (+.001) .324 (+.001)40 4 (+1)
Indri 179 (+.003)| .281 (-.002 214  (+.002) .392 (+.000) 850 (+6)
KL 192 (+.003)| .300 (+.000) .218 (+.001) .399 (+.004) 534 1)(
KLFB 222  (+.001)| .317 (-.007) .245 (-.008) .446 (-.001) 584(-2)
wi n50 Okapi .094 (-.002) .134 (+.002 102 (-.01p) .237 (-.008) 6 26 (-4)
Cosine 155 (+.012) | .207 (+.012)| .163 (+.010) .333 (+.009) 456(+17)
Indri 187 (+.011) | .290 (+.007)| .217 (+.005] .400 (+.007) 522(+20)
KL 194 (+.005) | .310 (+.010) .231 (+.014) | .403 (+.007)| 546 (+11)
KL FB 227  (+.006) | .324 (+.000 252  (-.001) .460 (+.018) 604+16)
wi n75 Okapi .097 (+.002) .139 (+.007 103 (-.010) .238 (-.007) 8 26 (-2)
Cosine 155 (+.013) | .210 (+.015)| .171 (+.018) | .332 (+.009)| 458 (+19)
Indri 197 (+.021) | .329 (+.046) | .227 (+.015)| .404 (+.012) 544 (+42)
KL 197 (+.008) | .305 (+.005) .221 (+.008) .408 (+.01B) 562+27)
KL FB 266 (+.044) | .368 (+.044) | .285 (+.032) | .494 (+.047) | 632 (+46)
Wi n100 Okapi 100 (+.004)] .149 (+.017) .103 (—.01l) .247 (+.002) 327 (+3)
Cosine 156 (+.014) | 212 (+.017)| .171 (+.019) | .331 (+.008)| 460 (+21)
Indri 204 (+.028) | .337 (+.054) | 235 (+.023)| .408 (+.016) 548 (+46)
KL 202 (+.012)| .307 (+.007) .225 (+.009) .409 (+.014) 558+23)
KLFB 277 (+.056) | .381 (+.056) | .295 (+.042) | .520 (+.073) | 628 (+42)
furl Okapi 048 (-.048) | .071 (-.061)| .056 (-.057)| .174 (—.071)]| 178 (-92)
Cosine 149 (+.007) .205 (+.010) .162 (+.01p) .364+.041) | 482 (+43)
Indri 176  (+.000)| .283 (+.000) .216 (+.004) .403  (+.011) 952 (+27)
KL .166  (-.023)| .244 (-.056)| .187 (-.029)| .411 (+.016 533 (-2)
KL FB 200 (-.021)| .290 (-.034] .220 (-.033) .460 (+.013) 595(+9)

Table 6.4: Retrieval effectiveness with various citationtexts versuésent .

three times; in one of these, the difference betwiagn and every other context is significant.
Thus, it appears that the effectfafl | is unpredictable and that, overall, there is no advantage
to additionally indexing the citing paper over indexing tied paper alone. Now comparing
ful I with the restricted citation contextbul | appears to be less effective. The difference
betweenf ul | andlsent is marginal:ful | is ranked belowisent in 12 rankings, of which
seven differences are significant, compared to 11 rankirgsenit is ranked higher, of which
only two differences are significant. The difference is mogrked betweehul | and the win-
dow contexts:ful | is ranked above, e.gw n50 in five rankings, in only one of which the
difference is significant, compared to 19 rankings wHeild is ranked lower, in 10 of which
the difference is significant. The gap is even wider betwiagn and the longer window con-
texts. Using terms from a limited context around citationisthus, more effective than using
the entire citing paper, reinforcing our second obserwvatat indexing the entire citing paper
is not a worthwhile method. This is not a surprising con@asiintuitively, the vast majority
of the words in the citing paper will not refer to the cited papnd will probably not be ap-
propriate index terms for it. Moreover, this large numbeibaid’ index terms could potentially
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Model | Measure Context ranking Ranking anomalies
Cosine | MAP none ~ 1sentupt o < 1sent ~ 3sentupto~full < 3sent ~wi n50 ~w n75~w n100 | none~lsent, none<3sent upt o, none~ful I,
1sent upt o~<1sent, 1sentupt oa3sentupto, 1sent upto~full,
3sent upt o<wi n100, ful | ~3sent, ful | ~wi n50, ful | ~win75,
ful | ~wi n100
P@5 none ~ 1sent ~ lsent upt o = 3sent upt 0 ~ 3sent ~full ~w n50 ~ w n75 =~ wi n100
R-prec none < 1sent upt o &~ 1sent ~ 3sentupto~ 3sent ~full ~w n50 < wi n100 ~w n75 | noneaslsent upto, none<lsent, none<3sent upto, none~ful |,
1sent upt o<3sent, 1sent upt o<wi n50, lsent <3sent,
1sent <wi n50, 3sent upt o<3sent, 3sent ~wi n100,
3sent <wi n75, full ~win100, full~w n75, w n50~wi n100,
wi n50<wi n75
bpref none < lsentupt o < 1sent ~ 3sent upt 0 ~ 3sent ~ wi n100 ~ wi n75 ~ wi n50 < ful | none<lsentupto, none<3sent, none<w n100,
1sent upt o<3sent upt o, 1sent upt o<wi n50
#RR none < 1sentupt 0 < 1sent ~ 3sentupto < 3sent ~w n50 ~w n75 ~w n100 ~ f ul | 1sent <3sent, 1sent <wi n100, 3sent upt o<3sent,
3sent upt o<wi n100, 3sent <ful |
Indri MAP none < 1sentupto~full ~ 1sent ~ 3sentupto ~w n50 < 3sent ~w n75 < w n100 | none~full, 1sentupto<lsent, 1sentupto<3sentupto,
1sent upt owi n50, ful | ~3sent, ful | ~wi n75, ful | <w n100,
1sent <wi n50, 3sent upt o<3sent, wi n50~3sent ,
wi n50<wi n75, 3sent <wi n100
P@5 none = lsent upto ~ 3sentupto ~ful | ~ 1sent ~w n50 < 3sent <win75~wi nl00 | none<lsent, none<wi n50, full=3sent, full <wi n75,
ful | <wi n100,w n50~3sent , 3sent <wi n100
R-prec none ~ 1sent upt o ~ 1sent =~ 3sentupto~full ~w n50 ~ 3sent ~ w n75 =~ wi n100 none<3sent upto, none<3sent, none<w n100,
1sent upt o<3sent, 1sent upt o<wi n100, 1sent <3sent,
1sent <wi n100
bpref none < lsent upt o < 1sent a2 3sentupto ~w n50 ~full ~w n75 ~ 3sent ~wi n100 | none~full, 1sentupto~ful I, lsent <3sent,
3sent upt o<3sent
#RR none < 1sentupto < 1sent ~ 3sentupto ~wi n50 < 3sent ~full ~w n75~w nl00 | 1sentupto<full, 1sent <wi n50, 1sent ~ful I,

3sentupto~ful |, wi n50~3sent, wi n50~f ul | , wi n50<wi n75,
3sent <wi n100

Table 6.5: Condensed rankings of citation contexts byawttieffectiveness (for Cosine and Indri).
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drown out the ‘good’ ones, not only from the citing paper bont the cited paper itself; this
will especially be a problem for papers which have many icitet to it.

Thirdly, we observe a general trend that the longer theicitatontext, the greater the re-
trieval effectiveness. Comparing the sentence-basedxisn8sent is ranked abovésent
in 21 rankings, in 14 of which the differences were significaompared to three rankings in
which1sent is ranked higher, never significantly. The truncated versaf the sentence-based
contexts are usually ranked lowéssent upt o is belowlsent in 20 rankings, 10 times signific-
antly, and above it in two rankings, neither of which are gigant; 3sent upt o is below3sent
in 21 rankings, 11 significant, and above it in three rankimgme significant. Thus, using
neighbouring citations to delimit a citation’s context da®t appear to be helpful; at least, not
in the simplistic way we have tried here.

Finally, the window contexts also exhibit this trend:n50 is usually ranked lowest of all
the window contexts, being ranked beneath75 in 21 rankings (10 times significantly) and
beneathwi n100 in 22 rankings (nine times significantly), and is never digantly better than
eitherwi n75 orw n100; wi n75 is ranked lower thami n100 in 20 rankings, though the differ-
ence is only significant in two of these. In accordance withttend, one of the longer window
contextswi n75 or wi n100, is usually ranked highest: in 19 out of 25 rankings. In fivehef
remaining six rankings, the difference betweem75 andw n100 and the top ranked context
is insignificant. In the anomalous sixth case of Cosine bpnefy f ul | is ranked significantly
higher than eitheri n75 orwi n100. At a first glance, it appears that the increase in effecésen
with increasing window length is tailing off betweann75 andwi n100, as the improvement
between these contexts is slightly smaller than betweaf0 andwi n75. However, the differ-
ence between the average number of termg nv5 andwi n100 is smaller than that between
wi n50 andw n75 (42.0 versus 28.6) so the reduced improvement may simpliideesult of
the reduced increase in window size. Nevertheless, thmsl to¢ increasing effectiveness with
increasing context length does not continue indefinitehgeseffectiveness is decreased again
by the time the entire citing paper is taken as the citatiortexd: an optimal length of citation
context exists somewhere between betweere andful | , though the contexts investigated
here do not definitely show that optimum.

We now consider the relative effectiveness of the sentéased and window contexts.
Firstly, wi n50 is usually ranked abovEksent , in 19 of the 25 rankings, though the difference is
usually insignificant (in 12 cases). Compare@sent next,wi n50 is ranked higher in slightly
fewer (14) rankings and, in all 25 rankings, the differeneeseermi n50 and3sent is insig-
nificant. This initially seems to suggest that there is noaatlwge to making use of sentence
boundaries for delimiting citation contexts: equivalefieetiveness can be achieved using a
simple window method. However, the more effectiMen50 is also longer on average than
3sent (26.3 versus 98.4 terms) and, as we have seen, longer cotgaxtto be more effective.
Therefore, it is quite possible that sentence-based ctenée& more effective than windows of
equivalent length and that a longer sentence-based combteMtl outperformwi n50 and even
the longer window contexts. Hence, as the effectivenessoéasingly longer window contexts
tails off, the optimal context may, in fact, be a slightly sieo one constructed from sentences.

6.7 Comparison with other work

Our results show that indexing words from around citatianpapers in combination with the
words in the cited papers themselves improves retrievattfieness over indexing the paper
alone. The experiments we have presented here are the firgiokind, in the way they make
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use of the full text of citing and cited papers: previous @xpents in this area have been limited
in the extent to which they have used either the citing odqgitepers, if not both.

Firstly, there have been experiments which have indexed giaipers using terms from cit-
ing papers but no terms from the cited papers themselvesdsBaav’s (2003) experiment is
similar to ours in the way that it indexes cited papers ushegrtcitation contexts; the Cite-
seer window of one hundred words is like aum50 context. However, Bradshaw indexes the
citation contexts alone and compares this to indexing tteglggaper alone; the combination
of citation contexts with the cited paper is not exploredmi&irly, Dunlop & van Rijsber-
gen (1993) create document representations of cited daasnfrem their citing documents
and compare retrieval using this representation to usiegited documents alone. Again, the
combination of information from citing and cited documeistsiot explored. Furthermore, in
Dunlop & van Rijsbergen’s experiment, the documents arepapstracts and not full papers;
this is a somewhat outdated experiment, now that techndiagyadvanced enough to allow
full-text indexing of documents to become standard practisnother difference is that Dun-
lop & van Rijsbergen index the whole of the citing abstracasher than the citation contexts
specifically, as we do.

Secondly, O’Connor (1982) did investigate the combinatibterms from citing and cited
papers for retrieval. This experiment is similar to ourdhattit compares retrieval using citation
contexts together with an existing document represematioetrieval using the original docu-
ment representation. Like in Bradshaw’s experiment andimmoavn, the words taken from the
citing papers for indexing were citation contexts. Howelike in Dunlop & van Rijsbergen’s
experiment, the base document representation was not itheafer; in this case, it was the
paper title, abstract and human index terms. Furthermaree she experiment was conduc-
ted before machine-readable documents were readily alaildne ‘automatic’ procedures for
identifying the citation contexts were manually simulatedthe experiment.

Thus, while previous work has gone some way towards showiagusefulness of using
terms from citing papers for indexing cited papers, our expents are unique in exploring the
combination of words from citing papers with the full texttbé cited documents. Furthermore,
our experiments have been conducted on a realistic caleofithousands of documents, using
a large number of queries.
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Chapter 7

Conclusions

We conclude by summarising the contributions of this thass proposing some directions for
future research. First, let us reiterate the motivationrmebur work. The premise is that, when
citing a paper, authors describe some part or aspect of fier pad that, intuitively, these de-
scriptions — theseitation contexts- should contain good index terms for the paper. Some work
has been done in this area but no previous experiments hadebash citing and cited papers
to the fullest extent: some experiments have investigasatuvords from citing documents
aloneto represent a cited document, and compared this to usingtdtedocument alone; oth-
ers have combined citation contexts with an existing repregion of the cited document, but
not the full text.

Our first major contribution, therefore, is that we have preed results from retrieval exper-
iments using a novel document representation for sciempigfpers: the combination of citation
contexts and the full text of the cited paper. This is akimigeixing the anchor text of linking
web pages in addition to the linked page itself, which hasbrexan established practice in Web
IR. In this way, the cited document’s description of itsel (, its content) is combined with ex-
ternal descriptions from citing documents. We hypothestBat combining these descriptions
would give an enhanced document representation compatesintg the cited document alone;
that indexing citation contexts in addition to the full t@fta cited paper would result in better
retrieval effectiveness. Our experimental results confinis intuition: adding citation terms
to the full cited paper does increase retrieval effectigsneg-rom this, we can conclude that
citation contexts do contribute something to the documeptasentation that helps papers to
be found. This ‘something’ may be new terms that are not fanride cited papers themselves
but that citing authors use to describe them; it may be ripetof the important terms in the
paper, boosting their frequency and visibility; quite pblsit is both, as we found by looking
at citations to our case study paper from Ritchie et al. (BP06

Additionally, we have shown that weighting citation ternigtter relative to document terms
generally improves retrieval effectiveness further. Tihidicates that the citation terms are
somehowmore important than the document terms, for the purposes ofexetti Does this
mean that citing authors are better at describing a papetttiggpaper’s own author? That they
are better at describing what is important in the paper? et external perspectives of the
paper more closely reflect what someone searching for therpequld query for? Or is this
simply a product of the high concentration of important teimcitation contexts, due to their
concise, summary nature?

We have also experimented with varying the precise contert fvhich citation terms are
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taken and shown that this does have a significant effect oeval effectiveness. The optimal
context seems to exist somewhere between the citing sengeratcthe full citing paper, though
further investigation is needed to establish more pregisbkre. It remains to be seen whether
the optimal citation context is determined by sentence Hartias or yet more detailed linguistic
cues, or whether simpler methods, like a fixed window, areegily sufficient to capture the
useful context around citations. Thus, further experiraton is required to more accurately de-
termine how best to extract the useful words from aroundicita. This is one of the limitations
of our experiments; our database design restricted thextsthat we eventually investigated.

Our work has other limitations. With unlimited resourcesl dhe wonderful benefits of
hindsight, we would alter the following aspects of our expental set-up.

Test collection Our test collection would have complete relevance judgesmmat least, more
complete than it does have. We would use a much deeper po@ grehter number of
contributing systems, including runs that use our citati@thod.

Document processingWe would improve our document processing so that, ideallye&
erences and citations are correctly identified and matctgmecific improvements we
would implement would be to correct errors in the referemstesegmentation from PTX,
to expand our method to deal with reference and citatiorestidat occur rarely in the
ACL Anthology and to use some sort of feedback loop betweemdference and citation
processors to signal when errors have been made (e.giprgatnd/or references that
have not been matched) and try to resolve these cases. Wd waisoltry to locate and
annotate more specific information in the references, qaddily the publication name
since we use this information to identify which citation texts should be extracted to
our database.

Citation database We would find a better way of identifying references to ACL Awology
papers, i.e., one that is more robust than using simplegstnatching against a library
of publication names. Preferrably, this method would beagyit, since the ACL Antho-
logy is a growing archive and new publications (e.g., orfesmoirkshops) are continually
added; the index pages from the archive web site could be Idaged periodically and
used to automatically update the list of publications. lilse, we would dynamically add
new records to the database from the index pages when thgarslupdated with new
documents. We would also improve our method for matchingregices with database
records, in particular by trying to resolve the cases whieeetitte USBC from the ref-
erence does not match that of any database record, perhiagsame alternative fuzzy
matching between the title in the reference and the titlésamdatabase. We would design
the database to allow more flexible experimentation witfedst citation contexts.

Experiments We would use a more sensible implementation of term weighteng., by ex-
tending the Lemur code to allow weighting by XML field, as allg implemented in
Indri. We would investigate a wider range of weights and tdgrihe optimal relative
weighting of citation terms to document terms in each reaienodel. In our context
experiments, we would compare longer contexts and find thimaplength of both fixed
window and sentence contexts, and compare their effeesgen

Nevertheless, we have established that adding citatiotextanto the full text of the cited
paper increases retrieval effectiveness. However, we ngnspeculate as to precisely what
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it is about these citation contexts that has this effect. Aissa step for future research, we
propose to try to answer some of these speculations, by exagnn detail the retrieval rankings
from our experiments. Query-averaged retrieval effectgs scores tell us whether or not a
technique ‘works’ but they cannot explawhy. By looking at the terms introduced by our
citation context method at the individual document leveld @t the consequent changes in
the document rankings, we should gain a firmer understanafivghat the citation contexts
contribute that helps relevant papers to be retrieved. diosild guide us as to the best way to
implement our method and, also, direct future experimeantat

This brings us to the second major contribution of this thesie have created a new test
collection of scientific papers, particularly suitable periments with citation information.
The test collection has the full text of many cited and citpapers; this opens the door for
broader experimentation than previous collections halmvall, e.g., comparisons between
citation methods using the full cited paper versus the abstrlone. The document collection
is a ~9800 document snapshot of the the ACL Anthology digital eetof computational
linguistics (CL) research papers. The query set consis®&2afesearch questions from CL
papers, with an average of 11.4 judged relevant documentsueey. We have experimentally
validated its utility as a coparative evaluation tool, bynhiting the stability of its system
ranking, which is very similar to the ranking that might bepegted from the literature. We
intend to make the test collection freely available and hbpeit will be a useful resource for
the IR community and further afield.

The full-text TREC Genomics collection and the INEX colleatof IEEE articles became
available after our test collection effort was already un@s. In future work, we would like
to test our method on these collections too, to compare fiegstefeness on different domains.
Citation practices vary between disciplines so, for insgarwhat makes the optimal context
may be slightly different for different domains; the Genomand INEX collections will allow
such differences to be investigated.

We would also like to extend our comparison of citation catg¢o include more linguistic
methods. In particular, a comparison with O’Connor’s (1982thods for accurately identify-
ing citation contexts would make a worthwhile addition te tomparisons we have presented
here; it would be interesting to see whether O’Connor’s mé@s$tcan, after all, be implemented
fully automatically, now that machine-readable papersmdely available and problems such
as sentence boundary detection and review article ideattdic are practically ‘solved’. Fur-
thermore, we would like to conduct a wider comparison witemusus work; in particular, with
Bradshaw’s (2003) and Dunlop & van Rijsbergen’s (1993) mé#)i.e., constructing document
representations from citation contexts alone and from bstracts of citing documents alone,
respectively.

Our method is an application eftation content analysito information retrieval: we take
the explicit, contentful words from citation contexts andex them as part of the cited docu-
ment. Citation content analysis is part of a broader famaljed citation context analysjghat
could also be put to use in IR. For instance, our proposed ieedion of the retrieval rankings
from our experiments might show that only contexts fromaiartypes of citation contribute
useful index terms, while some might be better off excludethfthe indexing or treated differ-
ently, e.g., given a different weight. Automatic citatidassification might improve our method
by allowing us to discriminate between how different softsitations are used.
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Appendix A

Feasibility study

A.1 Ideal citation term ranking by TF*IDF

Rank
Ideal | Doc | TF*IDF Term
1 1 351.73 | french
2 2 246.52 | alignments
3 3 238.39 | fertility
4 4 212.20 | alignment
5 5 203.28 | cept
6 8 158.45 | probabilitieg
7 9 150.74 | translation
8 12 106.11 | model
9 17 79.47 | probability
10 18 78.37 models
11 19 78.02 | english
12 21 76.23 parameters
13 24 71.77 | connected
14 28 62.48 | words
15 32 57.57 | em
13 35 54.88 | iterations
14 45 45.00 | statistical
15 54 38.25 | training
16 69 32.93 | word
17 74 31.31 | pairs
18 81 29.29 | machine
19 83 28.53 empty
20 130 19.72 | series
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A.2 Term ranking changes (ideal and fixed window)

TF*IDF Ideal
TF*IDF Ideal Term A Doc+fixed | rankA
Term A Doc+ideal | rankA ibm 48.48 61.70 28- 18
ibm 24.24 37.46 28- 20 target 19.64 19.64 — 26
generative 4.44 11.10 38 33 source 14.99 16.06 65> 32
source 5.35 6.42 65> 44 phrase-based 14.77 14.77 — 36
decoders 6.41 6.41 — 45 trained 14.64 19.52 43> 27
corruption 6.02 6.02 _— 46 approaches 11.08 11.03 — 41
expectation 2.97 5.94 5% 47 parallel 9.72 17.81 34~ 29
relationship 2.96 5.92 52> 48 generative 8.88 15.54 38 33
story 2.94 5.88 53- 49 train 8.21 8.21 _—45
noisy-channel  5.75 5.75 _—b2 channel 6.94 6.94 ~— 55
extract 1.51 7.54 41 38 expectation 5.93 8.90 5% 44
learn 5.93 7.77 60~ 47
A.3 New non-zero TF*IDF terms (ideal and fixed window)
Term THTIDF Term TF*IDF
decoders 6.41
. target 19.64
corruption 6.02
. phrase-based 14.77
noisy-channel 5.75
; approaches 11.03
attainable 5.45 .
train 8.21
target 5.24
channel 6.94
source-language 4.99
decoders 6.41
phrase-based 4.92 .
corruption 6.02
target-language 4.82 .
o . noisy-channel 5.75
application-specific 4.40 .
. attainable 5.45
train 4.10
. . source-language 4.99
intermediate 4.01
target-language 4.82
channel 3.47 . o
application-specific 4.40
approaches 3.01 . .
- intermediate 4.01
combinations 1.70 L
combinations 3.40
style 2.12
style 2.12
add 1.32 .
. considered 1.62
major 1.16 .
major 1.16
due 0.83
. due 0.83
considered 0.81 developed 078
developed 0.78 P .
A.4  ‘Noisy’ fixed window terms
(Overleatf.)

91



[ TF [ #terms | Terms

13 1 asr

8 4 caption, closed, section, methods

7 2 method, sentences

6 4 describes, example, languages, system

5 6 corpus, dictionary, heuristic, large, paper, results

4 17 account, aligned, confidence, dependency, detailsngjuequation, generally, given,
manual, measures, order, probabilistic, proposed, sheimplified, systems, word-aligned

3 29 according, algorithm, applications, build, case, shwp chunk, current, described, em-
ployed, equivalence, experiments, introduced, intradactength, links, number, obtain
obtained, performance, performing, problem, produceldted, show, sum, true, typeg,
work

2 64 adaptafion, akin, approximate, bitext, calculateledacategories, certain, chunks, com-
mon, consider, consists, domain-specific, error, estonatxperimental, extracted, fam
ies, feature, features, found, functions, generated,rigerggza, good, high, improve, in
formation, input, iraq, knowledge, large-scale, lexidarked, log-linear, maximum, meas-
ure, notion, omitted, original, output, parameter, pioksifion, practice, presents, quality,
rate, represented, researchers, rock, role, sinhalésss, tamil, text-to-text, toolkit, tran-
scripts, transcriptions, translations, version, wordduk word-to-word

T 252 access, accuracy, achieve, achieving, actual, adddaddress, adopted, advance, advant-

ages, aligning, amalgam, annotated, applied, apply, agplapproximated, association,
asymmetric, augmented, availability, available, averdgek-off, base, baum-welch, be-
gin, bitexts, bunetsu, candidate, candidates, cat, dewmtianese, choose, chunk-based,
class, closely, collecting, combination, compare, comgacompares, computed, con-
cludes, consequently, contributed, convention, corpocstespondence, corrupts, Cost,

counts, coverage, crucial, currently, decades, decodiafines, denote, dependent, de-

pending, determine, dictionaries, direct, directionsadvantages, distinction, dominated,
dynamic, efforts, english-chinese, english-spanishyerate, eojeol, eq, equations, er-

rors, evaluation, excellent, expansion, explicitly, axts, failed, fairly, final, finally, fit,
flat-start, followed, form, formalisms, formulation, geagon, gis, give, grouped, hally
cination, halogen, handle, heuristic-based, hidden,igtill-climbing, hmm-based, hy
pothesis, ideal, identified, identify, identity, immediaimplemented, improved, improve

incorporate, increase, influence, initial, initializespired, interchanging, introduces, in-

vestigations, involve, kate, kind, learning, learns,dettetters, lexical, likelihood, link

list, longer, lowercase, main, make, makes, mapping, malximaximizes, means, mod-

eling, modified, names, needed, nitrogen, nodes, occupitirogn optimal, outperform,
overcome, parse, parser, part, part-of-speech, patlorpeél, play, plays, popular, pos, p
sitions, power, precision, probable, produce, prograrmgppnomising, real-valued, reaso
recall, recent, recently, recognition, recursion, reigetg, reduction, reductions, refing
relative, relying, renormalization, representationuies requires, research, restricting,
veal, sample, sampling, satisfactory, segments, semasticiences, setting, shortcomin
showed, significant, significantly, similarity, similarlgimple, simplicity, situation, space
speech, spelling, state-of-the-art, step, strategigagsistrong, studies, summaries, su
marization, supervised, syntactic, tags, task-specd#ithriique, techniques, technologie
terms, testing, threshold, translation-related, tréarsition, tree, trees, trellis, type, undg
lying, unrealistic, unsupervised, uppercase, valuerhiitevanted, ways, well-formednes

m_
bS,
r-
5,

well-founded, widely, widespread, works, written, wtopsynet, years, yields
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Appendix B

Test collection

B.1 Methodology comparison with Cranfield 2

| Feature | Cranfield 2 | ACL Anthology |
Document Manufactured. Existing.
collection

High speed aerodynamics and aircr
structures papers.

affomputational linguistics papers.

1400 papers.

~10,000 papers.

Allin English.

>

Vast majority in English, non-Englis
papers removed.

Query source
papers

Mostly published within 1.5 year
(1962-3).

sAll published in same year (2005).

Mostly articles from one prominer
journal, some research reports.

tAll papers presented at two main con-
ferences.

Mostly ~ American  publicationg
(76.9%), some British (22.5%), fe
Swedish (0.6%).

5 All from international conferences:
international authors and institutions.

Allin English (c.f. base document s¢
lection criteria).

2All in English.

methodology

Phase One

Asked for relevance judgements f
up to ten references.

pAsked for relevance judgements fpr
all references.

Asked for ‘no more than three suppl
mentary questions’.

eAsked for any number of additiona
research questions, with no limit im-
posed, only suggested (indirectly, by
giving space for three on form).
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Phase One rg
turns

Sent 271 letters plus ‘chase’ lette
later for those not replied.

rSent over 300 invitations plus re-

minder emails for those not replied.

182 completed forms (67.2%)

89 completed forms (28.3%)

641 questions (3.5 per author)

258 questions (2.9 per gutboe
with no judgements

€,

SO

ng

be

W
-

tu-

Query filter-|| Selected questions with two or moré&ept questions with two or more re
ing relevant (grades 1,2,3) references aravant (grades 2,3,4) references, one
‘grammatically complete’. or more relevant Anthology referenc
with no restrictions on grammatical-
ity. Discarded questions from co-
authors whose first author had al
replied.
360 questions remaining. 198 questions remaining.
Query refor-|| Resolved anaphoric phrases (‘insertedesolved anaphoric phrases (us
mulations missing words’). words from previous questions) and
added context words from previous
questions where context seemed to|
assumed.
? Fixed typographical errors.
? Removed contentless ‘filler’ phras
or repetitions of existing content.
? 35 questions reformulated.
Resubmitted to authors in secondsked for approval in Phase Two. All
round of judgements. No disagreeapproved except two, for which ne
ment with the amendments. reformulations were given by the a
thors. These were resubmitted to the
pooling process.
Manual Performed by five postgraduate stuPerformed by one postgraduate s
searches dents with knowledge of aerodynamédent with knowledge of computa

ics.

tional linguistics.

1500 person-hours.

~80 person-hours X180 queries
aimed for 15 minutes each but usual
spent longer).

Examined every document in colle
tion.

cGoogle searched document collecti

via Anthology website.

Had access to author response formislad access to equivalent materials.
relevance judgements, source paper,

Nt

J_

bibliographic details of the docume
collection and the complete doc
ments.

Instructed to make ‘liberal’ judge
ments.

- Liberality of relevance judgemen

depended on specificity of query al
how many relevant documents the
seemed to be.

No claims made that every possih
relevant document was found.

lAgreed! (Reassuring to find ove

Iy

laps between manual search results

and both judged relevant refereng
and automatic search results.)

3.3 possibly relevant 9%8ocumen

t40.7 possibly relevant documen

found per query.

es

ts

found per query.




Phase Two
methodology

Used previous relevance scale.

Changed to balamance.

Asked authors to grade the
lative importance of each sear
‘term or concept’, to list alternativ
terms/concepts and, if necessary,
include a completely rephrased vg
sion.

réSpecific to index language tests
cloutwith our interest)

a)

C

to
B-

Sent authors photocopy of origin
form, new document list for judge
ment (authors, titles, reference
which question thought relevant t
abstracts). 11 sheets sent on avera

alSent one email, comprising invitg
-tion letter, instructions, one attac
snent (PDF form and instructions
opne form with link to webpage pe

jeuery.

1S4
1

=

Phase Two ret

144 out of 182 authors returned cor

mé44 out of 74 completed forms were r

of
th

turns pleted forms (79.1%) turned (59.5%)
Received judgements for 201 out pReceived judgements for 83 out
283 queries (71.0%). 78 queries witli83 queries (45.4%). 82 queries wi
no possibly relevant documents foup&hase One and Two judgements.
(so not resubmitted to authors). 279
queries in total (not 2217?).
Detailed analysis of judgements comAnalysis reported in  Ritchig
ing from different methods of finding Robertson & Teufel (2007).
documents e.g. references vs manual
vs automatic, how many of which re|-
evance grades etc.
Automatic Bibliographic coupling: include all Pooling: include top documents r
methods documents with seven or more refertrieved by three standard IR mode

ences in common with one of autho
cited relevant (grade 1,2,3) papers.

'{Okapi BM25, KL-divergence, Co
sine similarity).

(D
]

Small overlap between manual a
automatic results (15 out of 213).

néome overlap between manual and

automatic results. See Ritchie et
(2007).

Submit all possibly relevant doct
ments to authors for relevance judg
ment.

I-Submit top 15 possibly relevant doc
ements to authors for relevance judg
ment. All manual search results we
included (even if there were more thg
15) then one from each of the aut]
matic lists (removing duplicates) up 1

15.
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B.2 Conference author materials

B.2.1 Author invitation (Phase One)

Dear Dr Choi

| would like to invite you, as the author of a recent conputationa

I'inguistics paper, to participate in an endeavour to work towards a
col I ection of search queries and rel evance assessments. Qur chosen

corpus is the ACL Anthol ogy

| ama PhD student at Canbridge University Conputer Laboratory, where
my research interests focus on scientific citations in information
retrieval (IR), working with articles fromthe ACL Anthol ogy. In order
to evaluate IR techniques, however, a set of search queries is needed
as wel | as assessments as to which docunments in the corpus are

rel evant to those queries

W assune that every paper has an underlying research question it
aimed to answer and that constitutes a valid search query. Not only is
noone better qualified to put into words those original research
questions than the paper authors themselves, but neither is anyone
better qualified to deci de what other papers are relevant to that
question: you are the experts in the field

| would be extrenely grateful if you would agree to partipate. The
hope is that, if enough authors can spare twenty nminutes or so to send
us the information asked for, we can create a usable, useful addition
to the ACL Anthol ogy. Please find attached a) instructions on howto
participate and b) a personalized response form Alternatively,

woul d be happy to send you a paper copy, if you would prefer. Your
contribution can be emailed back to me (using the ASCII format the
bottomof this emmil) or paper copies of the formposted or faxed to
me at

Anna Ritchie

University of Canbridge
Conput er Laboratory

W liam Gates Building
15 JJ Thomson Avenue
Canbri dge CB3 OFD

UK

Fax: +44 (0)1223 334678

There will be a follow up stage to this data collection but
participation in this stage is optional; any hel p you can give now
wi |l be valuabl e independently of later participation

Many thanks for your time and congratul ations on the acceptance of
your paper to ACL 2005

Anna Ritchie

e

I NSTRUCTI ONS FOR AUTHCRS:
FORMULATI NG QUESTI ONS AND MAKI NG RELEVANCE ASSESSMENTS

The purpose of this experiment is to build a collection of queries and

rel evance assessnents for a corpus of conputational Iinguistics papers. You
will be asked to wite down the problen(s) that your paper dealt with and to
assess how rel evant each of the references in your reference list are in
relation to those problens.

1) Main Problem

Wite down, in the formof a question (one sentence), the basic problem your
paper addressed, i.e., that was the focus of your work
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2) Further Problens

Wite down any additional/subsidiary/subordinate problens that affected your
work, if any. These might be nore general problens, the solution of which your
research contributed to, or subproblens...

* for which it was necessary to find new or existing
solutions to in order to carry out the main research

* relating to the nethodol ogy used in the work, rather
than the theoretical research problem

(It is perfectly possible that your paper was influenced by only one problem
in which case, proceed to step 3.)

3) Reference List Relevance Assessnents

In tabular form for each reference in your paper’s reference list, assign a
score to indicate the relevance of that reference to each of the problens you
have written down for 1 and 2, using the relevance scale given bel ow.

khkkkkkkkkkkhkhkhhkhhkhhhhkhhhhhkhkhkhkkhkkkkhkkhkkkkkkkkkxk*x

AUTHOR RESPONSE FORM
Yejin Cho

‘‘Identifying Sources of Opinions with Conditional Random Fields and Extraction
Patterns’

1) Main Problem

2) Further Problens

3) Rel evance Assessments

REFERENCES PROBLEM
Main i i iii

Baker et al, 1998

Bethard et al, 2004

Bi kel et al, 1997

Breck and C. Cardie, 2004

Cardie et al, 2004

Col I'ins, 1999

Cunni ngham et al, 2002

Das and M Chen, 2001

Dave et al, 2003

Lafferty et al, 2001

Levin, 1993

K. McCal lum 2002

K. MCallum 2003

K. McCallumand W Li, 2003

Morinaga et al, 2005

Pal mer et al, 2005

Pang et al, 2002

Pang and L. Lee, 2004

A Ranshaw and M P. Marcus, 1995

Riloff, 1996a

Riloff, 1996b

Riloff and J. Webe, 2003

Riloff and W Phillips, 2004

Sarawagi and W W Cohen, 2004

Turney, 2002

W lson et al, 2004

W lson et al, 2005

Yi et al, 2003
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Yu and V. Hatzivassiloglou, 2003
Webe et al, 2002

Webe and E. Riloff, 2005

Webe et al, 2005

oo

R R ]

RELEVANCE SCALE

Rel evance 4

The reference is crucially relevant to the problem Know edge of the contents
of the referred work will be fundanental to the reader’s understanding of your
paper. Often, such relevant references are afforded a substantial amount of
text in a paper e.g., a thorough sumary.

* In the case of subproblems, the reference may provide
a conplete solution (e.g., a reference explaining an
inmportant tool used or nmethod adopted for the research)

* In the case of the main problem the reference may
provide a conplete solution (e.g., an existing,
alternative solution to the problemthat your work
directly contrasts or proves incorrect).

* In either case, the reference may provide a partial
solution that your work builds upon (e.g., previous work
of your own or others that your current work extends or
i nproves).

Rel evance 3

The reference is relevant to the problem It may be hel pful for the reader to
know the contents of the referred work, but not crucial. The reference coul d
not have been substituted or dropped w thout making significant additions to
the text. A few sentences may be associated with the reference.

* The reference may be the standard reference given for a
particular tool or method used, of which an understandi ng
is not necessarily required to follow your paper.

* The referred work may give an alternative approach to the
problemthat is not being directly conmpared in the current
wor k.

* The referred work may give an approach to a sinmilar or
rel ated probl em

Rel evance 2 2

The reference is sonewhat (perhaps indirectly) relevant to

the problem Follow ng up the reference probably woul d not inprove
the reader’s understanding of your paper. Alternative references may
have been equal |y appropriate (e.g., the reference was chosen as a
representative exanple froma number of similar references or included
inalist of simlar references). O the reference could have been
dropped wi thout damaging the informativeness of your paper. M nimal
text will be associated with the reference.

* The reference may be included to give sone historical
background to the problem

* The reference may be included to acknow edge a (non-critical)
contribution.

Rel evance 1
The reference is irrelevant to this particular problem

* E.g., a reference about an inplenentation strategy may be
irrelevant to a subprobl emabout eval uation strategy.

B.2.2 Author response form (Phase One)
AUTHOR RESPONSE FORM

Yejin Choi

‘‘Identifying Sources of Opinions with Conditional Random Fields and Extraction
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Pat t erns’
1) Main Problem

How can we handl e the problemof automatic identification of
sour ces of opinions?

2) Further Problens

i how can we nodel the problemwith conditional random fields?
ii how can we model the problemwith extraction patterns?

iii howcan we train and test our nodel ?

3) Rel evance Assessnents

REFERENCES PROBLEM

=}

Baker et al, 1998

Bethard et al, 2004

Bi kel et al, 1997

Breck and C. Cardie, 2004
Cardie et al, 2004

Col I'ins, 1999

Cunni ngham et al, 2002

Das and M Chen, 2001

Dave et al, 2003

Lafferty et al, 2001

Levin, 1993

K. MCallum 2002

K. McCal lum 2003

K. McCallumand W Li, 2003
Morinaga et al, 2005

Pal mer et al, 2005

Pang et al, 2002

Pang and L. Lee, 2004

A Ranshaw and M P. Marcus, 1995
Riloff, 1996a

Riloff, 1996b

Riloff and J. Webe, 2003
Riloff and W Phillips, 2004
Sarawagi and W W Cohen, 2004
Turney, 2002

W lson et al, 2004

W lson et al, 2005

Yi et al, 2003

Yu and V. Hatzivassiloglou, 2003
W ebe et al, 2002

Webe and E. Riloff, 2005

W ebe et al, 2005

CocTeAdTOoOomMmMMMEODEZIONZZTP>PEOSXOTIZIOMONO
(.AJI\)UOI\)I\)NI\)NI\)UOI\)OJUOI—‘NI\)NI\)I—‘I—‘I—‘NO.)NI\)I—‘I—‘I\)NI\)UOI\)§
NP NNRPRPRPRPRPRPRPRPRPRPRPRPNRPRPRPRPNORARO®RARPRPRPNNR,RNRER
NP NNRPRPRPRPRPPRPRPRPRARPRPRARRARPRPRPREPRPRPRPRPPEPRPEPRREPRRPRERPRRERERRET
WRPR WRPRPRPRPRPPNRPNNNPRPRPRPRPRPNNMNNNRPRRRNRERNR

B.2.3 Author invitation (Phase Two)

Dear Dr Choi,

Once again, thank you for the information you contributed to our test
col lection for the ACL Anthol ogy. Your data has been processed, |aying
the foundations for what we hope will be a useful, high quality
resource for the research comunity. W are now entering the second
and final stage of the collection, where we attenpt to expand on the
rel evance information you have already provided, by asking you to
judge the relevance of papers outside your reference Iist with respect
to your research question(s). To save your time, we ask only for
binary rel evance judgenents this tine: relevant or irrelevant. | would
be extremely grateful if you could spare some tine to nake these

addi tional judgenents; they will greatly increase the collection's
quality.

Bel ow you will find a response formwith, for each of the research

questions you submtted, a list of papers for which we request your
rel evance judgenents. These papers are the result of pooling the
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outputs froma variety of standard retrieval algorithns, as well as
manual searching, using your research question as a search query. The
papers are available for your inspection at a personalized web page
(c.f. below). Instructions on how to make the rel evance judgenents are
given below and in the PDF attachnment

If you find you do not have time to make all of these judgenents
judgements for just some of your questions would still be very usefu
to us. Your questions are presented in priority order

% have refornul ated sone research questions as independent queries or
to fix typos. In this case, you will be asked to approve our
alterations. (In rare cases, queries had to be dropped, e.g., because
they lead to no hits in our collection or were too simlar to other
queries.)

If you have any difficulties or questions, please do not hesitate to
contact ne

Thanks again for your tine and | look forward to your response

Anna Ritchie

kkkkkkkkkkkhkkhkhhkhhkhhkhhkhhhhhhhhhhhhhhhhhhkhhhhkhkhkhhkrhxxx

I NSTRUCTI ONS FOR AUTHCRS:
APPROVI NG QUERY REFORMULATI ONS AND MAKI NG RELEVANCE ASSESSMVENTS

The purpose of this experiment is to expand on the rel evance
information you have already provided for a test collection for the
ACL Anthology. You will be asked to approve our refornulation of your
research questions as independent search queries and, for each
question, to assess how rel evant each of a list of papers is in
relation to that question

1) Research Questions

Read over the research question(s) fromyour paper, that you returned
inthe first stage. If a refornulation is given, decide whether you
think this is an adequate representation of your original question as
a stand-al one search query. If so, enter "yes" and proceed to step

2. Otherwi se, please enter an appropriate refornulation of the
question and return it to us. W will then re-enter it into the
pooling process and generate a new |ist of papers for your rel evance
assessnent

2) Rel evance Assessnments

For each paper listed in your response form decide whether that paper
is relevant or irrelevant to the corresponding research question. Does
that paper have sone reasonabl e degree of relevance to that question
i.e. would that paper be useful to someone trying to answer that
question? Each paper is described by author and title in a web page
with alink to the full paper in PDF. The URL for this web page is
given in your response form

Pl ease note that the list is random zed; rel evant papers nmmy appear
below irrel evant ones in the |ist

khkkkkkhkhkhkhkhkhkhkhhhhkhkhkhkhhhhhkhkhkhhhhhhkhkhhkhhhkhhkhkhhkhhhkkkkkk

AUTHOR RESPONSE FORM

Resear ch Question: How can we handl e the problemof automatic identification
of sources of opinions?

Reformul ati on: automatic identification of sources of opinions?

(Optional) refornulation

Papers for Rel evance Assessnent
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(Paper details and PDFs avail abl e at
http://wwv. cl . cam ac. uk/ ~ar 283/ H05- 1045. choi . 0. ht ni )

Paper | D Rel evant? (‘X =relevant, ‘0" =irrel evant)
| 05-2030
P05- 2006
J00- 3003
HO5- 1044
W3- 1017
HO5- 1043
H05- 1116
H93- 1031
N03- 4017
P80- 1020
W3- 0404
H05- 2017
W3- 0613
105-2011
P05- 1015

]

Research Question: how can we nodel the problemw th conditional random
fields?

Reformul ation: how can we nodel automatic identification of sources of
opinions with conditional randomfields?

(Optional) refornulation

Papers for Rel evance Assessnent

(Paper details and PDFs avail abl e at
http://ww. cl.cam ac. uk/ ~ar 283/ HO5- 1045. choi . 1. ht 1 )

Paper | D Rel evant? (‘X =relevant, ‘0" =irrelevant)

320_pdf _2-co
W05- 0622
W3- 1017
P05- 1056
21
176_Paper
1 05-3027
1 05-2030
W3- 0430
HO5- 2019
X96- 1027
P05- 1044
NO03- 1028
105-2011
200- 771

B.2.4 Author response form (Phase Two)

AUTHOR RESPONSE FORM

Research Question: How can we handl e the problemof automatic identification
of sources of opinions?

Reformul ation: automatic identification of sources of opinions?

==> YES

(Optional) refornulation

Papers for Rel evance Assessnent

(Paper details and PDFs avail abl e at
http://ww. cl.cam ac. uk/ ~ar 283/ HO5- 1045. choi . 0. ht )

Paper | D Rel evant? (‘X =relevant, ‘0’ =irrel evant)

1 05-2030 X
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P05- 2006
J00- 3003
HO5- 1044
W3- 1017
H05- 1043
HO5- 1116
H93- 1031
NO3- 4017
P80-1020
W3- 0404
HO5- 2017
W3- 0613
105-2011
P05- 1015

O X OX X OX OX X X X OX

]

Resear ch Question: how can we nodel the problemw th conditional random
fields?

Refornul ation: how can we nodel automatic identification of sources of
opinions with conditional randomfields?

==> YES

(Optional) refornulation:

Papers for Rel evance Assessnent:

(Paper details and PDFs avail abl e at
http://ww. cl.cam ac. uk/ ~ar 283/ HO5- 1045. choi . 1. ht 1 )

Paper | D Rel evant? (‘X =relevant, ‘0" =irrelevant)

320_pdf _2-col
W5- 0622
W3- 1017

P05- 1056

21

176_Paper

1 05- 3027

1 05-2030

W3- 0430

HO5- 2019

X96- 1027

P05- 1044

NO3- 1028

1 05-2011
200- 771 0 =====>this is very nuch relevant to the first research
question instead.

0
X
0
0
X
X
0
0
X
X
0
0
X
0

102



B.3 Query reformulations

(Overleatf.)
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B.4 Queries

Query ID

Query

HO05-1001.steinberger.
HO05-1001.steinberger.
HO05-1001.steinberger.
HO05-1005.siddarthan.3
HO05-1015.filatova.0
HO05-1015.filatova.1
HO05-1015.filatova.2
HO05-1022.deng.0
HO05-1022.deng.1
HO05-1032.nomoto.0
HO05-1033.sporleder.0
HO05-1033.sporleder.1
HO05-1033.sporleder.2

HO05-1033.sporleder.3

H05-1045.choi.0
H05-1045.choi.1

D

L
3

Does anaphora resolution impsawemarization (based on latent semar
analysis) performance?

Using anaphora (coreferencelutém and its applications.

Evaluation of text summarizadiod anaphora resolution.

problems with extractive mulgilial summarization

How to learn occupation-related duis? Is the classification of people &
cording to their occupations based on automatically lehooeupation-related
activities reliable?

Divide the biography into 3 parts comitay the following types of activities
general biographical; occupation-related; person-§ipeci

Automatically extract candidate\atiis used for the description of people
various occupations

how to build word alignment models witthiggality alignments and efficier
training algorithms for statistical machine translation?

How to induce statistical phrase translahodels from word alignments arj
their model?

whether positional preferences the msg have in creating a summary c
be exploited to possibly improve summarization.

Is it possible to borrow ideas frontagtic chunking to automatically detern
ine the elementary discourse units and their functions mesees and is thi
useful for sentence compression.

Can knowledge-lean methods be os#iddourse chunk a sentence?

Which machine-learning set-up $$ $ited for discourse sentence chunk
(i.e. classifier stacking, one-step vs. two-step chunking)

Can sentences be compressed bymisathunking them automatically af
then dropping all satellite spans?

automatic identification of sources ohapis?

how can we model automatic identificatibaanirces of opinions with condi

tic

ng

nd

tional random fields?
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HO05-1046.garbin.0

HO05-1046.garbin.1
HO05-1046.garbin.2
HO05-1046.garbin.3
HO05-1046.garbin.4
HO05-1046.garbin.5
H05-1053.mccarthy.(

HO05-1053.mccarthy.1
HO05-1053.mccarthy.2

HO05-1054.wu.0

HO05-1054.wu.1

HO05-1054.wu.2

HO05-1057.raghavan.

HO05-1059.tsuruoka.(
HO05-1068.munson.0

HO05-1068.munson.2
HO05-1068.munson.3

HO05-1068.munson.4

D

Given that a toponym (place name) cagngiatly refer to multiple places in
news, can we use gazetteers and corpora to disambiguateedifftypes of]
places, given scarce annotated data?

guantification of toponym ambiguity

acquiring gazetteer resources

finding alternatives to training a dfé&eyson human-annotated data

identifying textual features for a topm classifier

evaluating the toponym classifier

Establishing that an automatic neetb@cquire predominant senses can ¢
perform a manually derived first sense heuristic when dgakith WSD of
domain specific text for certain types of words.

The production of sense-annotateth@ospecific corpora for evaluation

automatic identification of words ethivould benefit from an automatical
acquired first sense heuristic - word sense disambiguation

Find the optimal machine learning approactdéntify the Chinese Name
Entities like person name, location name, organizationenemtChinese Text.

For the current Word Model for Chinese Namatitfe Recognition, data
sparseness problem is very serious. Therefore, we wantdafsolution to
resolve it.

Search space is very large when only usingtatal model, so we try to ref
strict the candidate generation by using human knowledgghinese named
entity recognition

match inconsistently spelled nam@$R text, for example Lewinskey an
Lewinski in order to boost performance of information retel on spoken
document collections.

How can we fully utilize informatidmoait tag sequences in machine-learn
based algorithms for sequence tagging tasks?

How well does greedy ensemble selegfibmize difficult and cumbersom
performance metrics for natural language processing enods?

Can a computer find noun phrase coreteddrains in a document?

Can a computer automatically identifyds in a document that express p
spective, opinion, or private state?

Given perspective, opinion, and @isédte words, can a computer infer {
hierarchy among the different perspectives?

d
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H05-1069.wang.0

H05-1069.wang.1

H05-1069.wang.2

H05-1069.wang.3

H05-1073.alm.0
HO05-1073.alm.1
H05-1075.feng.0

HO05-1078.merlo.0
HO05-1078.merlo.1
HO05-1079.markert.0

HO05-1081.surdeanu.p Do combination strategies improweséc role labeling?
HO05-1081.surdeanu.l What is the state-of-the-art on séenate labeling using real syntax?

HO05-1091.bunescu.0

HO05-1091.bunescu.]

Would monolingual corpora in a seconddagg, such as Chinese, be a gq
resource to obtain training data (sense examples) for madbarning Word
Sense Disambiguation (WSD) systems?

What second language would be best sitaldarry out the acquisition qf

sense examples? - word sense disambiguation

Given a second language, what resourcelsl Wwe best to use for acquiring

sense examples, ie. what bilingual dictionaries and whatalireggual corporal
can achieve best WSD performance?

Given a set of sense examples, what malgainméng algorithm can achieve

high performance on this particular training data and why#rd sense dis
ambiguation

Is it possible to predict emotion and nomton from text?

Can more sophisticated features benefiti@morediction?

Handling biographical questions withliogiure in a question answering sys-

tem.
Can we build a parser that outputs semeoté annotation?
Does learning semantic roles improvsipgperformance?

od

How well can classical inference esglimamely theorem proving and modlel

building, be adapted for solving the textual entailmenbpEm?

Given a document containing noun @hrasnotated with predefined types

of entities (such as Person, Organization, Location, Baaind Geo-Political

Entity), where are the instances where the text assertagoreship (such as

Role, Located At, Near, Social) between pairs of entities?
What is the word-word dependencytsteiof a sentence?
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HO05-1096.ueffing.0
HO05-1096.ueffing.1
HO05-1107.hwa.0

HO05-1107.hwa.1

HO05-1107.hwa.2

HO05-1107.hwa.3

H05-1108.pado.0
H05-1108.pado.1

H05-1108.pado.2
HO5-1111.swier.0

HO5-1111.swier.1

HO5-1115.otterbacher.
HO5-1115.otterbacher.
H05-1122.0lney.0

P05-1002.0sborne.0
P05-1002.0sborne.1

L

3

How can we automatically calculate me=sof confidence for single word
in machine translation output?

How can the information given in staf¢he-art models for statistical m4
chine translation be explored for confidence estimation?

How can we leverage from multiple sourcasfofmation to acquire annot
ated resources for training a Chinese Part-of-Speechitagge

Active learning — if we can only afford to atate a small amount of Chines
data, what kind of data should be annotated so as to be thehelpdul in
training the tagging model?

Projecting resources — can we take adwamtalgigh quality tagged data fd
English and the availability of parallel corpus to produa&anatically tagged
Chinese data (to train a Chinese tagger)?

Combining information sources — what ishist way to combine the mod
trained from the small manually annotated data and the miodieled from
projected data.

How can role-semantic information besteamed between parallel senteng
in different languages?

How to assign a role-semantic analysisémgence ("Shallow semantic pa
ing")

The usefulness of role-semantic anafgs®_P tasks

What is the benefit, if any, of exploitingplvledge contained in verb lexicor
for the task of automatically labelling semantic roles?

To what degree is it possible to adaptavisle mapping, a corpus annotat
with a fine-grained set of semantic roles for the purpose afuating a role
labelling system that uses a coarser grained role set?

How can we use a graph-based a&bpmajuestion-focused sentence
trieval?

How can we perform question-fedsentence retrieval and automatic ans
finding given the prevalence of paraphrasing in news texts?

Is it possible to use existing methodsmionologue topic segmentation ¢
tutorial dialogue

How can CRFs be made to scale with largbaers of labels?
Is it possible to select a highly in&dive number of bits when creating errg
correcting codes?
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P05-1003.0sborne.0
P05-1003.0sborne.1
P05-1003.0sborne.2
P05-1003.0sborne.3
P05-1005.kohomban.
P05-1009.soricut.0

P05-1009.soricut.1
P05-1013.nivre.0

P05-1013.nivre.1
P05-1013.nivre.2
P05-1021.yang.0
P05-1030.rieser.1

P05-1031.schlangen.(

P05-1031.schlangen.]

P05-1035.amigo.0

P05-1035.amigo.1
P05-1035.amigo.2

P05-1035.amigo.3

How can CRFs be regularised withong) yssirameterised priors?

How are LOP-CRFs trained?

How do LOP-CRFs compare with regelailGRFs?

Is diversity important for good Iadbhamic opinion pool conditional randor
field performance?

D Canwe generalize learning word séysesing a common set of super-sen
instead of an enumerative lexicon?

How to perform the intersection of IBtpressions with n-gram languag
models?

How to perform natural language geioerfor text-to-text applications?

How can non-projective dependenciesipiired accurately and efficiently
dependency-based syntactic parsing?

Can non-projective dependencies beairabtvith an accuracy sufficient 1
improve overall parsing accuracy?

Can non-projective dependencies beairabtvith an accuracy sufficient 1
outperform the best projective dependency parsers?

How to effectively utilize statisticséd semantic compatibility informatio
to improve pronoun resolution.

What clarification classification sohesrsuited to describe naturally occu
ring CRs in order to generate them?

Can Fragments, a certain class edambential utterances, be automaticg
detected and linked up with their antecedents, and carmriarf@ this task be
learned using machine learning techniques?

Can the class of non-sententighnttes that do have an individual anteced
be consistently defined?

Automatic evaluation of summaries anadnaatic metaevaluation of metric
How to combine and meta-evaluate similarity metrics to ragathe proximity
from an automatic summary to a set of models.

Combining metrics and similarities frowdels (manual summaries) witho
considering metric scales.

Defining criteria for the meta-evaluatibmetrics; human judges are expet
ive.

D

|

which have been used to meta-evaluate metrics. That isharautomatic

Defining a measure to estimate the nglatiithe set of evaluated summarie
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summaries in the corpus representative from the possilbereatic solutions?
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B.5 Phase Two pooling Lemur parameters

Model Parameter Setting

Okapi | BM25K1 1.2
BM25B 0.75
BM25K3 7
BM25QTF 0.5
feedbackTermCount 20

KL smoothStrategy jm
JelinekMercerLambda 0.5
DirichletPrior 2000
feedbackTermCount 20
gueryUpdateMethod 0
feedbackCoefficient 0.5
feedbackProbThresh 0.001
feedbackProbSumThresh 1
feedbackMixtureNoise 0.5
emlterations 50
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Appendix C

Citation and reference grammar

Regular expressions for citations

our $SURNAME = ' () ( <SURNAME>[ A<] *2</ SURNANE>) ()" ;

# W can't use this 'perfect’ expression (below) for efficiency reasons

# It makes sure there’s never another <SURNAME> between the first and the </ SURNAVE>
#our $SURNAME = ' () (<SURNAME>( [ A<] *(<(?! SURNAME) ) ?[ A<] *) +</ SURNAVE>) ()"

our $GENITIVE = "() (" (\\s)*s)()";

our $PRENAME = ' (?:\b)(?: [LI]a|[Dd][|ue]|[dD]eIIa|[Dd]e\s+[LI]a| W]an\s*?(?2:[td]e[rn])?)(?:)";
our SNAVE = ' () (' . SPRENAME . "(15%))?' . SSURNAME . ')()’;

our $NAMECOMMA =" () (" . SNAME . "(\s)*?(" . $COMA . ")?2)((\s)*)";

our $NAMESANDNAME = ' () ((* . SNAMECOMMA . ')+(\s)*' . $AND . '(\s)*' . $NAME . ')()’:

our $NAMES = ' () (' . SNAVESANDNAME . '|' . SNAME . ')((\s)*?(’ . $GENITIVE . ')?)’;

our $ETAL =" (\s+)([Ee][tT](2:\.)2(2:\s)*?2[Aa][IL](2:\.)?)(\s*)";
our $NAMEETAL =

T . SNAME . U (\s)*2(" . SCOWA . ')2(\s)*?' . $ETAL . '(\s)*?(’ . $FULLSTOP . ')?)((\s)*?(’ . $GENITIVE .

our $AUTHOR = " () (" . SNAMEETAL . '|' . SNAMES . ')()’;

# dates can include distinguishing letters

our $DATELETTERS = ' (?:)(?:[abcdef ghijkl mopgs])(?:)";

# years can be 18**, 19** or 20** or just ** (two digits)

our $YEAR = " () (((?<!\d)(19]20]18)\d{2})|(\d{2})(2!\d))()";

# restrict year dates to having a single dateletter (no space, no commma)

our $SI MPLEDATENUMS =" () (' . $YEAR. '(' . $DATELETTERS . ")?)()’;

our $DATEWORDS =
"(?:)(?:(?:to appear) | (?:forthcomng)|(?:in press)|(?:in print)|(?:in preparation)]|
(?<=\b)(?:forth(?:(?:\.|coming)?))|(?:subnitted)|(?:this issue))(?:)";

our $SIMPLEDATE =" () ((?<=\b)’ . $SIMPLEDATENUMS . '|' . S$DATEWORDS . ')()’;

our $SI MPLEDATECOWA =" () (' . $SIMPLEDATE . ' ((\s)*' . $COWA . ")?)(\s*)';

our $SI MPLEDATEORLIST = " ()(('. $SIMPLEDATECOMMA . ")+((\s)*' . $AND . ' (\s)*' . $SIMPLEDATE. ')?)()’;

our $RANGE = ' () (\d+\s*' . $DASH . "\s*\d+)()";
our $EXTENTNUM =" () (" . $RANGE . '|(\d+)\. (\d+)| (\d+)ff(\.)?](\d+)(?=\b) (?'\S*\<\/DATE>))()";
our $EXTENTWORDS =
"() (([Celhapter|[Pp]age| [Pp] g(\.)?[[Pp]p?(\.)?|[cClh(a?) (p?)(t?)(r?))[s\.]1?|[Ss]ection|[Ss](\.?2))()";
# NB we need the doubl e brackets round the ’>< expression to keep the $1 etc variabl es happy
our $EXTENT = ' ((?<=\b))((’. $EXTENTWORDS . ’(\s*))?" . S$EXTENTNUM. ')()’;
our $EXTENTCOMWA =" () (' . $EXTENT . '((\s)*' . $COMA . ")?)((\s)*)’;
our $EXTENTORLIST = " ()(('. $EXTENTCOMVA . ")+((\s)*' . SAND . ' (\s)*' . S$EXTENT. ')?)()’;

# Need to deal with definitions of acronyms/abbreviations

our $ACRONYMCHAR = ' ([A-Z1-9]|(" . $SAND . '\s?))’;

our $ACRONYM = ' () ([A-Z]" . $ACRONYMCHAR . '+)()';

our $ACRONYMQUOTES =’ ()( . $QUOTE . "\s*)?" . SACRONYM. '(\s*' . SQUOTE . ")?)()’;

our $HENCEFORTHWORD = ()([Hh]ence As?forth)()’;

our $HENCEFORTHFIRST = ' () (' . $HENCEFORTHWORD . "\s*(' . $COWA . ') ?\s*(’ . $ACRONYMQUOTES . ")()';
our $HENCEFORTHLAST = " () (' . $ACRONYMQUOTES . "\s*(’ . $COWA . ") ?\s*(’ . $HENCEFORTHWORD . ') ()’;
our $HENCEFORTHFI RSTORLAST = " () ((' . $HENCEFORTHFIRST . '|' . $HENCEFORTHLAST . '))()’;

our $BRACKETEDHENCEFORTH = ' (' . 'S$LBR\s*)(’ . S$HENCEFORTHFI RSTORLAST. ")(\s*' . $RBR . ')’;
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our $UNBRACKETEDHENCEFORTH = * () (* . $HENCEFORTHFI RSTORLAST. ') ()" ;
our $HENCEFORTH = ' () (" . $BRACKETEDHENCEFCRTH . '|' . $UNBRACKETEDHENCEFORTH . ')()’;

# 1t's possible to have nore than one extent per title
our $SI MPLEDATEEXTENT = ' ()(’ . $SI MPLEDATEORLIST . ' ((\s*’ . $COMA . ')?\s*' . $EXTENTORLIST . ')?2)()';
our $SI MPLEDATEEXTENTCOWMA = * () (" . $SI MPLEDATEEXTENT . *(\s)*2(" . $COMA . ')?)((\s)*)";
our $SI MPLEDATEEXTENTLI ST = ' () ((’. $SI MPLEDATEEXTENTCOMVA . ')+(\s)*' . $AND . ' (\s)*' . $SI MPLEDATEEXTENT. ')()’;
our $SI MPLEDATEEXTENTORLI ST = ' () (" . $SI MPLEDATEEXTENTLIST. ’ |’ . $SI MPLEDATEEXTENT . ') ()’;
our $UNBRACKETEDDATE =’ ()(’ . $SI MPLEDATEEXTENTORLIST . *)()’;
our $BRACKETEDDATE = ' ()(’ . $LBR. ’'(\s)*(’ . $UNBRACKETEDDATE . ')+(\s)*?' . $RBR. ')()’;
our $DATE = ' ()(' . $BRACKETEDDATE . '|' . $UNBRACKETEDDATE . ')()’;
our $BRACKETEDDATEHENCEFORTH =
"(* . $LBR . '\s*)(’ . $DATE . '((\s*' . $COMMA . ')?\s*’ . $HENCEFORTH . ')?)(\s*’ . $RBR . ')';

our $UNBRACKETEDDATEHENCEFORTH = ' ()(’ . $DATE . ’((\s*' . $COMVA . ')?\s*' . $HENCEFORTH . ')?)()’;
our $DATEHENCEFORTH = * () (' . $BRACKETEDDATEHENCEFORTH . |’ . $UNBRACKETEDDATEHENCEFORTH . ')()’;
our $PC = " () ((p\.?c\.?)| (personal communication))()’;

our $DATEHENCEFORTHPC = ' ()(’ . $DATEHENCEFORTH . '|' . $PC. ')()’;

our $AUTHORSI MPLEDATE = " () (* . $AUTHOR . ' (\s)*(’ . $COMMA . ')2(\s)*(’ . $DATEHENCEFORTHPC . ')+)()":
our $AUTHORSI MPLEDATECOMVA =
"()(" . $AUTHORSI MPLEDATE . ' (\s)*(’ . $COMMA . '|((’ . $SCOMA . '(\s)*)?" . $AND . '))2(\s)*)()’;

our $PRESTRI NGACRD =

"(\b)((see\b)|(also\b)|(e(\.)?(\s)*g(\.)?)|(in\b)|(for exanple\b)|(such as\b)|([cC(\.)?f(\.)?))()";
our $PRESTRING =" () (' . $PRESTRINGMORD . ' (((\s*' . $COMMA. ")?\s*' . $PRESTRINGAORD . ') +)?(\s*’ . $COMA. ")?)()’;
our $POSTSTRING = ' () ((inter\s?alia)|(anong\s+others))()’;

our $PARENTHETIC =
"()( . S$LBR. '(\s)*(’ . $PRESTRING. ')?(\s)*(' . $AUTHORSI MPLEDATECOMMA . ')+(\s)*(’ . $POSTSTRING .
)?2(\s)*" . $RBR. ")()';

our $SYNTACTIC =
()" . SAUTHOR . " (\s)*(' . $COMMA . ")?(\s)*(’' . $DATEHENCEFORTHPC . ') ((\s)*' . $POSTSTRING. ")?)()’;

# For finding sequences of REFAUTHORs
our $OPENREFAUTHOR = ' <REFAUTHOR[ A>] +>' ;
our $CLOSEREFAUTHOR = ' </ REFAUTHOR>' ;

Regular expressions for references

our $REFLIST_YEAR = ' (?:(?<!\d)(?:19]20]18)\d{2})";
our $REFLI ST _DATENUMG = ' (?:' . $REFLIST_YEAR . '(?2:' . $DATELETTERS . ')?)’;
our $REFLI ST DATEWORDS = ' (2.’ . $REFLIST DATENUMS . '\s*)?' . $DATEWORDS . ')’;

our $REFLIST DATE = *(* . SLBR. ’'?)(’ . $REFLI ST DATENUMS . '|' . $DATEWORDS . ')(’ . SRBR. '?)’;
our $INITIALBASIC = "[A-Z](2:\.) 7 ;

our $INITIALHYPHEN = $INITIALBASIC . -’ . $I NI TIALBASIC,

our $INITIAL = ' (2" . SINITIALBASIC. '|' . SINITIALHYPHEN . ')’;

# W don’t necessarily need whitespace between initials in a list
our SINNTIALSEQ = " (?:(?:" . SINITIAL . "\s*)? . SINTIAL . ")’;

# Author names (lists of)
our $SURNAME_MAC OR O = " (?2:(?:Ma2c)|(?: Q")) ;

our $REFLI ST_SURNANESI MPLE = ' (2 [A-Z][a-2\']+4)";

our $REFLI ST_SURNAVEMAC = ' (?:' . $SURNAVE MAC OR O . '?' . $REFLIST_SURNAMESI MPLE . ')';

our $REFLI ST _SURNAMEHYPHEN = ' (?:' . $REFLI ST _SURNAMEMAC . '-'. $REFLI ST_SURNAMEMAC. ')’;

our $REFLI ST_SURNAMEBASIC = ' (?:' . $REFLI ST_SURNAMEHYPHEN .’ |’ . $REFLI ST_SURNAMEMAC . ')’;

our $REFLI ST SURNAME = ' (?:'. $PRENAME. '\s+)?' . $REFLI ST SURNAMEBASIC . ' (2:,\s(2:(2:(2:dr| SN )[(2:11(2:1)2)))?";
our $REFLISTNAMEBASIC = ' (?:[A-Z][a-z\"]+)";

our $REFLI STNAVEHYPHENSECOND = ' (?:[A-Z] ?[a-2z\']+)";

our $REFLI STNAMEHYPHEN = ' (?:" . $REFLISTNAMEBASIC . '-' . S$REFLI STNAVEHYPHENSECOND .')" ;
our $REFLISTNAME = ' (?:' . $REFLISTNAMEHYPHEN . '|' . $REFLI STNAMEBASIC .’)’
our $REFLI ST_FI RSTNAMESPART = ' (’ . $REFLISTNAME . '|’ . SINITIALSEQ ")’;

our $REFLIST_FIRSTNAMES = ' (' . $INTIALSEQ. ')';
our $REFLIST FULLNAME = (' . $REFLIST SURNAME . ',\s+ . $REFLI ST_FIRSTNAMES .’)’;
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# \\ need whitespace between names in a list

our $NAVESEQ = ' (?:(?:’ . $REFLISTNAME . '|' . S$INITIALSEQ. ')\s+)*(?:’ . $REFLISTNAME . '|’ . $INITIALSEQ. ’)’;
our $ONE_AUTHORLI ST_SEP = ' (2:* . $COWA . '|’ . $AND . ')’;

our $OXFORD AUTHORLI ST SEP = ' (2.’ . $COWA . '\s*' . $AND . ’)’;

our $AUTHORLI ST SEP = ' (?:' . $OXFORD_AUTHORLI ST SEP . |’ . $ONE_AUTHORLIST SEP . ’)';

our $SURNAME_COWA I NI TIALS = " (' . $REFLIST_SURNAME . ')(\s*,\s*' . SINITIALSEQ. ")’;
our $SURNAME_COWMA_NAMES = ' (' . $REFLIST_SURNAME . ") (\s*,\s*' . $NAMESEQ . ')’;

our $INITIALS_SURNAME = ' (' . $INITIALSEQ . '\s*' . $REFLIST_SURNAME . ')’';

our $NAMES_SURNAME = ' (' . $NAMESEQ . '\s+)(’ . $REFLIST_SURNAME . ')’;

# \\ need whitespace to separate surnane and initials when there's no comm

our $SURNAME_INITIALS = " (' . $REFLIST_SURNAME . ")(\s+ . SINITIALSEQ. ')’;

Regular expressions for Anthology publication names

our $JOURNAL_PATTERN = ' ((Journal of )?Conputational Linguistics)’;
our $ACL_PATTERN = ' ((Proceedings of ACL)|((Annual Meeting)?.*Association (for|of) Conputational Linguistics)|(["A Za-z0-9]ACL["A
our $COLI NG _PATTERN = ' ((COLING) | (I nternational Conference on Conputational Linguistics))’;
our $HLT_PATTERN = ' ((Proceedings of HLT)|(Human Language Technol ogy))’;
our $NAACL_PATTERN = ' ((Proceedi ngs of NAACL)| (North Anerican Association (for|of) Conputational Linguistics))’;
our $EACL_PATTERN = ' ((EACL)| (European Chapter of the Association (for|of) Conputational Linguistics))’;
our $ANLP_PATTERN = ' ((ANLP)| (Applied Natural Language Processing))’;
our $TI PSTER PATTERN = ' (TI PSTER)";
our $TINLAP_PATTERN = ' (TINLAP)";
our $MJUC PATTERN = ' ((["A-Za-z0- 9] MUC] "A- Za- z] ) | (Message Under st andi ng Conference))’;
our $I JONLP_PATTERN = ' (1 JCNLP)";
our $WORKSHOP_PATTERN =
"(( o NLL) | (Conput ati onal Natural Language Learning)|(EMLP)| (Enpirical Methods.*Natural Language Processing)|
S| GDAT) | (SI GDIAL) | (SI'GLEX) | (SI'GNLL) | (SI GGEN)) | (Sl GPHON) | ( SI GHAN) | ( SENSEVAL) |
Eval uation of Systens for the Semantic Analysis of Text)|(INLG|
International Wrkshop on Natural Language Generation)|(VLC)|(Very Large Corpora)|
Reversible Granmar in Natural Language Processing)|(Lexical Semantics and Know edge Representation)]|
Acqui sition of Lexical Know edge from Text)|(Intentionality and Structure in Discourse Relations)|
Conbi ning Synmbolic and Statistical Approaches to Language)| (Conputational Phonol ogy) |
Breadth and Depth of Semantic Lexicons)|(Tagging Text with Lexical Semantics)|(Spoken Language Transl ation)|
Natural Language Processing for Communication Aids)|(Interactive Spoken Dial og Systens)|
Intelligent Scal able Text Sunmarization)]|
Automatic Information Extraction and Building of Lexical Semantic Resources for NLP Applications)|
From Research to Conmercial Applications: Making NLP Work in Practice)|
Concept to Speech Generation Systens)|
Qperational Factors in Practical,? Robust Anaphora Resolution for Unrestricted Texts)|
Ref erring Phenonena in a Miltinedia Context and their Conputational Treatment)|
Conput ati onal Environments for G ammar Devel opment and Linguistic Engineering)]|
Content Visualization and Internmedia Representations)|(CVIR)|(Discourse Relations and Discourse Markers)|
Processing of Dependency-Based Granmars)| (Conputational Treatment of Nominals)]|
Usage of WordNet in Natural Language Processing Systens)|
Partial ly Automated Techni ques for Transcribing Naturally Cccurring Continuous Speech)|
Conput ati onal Approaches to Semitic Languages)|(Finite State Methods in Natural Language Processing)|
Natural Language Ceneration)|(The Relation of Discourse/Dialogue Structure and Reference)|
Coreference and Its Applications)|(Towards Standards and Tool s for Discourse Taggi ng) |
Conput er Medi ated Language Assessment and Eval uation in Natural Language Processing)|
Conputer and Internet Supported Education in Language and Speech Technol ogy) |
Unsupervi sed Learning in Natural Language Processing)|
Syntactic and Semantic Conplexity in Natural Language Processing Systens)|(Applied Interlinguas)]|
Conversational Systens)|(Automatic Summarization)|(Enmbedded Machine Translation Systens)|
Readi ng Conprehension Tests as Eval uation for Conputer-Based Language Understanding Systens) |
(Word Senses and Multi-Iinguality)|(Conparing Corpora)](
Recent Advances in Natural Language Processing and Information Retrieval)]|
(Chinese Language Processi ng Wrkshop)| (European Workshop on Natural Language Generation)| (EWNLG |
(Eval uation Methodol ogi es fro Language and Di al ogue Systens)|(Human Language Technol ogy and Know edge Managenent) |
(Open- Domai n Question Answering)| (Tenmporal and Spatial Information Processing)]|
(Data-Driven Methods in Machine Translation)|(Sharing Tool s and Resources) |
(Effective Tool s and Methodol ogies for Teaching Natural Language Processing and Conputational Linguistics)]|
(Natural Language Processing in( the)? Bionedic)]|(NMorphol ogical and Phonol ogi cal Learning)|
(
(
(

(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(
(

Speech-to- Speech Transl ation: Algorithnms and Systens)|
Word Sense Di sanmbi guation: Recent Successes and Future Directions)|(Unsupervised Lexical Acquisition)]|
Bui | ding and Using Semantic Networks)| (SEMANET)| (Asian Language Resources and |nternational Standardization)]|
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(A Roadmap for Conputational Linguistics)|(Conmputational Term nology)| (COVMPUTERM | (ConpuTernj |

(Grammar Engineering and Eval uation)| (Machine Translation in Asia)|(NLP( and )?XM.) |

(Mul'tilingual Summarization and Question Answering)| (Analysis of Geographic References)|

(Bui I ding Educational Applications Using Natural Language Processing)|

(Building and Using Parallel Texts: Data Driven Machine Translation and Beyond)|

(Text Summarization( Branches Qut)?)|(Learning Wrd Meaning from Non-Linguistic Data)]|

(Research Directions in Dial ogue Processing)|(Software Engineering and Architecture of Language Technol ogy Systens) |
(SEALTS) | (Text Meaning)| (Information Retrieval w th Asian Languages)|(Lexicon and Figurative Language)|
(Multilingual and M xed-1anguage Named Entity Recognition)| (Paraphrasing)|(Miltiwrd Expressions:)|

(Linguistic Annotation: Getting the Mdel Right)]|(Patent Corpus Processing)]|

(Current Themes in Conputational Phonol ogy and Morphol ogy)| (Di scourse Annotati on) |

(I'ncrenmental Parsing: Bringing Engi neering and Cognition Together)|(Question Answering in Restricted Domains)|
(Reference Resolution and Its Applications)]|

(Automatic Alignnment and Extraction of Bilingual Domain Ontology for Medical Domain Wb Search)| (NLPBA)| (Bi oNLP) |
(Psycho- Conput ational Mdel s of Human Language Acquisition)]|

(Language Resources for Translation Wrk,? Research and Training)|(Recent Advances in Dependency G ammar)|

(Conput ati onal Approaches to Arabic Script-based Languages)| (eLearning for Conputational Linguistics)]|
(Linguistically Interpreted Corpora)| (R Oo]bust Methods in Analysis of Natural Language Data)|( ROVAND) |

(Enhancing and Using Electronic Dictionaries)|(Miltilingual (Linguistic|Language) Resources)|

(Pragmatics of Question Answering)|(Conputational Lexical Semantics)]|

(Frontiers in (Corpus Annotation|Linguistically Annotated Corpora))|(Scal able Natural Language Understanding) |
(ScaNaLU)| (I nterdisciplinary Approaches to Speech |ndexing and Retrieval)|

(Spoken Language Understanding for Conversational Systens and Hi gher Level Linguistic Information for Speech Processing)|
(Linking Biological Literature,? Ontol ogies and Databases) |

(Feature Engineering for Machine Learning in Natural Language Processing)|

(Psychocomput ati onal Mdel s of Human Language Acquisition)|

(Intrinsic and Extrinsic Evaluation Measures for Machine Translation and/or Sunmarization)|

(Deep Lexical Acquisition)|(Enpirical Mdeling of Semantic Equival ence and Entail nent) |

(Parsing Technol ogy) | (I nformation Extraction Beyond The Docunent)|(Sentiment and Subjectivity in Text)|

(Constraints and Language Processing)(Ontol ogy Learning and Popul ation) |

(Task- Focused Summarization and Question Answering) |

(How Can Conputational Linguistics Inprove Information Retrieval)|(Annotating and Reasoning about Tinme and Events)|
(Linguistic Distances)|(Tree Adjoining Gammar and Rel ated Formalisns)| (VWb as Corpus)|
(Know edge and Reasoning for Language Processing)|(KRAQ | (Miltilingual Question Answering)|(MQA)|
(Cross-Language Know edge Induction)|(Prepositions)|(Adaptive Text Extraction and M ning)| (ATEM |
(Mul ti-word-expressions in a nultilingual context)|(Making Sense of Sense)|

(Learning Structured Information in Natural Language Applications)|

(NEW TEXT Wkis and bl ogs and other dynami c text sources)|(Interactive Question Answering)|
(Statistical Machine Translation)|(Linking Natural Language and Bi ol ogy) |

(Anal yzing Conversations in Text and Speech)|

(Conputational ly Hard Probl ens and Joint Inference in Speech and Language Processing)|

(Medi cal Speech Translation)| (G aph Based Methods for Natural Language Processing)’;

Miscellaneous regular expressions

our $COMA = "(?:[,;:1)";

our $SLASH = " ([\/\\\])";

our $PERCENT = "(%";

our $FULLSTOP =" (\.)";

# \\ need the whitespace after the &np; since it appears that's what's added in place of &
our $AVMPERSAND = ' (?: (’?\&arrp\s?)l\&)’,

our $AND = ' (?:' . $ANPERSAND "land)’;

our $QUOTE = "(**
our $LBR =" (
our $RBR = " (
our $DASH =’
our $QM =" (\
our $EM =" (!
our $XMLQUOTE = " ([\""])";

our $M XEDCASE = '
our $LONERCASE =
our $UPPERCASE ="'
our $DECI MAL = (\
our $SI MPLENUM =

([a-zA-Z]+)";

“(la-z]+)";

([AZ]+)";

d+)\. (\d+) :

“(\d4)

our $WORD = " $LOWERCASE| $UPPERCASE| $M XEDCASE| $DECI MAL| $SI MPLENUM';

our $NOTWORD = " $COMVA| $SLASH| $PERCENT| $FULLSTOP| SAVPERSAND| $QUOTE| $LBR| $RBR| $DASH| $QV $EM';
our $ALL = "$WORD| SNOTWORD";

117



Appendix D

Plots of experimental results
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