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Abstract— Classification is a process that predicts class of objects 

whose class label is unknown. According to No Free Lunch (NFL) 

theorem, there is no single classifier that performs better on all 

datasets. Meta learning is one of the approaches that acquired 

knowledge based on the past experience. The knowledge in 

Meta-Learning is acquired from a set of meta-examples which 

stores the features of the problem and the performance obtained 

by executing a set of candidate algorithms on Meta Features. 

Based on the experience acquired by the system during training 

phase, ranking of the classifiers is provided based on considering 

various measures of classifiers. 

 

Index Terms—Classification, Meta Learning, Ranking 

I. INTRODUCTION 

 Data Mining is a process that extracts patterns from the 

large datasets. There are major research areas in Data Mining 

including association mining, clustering, classification, web 

mining, text mining, etc. Classification is one of the 

techniques in Data Mining that solves various problems like 

algorithm selection, model comparison, division of training 

and testing data, preprocessing, etc. It is a two- step 

process.1) Build classification model using training data. 

Every object of the data must be pre-classified i.e. its class 

label must be known.2) The model generated in the preceding 

step is tested by assigning class labels to data objects in a test 

dataset. The test data is different from the training data. Every 

element of test data is also pre classified in advance. The 

accuracy of the classification model is determined by 

comparing true class labels in the testing set with those 

assigned by the model [15]. 

Classification is important when a data repository contains 

samples that can be used as the basis for future decision 

making. Machine learning researchers have proposed many 

different types of classification algorithms, including 

nearest-neighbor methods, decision tree induction, error back 

propagation, reinforcement learning, lazy learning, 

rule-based learning, statistical learning, etc. [9].The selection 

most adequate algorithmfor a new problem is a difficult task  
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as classification algorithms are originated from different- 

areas like statistics, machine learning, and neural network 

with considerably different performance [26].  

Algorithm selection is a time consuming task which 

involves experimentation with different classifiers and 

analyzing the performance of those classifiers [8].Apart from 

that,NFL (No Free Lunch) Theorem states that if algorithm A 

outperforms algorithm B on some cost functions, then there 

must exist exactly as many other functions where B 

outperforms A [23]. In other words, it is impossible to build 

an algorithm that performs optimally for all tasks [25]. As a 

consequence, it becomes important for researchers and 

practitioners to discover and implement mechanisms that 

may determine which machine learning algorithm perform 

best on which tasks [4].  

In deciding which classifier will work best for a given 

dataset, there are two options. The first is to put all the trust in 

an expert‘s opinion based on knowledge and experience. 

Thesecond is to run through every possible classifier that 

could work on the dataset, identifying rationally the one 

which performs best. The latter option, while being the most 

thorough, would take time and require a significant amount 

of resources, especially with larger datasets, and as such is 

impractical. If the expert consistently chooses an ineffective 

classifier, the most effective classification rules will never be 

learned, and resources will be wasted. Neither methods,  

provides an effective solution and as a result it would be 

extremely helpful to both users and experts, if it were known 

explicitly which classifier, of the multitude available, is most 

effective for a particular type of the dataset [7]. 

Meta learning is a framework developed in the field of 

supervised machine learning with the aim of automatically 

predicting algorithm performance thus assisting users in the 

process of algorithm selection [2, 16].In Meta learning, 

knowledge is acquired by the meta-examples that store, 

(a) The features that describe the dataset (problem). 

(b)Performance information obtained by executing candidate 

algorithms on training datasets. After generation of 

meta-examples, Meta learner (learning algorithm) is applied 

to acquire knowledge that relates performance of candidate 

algorithms to the features of the datasets (problems). As it is 

usually difficult to identify a single best algorithm reliably, it 

is good alternative to provide ranking [2]. 

II. CLASSIFICATION MEASURES 

There are various measures to evaluate the performance of 

the classifier. Table I shows various measures of the 

classifiers. 
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Table I Classification Measures 

Measures Description Importance 

Precision 

Precision can be 

seen as a measure 

of exactness or 

quality. 

Precision is Used to 

retrieved fraction of 

instances those are 

relevant. 

Recall 

Recall is a 

measure of 

completeness or 

quantity. 

Recall is used to 

retrieve fraction of 

relevant instances 

that are retrieved. 

Accuracy 

The accuracyis the 

proportion of the 

total number of 

predictions that 

were correct. 

Accuracy is 

related to the 

degree of bias in 

the measurements 

Accuracy is used to 

represent the correct 

answer or 

percentage of 

accurate 

classification. 

ROC 

(Receive 

Operating 

Curve) 

 

A ROC graph is a 

plot with the false 

positive rate on 

the X axis and the 

true positive rate 

on the Y axis. An 

ROC curve or 

point is 

independent of 

class distribution 

or error costs. 

ROC curves is used 

to  provide a visual 

tool for examining 

the tradeoff between 

the ability of a 

classifier to correctly 

identify positive 

cases and the 

number of negative 

cases that are 

incorrectly 

classified. 

ARR 

(Adjusted 

Ratio of 

Ratio) 

ARR is a method 

based on success 

rate ratio and an 

adjusted time 

ratio. 

ARR is used to find 

the overall ratio of 

success rate. 

MeanAbsol

ute Error 
 

It indicates how 

close prediction 

matches to 

eventual outcomes 

It is used to find the 

closeness of 

prediction with 

outcomes 

III. APPROACHES FOR THE ALGORITHM SELECTION PROBLEM 

Algorithm selection is one of the difficult problems in 

classification. Table II shows the approaches to solve the 

problem along with its description. 

IV. WORKING OF META LEARNING 

In classification, to solve algorithm selection problem 

various approaches are available and a lot of research work is 

carried outin that direction. Meta-learning is currently hot 

research topic in machine learning, which has emerged from 

the need to improve the generalization ability and stability of 

the learned models and support data mining automation in 

issues related to algorithm and parameter selection [8]. It is 

the process of generating knowledge that relates the 

performance of machine learning algorithms to the 

characteristics of the problem (i.e., characteristics of its 

datasets) [3]. 

Meta –learning differs from base learning in the scope of 

the level of the adaptation. Learning at the base level is 

focused on accumulating experience on a specific learning 

task whereas learning at the meta-level is concerned with 

accumulating experience on the performance of multiple 

applications of learning. Meta-learning studies how to choose 

the right bias dynamically,as opposed to base-learning where 

the bias is fixed a priori, or user parameterized [14]. 

 

Table II Approaches for algorithm selection 

Approach Description 

Trial and 

Error 

Approach 

Available classifiers are applied on datasets. 

Suppose we have n classifiers and m datasets, 

this procedure require O (nm) according to 

graph theory which is costly process. 

Expert 

Advice 

When any new dataset comes, we take advice 

from the expert which is not always easy to 

acquire. 

Proposed 

Framework 

Authors have proposed framework which is 

restricted to model of classifier. Performance 

of classifier is evaluated for limited number of 

datasets and classifiers. 

Meta 

Learning 

Meta Learning is the study of principled 

methods that exploit Meta knowledge to 

obtain efficient models and solutions by 

adapting machine learning and data mining 

processes. 

A. Architecture of Meta Learning 

Meta Learning System can be divided into two modes:  

1) Acquisition Mode 

2) Advisory Mode 

 

Acquisition Mode: 

During the knowledge acquisition mode, the main goal is 

to learn about the learning process itself. We assume that the 

input to the system consists of datasets of examples. Upon 

arrival of each dataset, the meta-learning system invokes a 

component responsible for extracting dataset characteristics 

or Meta features. The goal of this component is to gather 

information that transcends a particular domain of 

application. During the knowledge acquisition mode, the 

learning techniques do not exploit knowledge of previous 

results. Statistics derived from different learning strategies 

(e.g., a classifier or combination of classifiers, and their 

performance) may be used as a form of characterizing the 

task under analysis. Information derived from the 

meta-feature generator and the performance evaluation 

module can be combinedinto a meta-knowledge base. This 

knowledge base is the main result of the knowledge 

acquisition phase [14]; it reflects experience accumulated 

across different tasks. Fig 1(a) shows the general structure of 

the acquisition mode. 

 

Advisory Mode: 

In the advisory mode, meta-knowledge acquired in the 

exploratory mode is used to configure the learning system in 

a manner that exploits the characteristics of the new data. 

Meta-features extracted from the dataset are ―matched‖ with 

the meta-knowledge base to produce a recommendation 

regarding the best available learning strategy [14]. Fig 1(b) 

shows the general structure of the advisory mode. 
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Fig 1(a) Acquisition Mode 

 

 
Fig 1(b) Advisory Mode 

 

 

B .Process of Meta Learning 

The meta-learner is a learning system that receives as input 

a set of such meta-examples and then acquires knowledge 

used to predict the algorithms performance for new problems 

being solved. The meta-features are, in general, statistics 

describing the training dataset of the problem, such as 

number of training examples, number of attributes, 

correlation between attributes, class entropy, among others 

[24]. 

In Meta-Learning, each meta-example stores, as 

performance information, a class attribute which indicates 

the best algorithm for the problem, among a set of candidates. 

In this case, the class label for each meta-example is defined 

by performing a cross-validation experiment using the 

available dataset. The meta-learner is simply a classifier 

which predicts the best algorithm based on the meta-features 

of the problem [20]. 

Meta Learning process is specified in fig 2. A database is 

created with meta-data descriptions of a set of datasets. These 

meta-data contain estimates of the performance of a set of 

candidate algorithms on those datasets as well as some Meta 

features describing their characteristics. A machine learning 

algorithm is applied to this database to induce the model that  

 

 

 

relates the value of the Meta features to the performance of 

the candidate algorithms [21]. 

C .Meta Features 

The goal of Meta learning is to relate the performance of 

learning algorithms to data characteristics, i.e. Meta features. 

Therefore, it is necessary to compute measures from the data 

that are good predictors of the relative performance of 

algorithms. 

 

 
Fig. 2. Process of Meta Learning 
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 Simple, Statistical and Information-theoretic 

Three different approaches to data characterization can be 

identified, namely simple, statistical and 

information-theoretic measures, Land markers and 

model-based measures.  

There are two main directions used so far in order to 

characterize a dataset for providing suggestion as to which 

classification algorithm(s) is(are) more appropriate for a 

specific dataset. In the first one, measures that describe 

statistical and information based properties of the datasets 

used. In the second one a dataset is described using the 

performance of very simple learners. In a very successful 

metaphor the first category of measures is described as the 

genotype of the datasets ,i.e. the inner structure of the dataset, 

and the second category as the phenotype of the datasets ,i.e. 

the visible properties of the dataset produced by the 

interaction of its genotype with the environment in case the 

simple learners [13]. 

 

(1) Genotype of dataset 

Simple Characteristics 

i. No of Instances 

ii. No of attributes 

iii. No of classes 

iv. No of binary attributes 

Statistical Characteristics 

v. Standard Deviation Ratio 

vi. Mean absolute correlation attributes 

vii. First canonical correlation 

viii. Mean skwness of attributes 

ix. Mean Kurtosis of attributes 

(2) Phenotype of dataset 

i. Entropy of class 

ii. Mean entropy of attributes 

iii. Equivalent number of attributes 

iv. Noise-signal ratio 

 

 Model based 

In Model based approach, a model is induced from the data 

and the Meta features are based on properties of that model. 

An example of a model-based data characteristic is the 

number of leaf nodes in a decision tree. Meta features 

obtained using this approach is only useful for algorithm 

recommendation if the induction of the model is sufficiently 

fast. 

In the first approach, consisting of simple, statistical and 

information-theoretic measures, the Meta features are 

computed directly on the dataset. In model-based data 

characterization, they are obtained indirectly through a 

model. If this model can be related to the candidate 

algorithms, then these approaches provide useful Meta 

features. 

 Land markers 

Land markers are quick estimates of algorithm 

performance on a given dataset. They can be obtained in two 

different ways. The estimates can be obtained by running 

simplified versions of the algorithms. An alternative way of 

obtaining quick performance estimates is to run the 

algorithms whose performance we wish to estimate on a 

sample of the data, obtaining the so-called sub sampling Land 

markers. 

Like model-based meta-features, Land markers characterize 

the dataset indirectly. But they go one further, by 

representing the performance of a model on a sample of the 

data, rather than representing properties of the model. If the 

performance of the Land markers is, in fact, related to the 

performance of the base-algorithms, we can expect this 

approach to be more successful than the previous ones. 

V.  APPROACHES OF META LEARNING 

1. In [22] for labeling meta-examples, initially 20 

algorithms were evaluated through cross-validation on 22 

classification problems. For each algorithm, the authors 

generated a set of meta-examples, each one associated either 

to the class label applicable or to the class label 

non-applicable. The class label applicable was assigned when 

the classification error obtained by the algorithm fell within a 

pre-defined confidence interval, and non-applicable was 

assigned otherwise. Each problem was described by a set of 

16 meta-features and, finally, a decision tree was induced to 

predict the applicability of the candidate algorithms. 

2. In [13], the authors performed the labeling of 

Meta-examples by deploying clustering algorithms. For 

labeling of meta-examples, initially the error rates of 10 

algorithms were estimated for 80 classification problems. 

From this evaluation, a matrix of dimension 80 X 10 is 

generated, in which each row stored the ranks obtained by the 

algorithms in a single problem. The matrix was given as input 

to a clustering algorithm, aiming to identify groups (clusters) 

of problems in which the algorithms obtained specific 

patterns of performance. The meta-examples were then 

associated to the class labels corresponding to the identified 

clusters. Hence, instead of only predicting the best algorithm 

or the applicability of algorithms, the metal earner can predict 

more complex patterns of relative performance. 

3. In the Zoomed-Ranking approach [17], instance-based 

learning is used to produce rankings of algorithms taking into 

account accuracy and execution time. In this approach, each 

meta-example stores the meta-features describing a learning 

problem, as well as the accuracy and execution timeobtained 

by each candidate algorithm in the problem. Given a new 

learning problem, the Zoomed-Ranking retrieves the most 

similar past problem based on the similarity of meta-features. 

The ranking of algorithms is then recommended for the new 

problem by deploying a multi-criteria measure that 

aggregates the total accuracy and execution time obtained by 

the algorithms in the similar problems. 

4. The Land marking approach [26] tries to relate the 

performance of the candidate algorithms to the performance 

obtained by simpler and faster designed learners, called Land 

markers. This approach claims that some widely used 

meta-features are very time consuming, and hence, land 

marking would be an economic approach to the 

characterization of learning problems and to provide useful 

information for the Meta-Learning process. 

5. In [12], a set of different meta-learners is used not only to 

predict a class label associated to algorithm performance, but 

also to recommend a ranking of algorithms. In this approach, 

a strict meta-learner is built for each different pair (X, Y) of 

algorithms. Given a new learning problem, the outputs of the 

meta-learners are collected and then pints are credited to the 

algorithms according to the output. For instance if ‗X‘ is the 

output of meta-learner (X,Y) then the algorithm X is credited 
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with one point. The ranking of algorithms is recommended 

for the new problem directly from the member of points 

assigned to the algorithms. 

  Apart from above approaches, some other approaches 

are there in which research work is carried out. Table III 

shows various approaches of Meta learning for the algorithm 

selection problem.  

 

 

 

 

Table III Meta Learning Approaches 

YEAR APPROACH DESCRIPTION 

2000 A1 Intelligent assistant, NOEMON for collection of dataset 

2002 A2 Zooming and Ranking of Meta Learning 

2002 A3  Meta-learning with incremental learning using K-nn 

2003 A4 Decision Support  System approach  

2005 A5 Combing dataset characterization with land marking 

2008 A6  Meta-learning for unsupervised learning 

2008 A7 Software engineering concepts of quality attributes and metrics 

2009 A8 Resampling based ensemble methods and meta-learning 

2009 A9 
Empirical framework that quantitatively assesses the accuracy of selection of 

best Bayesian classifiers 

2010 A10 Active Meta Learning 

2011 A11  Clustering-based meta learning 

2011 A12 Active Meta Learning based on Uncertainty Sampling Method 

 

Fig. 4. Approaches of existing work 

2000

2002 2002

2003

2005

2008 2008

2009 2009

2010

2011 2011

1995

1997

1999

2001

2003

2005

2007

2009

2011

APPROACH

A1 A2 A3 A4 A5

A6 A7 A8 A9 A10

A11 A12 Linear (A1)
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Table IVDataset Characteristic 

VI. PARAMETER FOR SELECTION OF CLASSIFICATION MODEL 

For the selection of classification model, various 

parameters need to be selected like dataset characteristics and 

classifier characteristics. 

A. Dataset characteristics 

Each dataset has different characteristics and classifier 

performance depends on the dataset characteristics. 

Someexperiment is performed by taking dataset from UCI 

machine repository. Table IV shows the dataset with different 

characteristics. 

B. Impact of dataset on classifier performance 

According to "The ‗no free lunch‘ theorem of 

Wolpertand Macready, any two algorithms are equivalent 

when their performance is averaged across all possible 

problems Some experiment is carried out in Weka 3.6 with 

default settings. Here dataset is selected with different 

characteristics and classifier is selected from different class. 

For evaluating performance of the classifier, accuracy and 

mean absolute error is considered as measures. Graph 1 

shows impact of contact_lense dataset on different classifier. 

 
Graph 1. Performance of contact_lense dataset on different 

classifier 

For contact_lense dataset, J48 gives better performance. 

Here accuracy is considered as parameter to measure the 

performance. 

 

 

Graph 2 shows impact of diabetes dataset on different 

classifier. 

 

 
 

Graph 2. Performance of diabetes dataset on different 

classifier 

In graph 2, SMO gives better performance. Here accuracy 

is considered as parameter to measure the performance. 

Graph 3 shows impact of contact_lense dataset on different 

classifiers. 

 
Graph 3. Performance of contact_lense dataset 

For contact_lense dataset, Zeror gives better performance 

than other classifiers as Mean absolute error of Zeror is less 

than other classifiers. 

50.00%
60.00%
70.00%
80.00%
90.00%

Accuracy

Accuracy

50.00%
60.00%
70.00%
80.00%
90.00%

Accuracy

Accuracy

0

0.1

0.2

0.3

0.4

Mean Absolute Error

Mean Absolute Error

Datasets 

Meta Features 

No of 

Instance 

No of 

attribute 

Nominal 

Count 

Numer

ical 

count 

Class 

Count 

Missing 

Value Mean 

Mean 

Std.dev 

Correlated 

Attribute Outlier 

Noisy    

Data 

Contact-lenses 

24 5 4 0 3 0 0 0 × × × 

Diabetes 
768 9 0 8 2 0 44.98 25.73 × × √ 

Super market 
4627 217 216 0 2 3580 0 0 × × × 

Glass 
214 10 0 9 7 0 11.26 0.68 × × × 

segment-test 1500 20 0 19 7 0 23.73 21.79 × × × 

Vote 898 39 32 6 6 0 348.5 405.17 × × × 

soybean 683 35 35 0 19 233 0 0 × × √ 
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Graph 4. Performance of glass dataset 

Graph 4 shows performance of glass dataset on different 

classifier. 

For glass dataset, IB1 gives betterperformance than other 

classifiers. Here mean absolute error is taken as a measure for 

the evaluation. 

C. Impact of classifier characteristics on performance 

Each Classifier of different model has different 

characteristics. Table V shows comparative study of 

classifier characteristics. Table VI shows the performance of 

classifier based on its characteristics. 

 

Table V Comparative Study of Classifier Characteristics 

Classifier Characteristics 

k-Nearest Neighbor 

 Instance of instance-based learning. 

 If no of instances are more kNN gives less misclassification error [27]. 

 On datasets with high to extremely high level of sparsity, kNN starts failing as it 

is unable to form reliable neighborhoods [19]. 

Naïve Bayes  

 Robust to isolated noise points [28]. 

 Handles missing values [28]. 

 Robust to irrelevant attributes [28]. 

 Correlated attributes degrade the performance of NB classifier [28]. 

SMO 

 Sequential minimal optimization (SMO) is an algorithm for efficiently solving 

the optimization problem [29]. 

 On datasets with high to extremely high level of sparsity, it gives best 

performance [30]. 

Neural Network 

 Neural networks are used when the exact nature of the relationship between 

inputs and output is not known [30].  

 NN is more powerful than the linear perceptron, as it can distinguish data that is 

not linearly separable [30]. 

J48 

 Handling both continuous and discrete attributes. 

 J48 gives better performance for categorical attribute [31]. 

 Handling training data with missing attribute values. 

 

Table VIPerformance of Classifier based on its Characteristics 

Datasets NB J48 SMO k-NN 
Justification 

Supermarket 64.00% 63.71% 63.71% 37.84% 
NB gives better performance for missing 

values. Here missing values are 3570 

KDD-Train 90.23% 94.62% 92.00% 99.67% 

NB does not give better performance if 

attributives are correlated. If no of instances 

are more k-NN gives less misclassification 

error 

Breast cancer 75.52% 71.67% 69.58% 72.37% 
J48 gives better performance for categorical 

attribute. 

Credit ratings 77.68% 86.087% 84.92% 81.15% J48  better handles continuous attributes 

0
0.03
0.06
0.09
0.12
0.15
0.18
0.21
0.24

Mean Absolute Error

Mean Absolute 
Error
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VII. GENERATION OF RANKING BASED ON ADJUSTED RATIO 

OF RATIO 

Considering the NFL theorem, we cannot expect that a 

single best algorithm could be found and be valid for all 

datasets. We address this issue by dividing the entire process 

into two distinct phases. In the first phase, we identify subset 

of relevant datasets and should be taken into account later. In 

the second phase, we proceed to construct a ranking on the 

basis of the datasets identified. 

Following steps are performed for the generation of ranking 

for a new dataset. 

Step 1: Dataset collection (Here dataset with different 

characteristics are selected) 

Step 2: Meta Feature Extraction for training data 

Step 3: Learning Strategy Selection 

Step 4: Selection of Performance Measures 

Step 5: Generation of Meta Knowledge Base 

Step 6:  Meta Feature Extraction for testing data 

Step 7:Find relevant datasets from the Meta knowledge base 

for the new problem 

 

𝛿 𝑉𝑥 ,𝑑𝑖 ,𝑉𝑥 ,𝑑𝑗  =  
| 𝑉𝑥 ,𝑑𝑖 − 𝑉𝑥 ,𝑑𝑗 |

𝑀𝑎𝑥𝑘≠𝑖 𝑉𝑥 ,𝑑𝑘 − 𝑀𝑖𝑛𝑘≠𝑖(𝑉𝑥 ,𝑑𝑘)
 

 

Step 8: Selects the first three dataset which has minimum 

distance 

Step 9:Find pair wise mean adjusted ratio of ratio for each 

pair of algorithm. 

 

ARR𝑎𝑝 ,𝑎𝑞 =
  𝑑𝑖ARR𝑎𝑝 ,𝑎𝑞

𝑑𝑖  

𝑛
 

 

Where n is number of datasets. 

Step 10:Find overall mean adjusted ratio of ratio for each 

algorithm. 

ARR𝑎𝑝 =
  ARR𝑎𝑝 ,𝑎𝑞𝑎𝑞  

(𝑚− 1)
 

 

Where m is number of algorithms. 

VIII. CURRENT RESEARCH CHALLENGES  

1. Traditional approaches to predicting the performance of 

algorithms involve, in general costly trial-and-error 

procedures, or require expert knowledge, which is not 

always easy to acquire [16].One of the issues in Meta 

Learning is generation of Meta Examples [10].  

2. In order to produce a single meta-example, it is necessary 

to perform an empirical evaluation (e.g. cross-validation) 

of the candidate algorithms on a problem. Hence, the cost 

of generating a whole set of meta-examples may be 

high,Depending, for instance, on the number and 

complexity of the candidate algorithms, the methodology 

of empirical evaluation and the amount of available 

problems [18]. 

3. Existing work performs evaluation of classifier by 

considering single criterion. 

a) Predictable factors such as the available amount of 

training data (relative to the dimensionality of the 

feature space), the spatial variability of the effective 

average distance between data samples, and the type 

and amount of noise in the data set influence such 

classifiers to a significant degree [11].  

b) Authors have developed framework in which 

accuracy was measured achieved on a limited 

number of datasets, and a limited number of 

classifiers and their parameter settings [7]. 

c) Various applications like Biomedical datasets pose a 

unique challenge to machine learning and data 

mining algorithms for classification because of their 

high dimensionality, multiple classes, noisy data and 

missing values [5]. 

d) Meta Learning approaches for automatic algorithm 

selection assume that the features used to represent 

meta-instances are sufficiently relevant But some 

features may not be directly relevant, and some 

features may be redundant or irrelevant [6]. 

IX. CONCLUSION 

The different approaches of Meta learning based on 

dataset characteristics provides a system that automatically 

provides  ranking of the classifiers by considering different 

characteristics of datasets and different characteristics of 

classifiers After the generation of the Meta Knowledge 

Base, Ranking is provided based on Adjusted Ration of 

Ratio (ARR) or  accuracy or time that helps non-experts in 

algorithm selection task. 
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