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PREFACE

This dissertation was produced in accordance with guidelines which permit the inclusion as part
of the dissertation the text of an original paper or papers submitted for publication. The disser-
tation must still conform to all other requirements explained in the “Guide for the Preparation of
Master’s Theses and Doctoral Dissertations at The University of Texas at Dallas.” It must include
a comprehensive abstract, a full introduction and literature review, and a final overall conclusion.
Additional material (procedural and design data as well as descriptions of equipment) must be
provided in sufficient detail to allow a clear and precise judgment to be made of the importance

and originality of the research reported.

It is acceptable for this dissertation to include as chapters authentic copies of papers already pub-
lished', provided these meet type size, margin, and legibility requirements. In such cases, con-
necting texts which provide logical bridges between different manuscripts are mandatory. Where
the student is not the sole author of a manuscript, the student is required to make an explicit state-
ment in the introductory material to that manuscript describing the student’s contribution to the
work and acknowledging the contribution of the other author(s). The signature of the Supervis-
ing Committee which precedes all other material in the dissertation attest to the accuracy of this

statement.

!Partial or full content of chapters has been published in [9, 11,29-32]
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Social networks have become ubiquitous in modern life. Whether a user is “tweeting” about
events in their day, posting photos to Facebook, or using LinkedIn to find a job, even the average
computer is aware of social networks. Their utility in such disparate domains as counter-terrorism
and marketing has created a need for increasingly accurate classification techniques to counter
attempts to hide useful information and connections. However, users of legitimate social networks

have reasonable concerns about the use of their private data.

To this end, we provide a three-tiered approach to social network analysis: first, extend classifica-
tion to make use of hidden data and patterns within a network. We show that these extensions pro-
vide benefits to classification tasks on a real-world social network. Second, provide a method for
extensible access control of social networks so that users may control access to their data through
normal use of said network. We show that the framework we propose is scalable and granular
enough to provide fine-grained control over social network data on the scale of Facebook. Finally,
provide a method for useful privacy-preserving methods of releasing social network data to inter-
ested third-parties. We show that these methods provide a measure of privacy control to users of

a social network, while providing a guarantee of utility to interested third parties.
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CHAPTER 1
INTRODUCTION

Social networks as an entity unto themselves are a fairly modern concept that has taken advantage

of benefits provided by the Internet to become one of the most popular recent phenomena.

In fact, it may not be a stretch to say that the defining technology of the current decade — if
not century — is the social network. Not only has Google launched its own (beta) version of a
social network in Google+, but mobile phones natively send data to the existing social networks,
desktop applications come pre-installed on new computers. Even the social network leaders are
integrating with each other — Twitter will reproduce your tweets to your Facebook status feed or

your LiveJournal blog.

However, the utility of social networks has extended far beyond the average internet user’s
activities on Facebook. Researchers have created social networks from such unique data sets as

Enron’s electronic mails and used them to analyse the fraud within that company.

It is exactly this ability to use social network analysis — even on data sets that are not conven-
tional social networks — to determine hidden information — that makes them so valuable — and so

dangerous.

If we separate the privacy concerns from the potential gain of information, we see that due to
the unique nature of these networks, one is able to obtain extremly useful information. For exam-
ple, researchers from the University of Washington and Columbia University mapped the sexual
activities of a midwestern high school and showed the potential of such data sets for epidemiolog-

ical and sociological research.

Further, researchers at the Massachusetts Institute of Technology showed that based upon a
knowledge of the local area, given access to a subset of data in the Facebook network, they were
able to accurately determine sexual orientation of users who had initially not provided this data to

the network.



Due to this, it is increasingly important to determine methods by which we can efficiently
obtain hidden information from these networks. Citing the specific example of counter-terrorism,
the intelligence community has devoted a considerable amount of time and effort determining the
composition of terrorist cells. However, following the attacks of September 11, 2001, these cells

have also spent a considerable amount of time and effort attempting to ensure their anonymity.

To this end, we offer three different solutions to improving the accuracy of classifiers built
on these data sets. The first is a classification improvement based upon the growing nature of
link differentiation within social networks. For example, if one considers a Facebook user’s edge
set, one may find some combination of friends, co-workers, high school acquaintances, college
classmates, and family members. Each of these types of links has a different bearing on what
a particular user may believe or take part in. Our system of classification adds consideration of

these various link types into probability classification.

Secondly, we offer a method of classification which considers that there are regional influences
within graphs. Not every individual in a graph has the same influence on the entirety of the graph
(or a smaller subgraph therein); in high schools there is the “popular clique” or in technology there
are “‘early adopters.” However, regardless of the domain, it is apparent that there are some people

who have a higher regional influence.

Finally, we offer a partitioning-based method of classification which separates the data set
into multiple groups. Each of these groups is modeled individually and we perform classification

therein.

The previous examples illustrate the conflicting nature of research into social network analysis.
While there are certain usages which are obviously important — epidemiology, counter-terrorism,

fraut — there are other uses which serve no “greater good,” yet violate an individual’s privacy.

The former offers compelling evidence that analytical techniques for social networks should be
improved so that we gain the maximum benefit from their use. The latter indicates that providers

of online social networks should provide some mechanisms to protect the information of its’ users.

However, privacy in social networks is distinctly divided into two areas: privacy through stan-
dard usage of the network and privacy with released data. To solve the former, we provide a

method of social network access control that addresses the unique requirements of online social



networks. For the latter, we provide two methods of sanitizing social network data for release to a

semi-trusted third party.



CHAPTER 2
RELATED WORK

In this section, we will give an overview of the current research in the three research domains
identified in this work: social network data mining, access controls, and privacy within social

networks.

2.1 Social Network Data Mining

Other papers have tried to infer private information inside social networks. In [28], He et al.
consider ways to infer private information via friendship links by creating a Bayesian Network
from the links inside a social network. While they crawl a real social network, Livejournal, they
use hypothetical attributes to analyze their learning algorithm. Also, compared to [28], we provide
techniques that can help with choosing the most effective details or links that need to be removed
for protecting privacy. Finally, we explore the effect of collective inference techniques in possible

inference attacks.

The Facebook platform’s data has been considered in some other research as well. In [36],
authors crawl Facebook’s data and analyze usage trends among Facebook users, employing both
profile postings and survey information. However, their paper focuses mostly on faults inside
the Facebook platform. They do not discuss attempting to learn unrevealed details of Facebook
users, and do no analysis of the details of Facebook users. Their crawl consisted of around 70,000

Facebook accounts.

The area of link based classification is well studied. In [50], authors compare various methods
of link based classification including loopy belief propagation, mean field relaxation labeling, and
iterative classification. However, their comparisons do not consider ways to prevent link based
classification. Belief propagation as a means of classification is presented in [59]. In [52], authors
present an alternative classification method where they build on Markov Networks. However,

none of these papers consider ways to combat their classification methods.
4



In [61], Zheleva and Getoor attempt to predict the private attributes of users in four real-world
datasets: Facebook, Flickr, Dogster, and BibSonomy. Their focus is on how specific types of
data, namely that of declared and inferred group membership, may be used as a way to boost
local and relational classification accuracy. Their defined method of group-based (as opposed to
details-based or link-based) classification is an inherent part of our details-based classification,
as we treat the group membership data as just another detail, as we do favorite books or movies.
In fact, Zheleva and Getoor work provides a substantial motivation for the need of the solution

proposed in our work.

In [45], the authors use iterative classication techniques to improve accuracy of classication
methods of social networks. This approach is mirrored in [42], and the authors extend the work
with a full comparison of several relational classication methods and several collective inference
techniques. However, while [42] begins to acknowledge the use of link types, in their experiments
using the IMDD dataset, they generate separate relational graphs based on this link type. Unfortu-
nately, they consider only one link type in each experiment. Similarly, [26] considers the problem
of information revelation on the Facebook social network, giving a focus to the users ability to
decrease the amount of information they reveal, but highlights the relatively small number of users

who actually do so.

In [57], the authors use hypothetical attributes from the real-world dataset of LiveJournal to
construct a Bayesian Network which they use to analyze their algorithm. However, they do not
consider any aspect of link types. [60] discusses methods of link re-identication. However, in
our data, the links are not explicitly dened and are instead inferred directly from the stated facts.
Anonymization of the data that allows us to generate the relationships would make the data mean-
ingless.

In [35], Jensen et al analyze the importance of collective inference methods on relational
networks. Senator gives a general review of the past research in link mining and link analysis, and
goes on to issue a call for a unied framework to support a variety of data representations and for
the analysis tools in [53]. Getoor and Diehl, in [25] offer a survey of the various tasks performed

on both hetero- and homogeneous social networks.

In [51], Sweeney describes several problems and poses a potential solution to naively gener-

ating social network from data that did not specically come from a social network. The author



indicates that the use of a form of privacy-enhanced linking in algorithm development can be used

to guarantee individual privacy while advancing the cause of technological research.

In [14], Chau and Faloutsos implement a method of detecting fraudulent transactions in the
online auction site E-Bay. By modeling transaction histories of buyers and sellers, they are able
to use characteristic features and design a decision tree that is able to detect fraudulent activities

with an 82accuracy.

In [28] and [57], the authors use relational Bayesian classication techniques in an attempt
to determine private information from a social network. In [1], authors conduct experiments and
build a system to classify both relational and attribute-based models. They then show the accuracy

of their system on a set of constructed data.

In the general area of social network data mining, [8] attempt to discover hidden communities
in social network data analysis. In [6], the authors discuss a method of mining a series of text
e-mails to create a social network representation and perform an analysis of the data therein.
In [41], the authors compare multiple researchers’ work in link-based classification of network
data. This work, and those cited therein, provide the rationale of our choice in relational classifiers.
Similarly, [31] uses Link Types in conjunction with the above-listed methods in order to improve

the efficiency of standard classifiers.

In [25] Diehl and Getoor present a survey of various approaches in discovering hidden links
within social networks. The major difference between those approaches and ours is that traditional
link mining approaches attempt to discover links which exist in real life and do not yet exist in the
current state of the network. In our approach, though we add in links for our relational classifier,
we do not insinuate that these necessarily represent links that may exist in real life. The links we

create are used only to connect highly important nodes for the sake of improved information flow.

While there has been some recent work in dyadic prediction of social networks, we believe
that our work contributes in parallel to this work. The primary focus is on using the dyadism in
order to predict node labels for social graphs [43], while here we attempt to uncover hidden links

which could then be used for an arbitrary choice of classifiers to increase prediction accuracy.

In [21], the authors conduct distributed data mining in a peer-to-peer network to find usage

data about the network itself. However, the situation mentioned in this paper is different from our



scenario; in their research, the assumption is that the data is distributed fully across the system
with each site having only minuscule knowledge of the entirety. In our system, the overall social

network’s data is divided among several data warehouses where we perform classification.

In the area of large-scale, efficient data mining, [47] suggests a Map-Reduce framework us-
ing Hadoop to perform data mining on the petabyte-scale. Similarly, [18] shows that by using
Google’s Map-Reduce architecture, it is possible to increase computational efficiency on multi-
core systems by using traditional single-core learning methods. However, the authors consider a
generic data warehouse, and do not consider those unique elements of social networks — such as
the link structure — and thus their solutions may not be as effective for processing social network
data. To improve on this, we focus specifically on the unique nature of the data in a social network

and work to provide a method to divide this data for use at multiple sites or on multiple cores.

We also examine potential graph measures that have been studied in social networks to devise
methods by which to partition our data sets. In [34], Jackson describes the graph metrics that we
use in our experiments to divide the data sets. However, he uses these metrics as a way of simply
measuring aspects of the social network, and uses the figures from this to infer information about
the network as a whole. We use these to measure specific information about an individual node in

the graph and use that to later partition the graph into several subsets.

In [42], Macskassy and Provost conduct a thorough investigation of the use of collective in-
ference techniques in classifying social network data. We use the results of their experiments
in choosing the relational and collective inference techniques we use in the experiments for this
work. Further, in [46], Neville and Jensen propose a series of techniques for mining data specifi-
cally from social networks. However, their approach does not consider the need to distribute the

data contained in the social networks for ease of calculation.

2.2 Access Control of Social Networks

Past research on OSN security has mainly focused on privacy-preserving techniques to allow sta-
tistical analysis on social network data without compromising OSN members’ privacy (see [10]
for a survey on this topic). In contrast, access control for OSNs is a relatively new research area.

As far as we are aware, the only other proposals of an access control mechanism for online social



networks are [38], [2] and [12]. The D-FOAF system [38] is primarily a Friend of a Friend (FOAF)
ontology-based distributed identity management system for social networks, where access rights
and trust delegation management are provided as additional services. In D-FOAF, relationships
are associated with a trust level, which denotes the level of friendship existing between the users
participating in a given relationship. Although [38] discusses only generic relationships, corre-
sponding to the ones modeled by the foaf:knows RDF property in the FOAF vocabulary [7],
another D-FOAF-related paper [15] considers also the case of multiple relationship types. As far
as access rights are concerned, they denote authorized users in terms of the minimum trust level
and maximum length of the paths connecting the requester to the resource owner. In [2], authors
adopt a multi-level security approach, where trust is the only parameter used to determine the se-
curity level of both users and resources. In [12], a semi-decentralized discretionary access control
model and a related enforcement mechanism for controlled sharing of information in OSNss is pre-
sented. The model allows the specification of access rules for online resources, where authorized
users are denoted in terms of the relationship type, depth, and trust level existing between nodes

in the network.

Compared to existing approaches, we use semantic web technologies to represent much richer
forms of relationships among users, resources and actions. For example, we are able to represent
access control rules that leverage relationship hierarchies and by using OWL reasoning tools, we
can infer a “close friend” is also a “friend” and anything that is accessible by friend could be
also accessible by a “close friend”. In addition, our proposed solution could be easily adapted for
very different online social networks by modifying the underlying SNKB. A further discussion
on the differences between the proposed framework and the access control mechanism in [12] is

provided in Section 7.4.

Semantic web technologies have been recently used for developing various policy and access
control languages for domains different from OSNs. For example, in [54], authors compare vari-
ous policy languages for distributed agent based systems that define authorization and obligation
policies. In [24], OWL is used to express role-based access control policies. In [58], authors pro-
pose a semantic access control model that separates the authorization and access control manage-
ment responsibilities to provide solutions for distributed and dynamic systems with heterogeneous

security requirements. None of these previous work deals with the access control issues related to



online social networks. Among the existing work, [23] is the most similar to our proposal. Com-
pared to [23], we provide a much richer OWL ontology for modeling various aspects of online
social networks. In addition, we propose authorization, admin and filtering policies that depend

on trust relationships among various users.

2.3 Privacy in Social Networks

In [3], authors consider an attack against an anonymized network. In their model, the network
consists of only nodes and edges. Detail values are not included. The goal of the attacker is
simply to identify people. Further, their problem is very different than the one considered in this
paper because they ignore details and do not consider the effect o