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This paper discusses theories associated with information processing and memory. It includes 
descriptions and definitions of important terms and models that have been used to depict memory 
types and processors. The frameworks associated with the stage theory model and schools of 
thought on pattern recognition and representation models are discussed as well as those on 
schema, parallel distributed processing, and connectionist models. The paper ends with 
discussion on the assessment of cognitive processing in education today and activities for 
developing instruction that is built on the theories discussed. 

 
Educators are very interested in the study of how humans learn. This is because how one 

learns, acquires new information, and retains previous information guides selection of long-term 
learning objectives and methods of effective instruction. To this end, cognition as a 
psychological area of study goes far beyond simply the taking in and retrieving information. It is 
a broad field dedicated to the study of the mind holistically. Neisser (1967), one of the most 
influential researchers in cognition, defined it as the study of how people encode, structure, store, 
retrieve, use or otherwise learn knowledge. Cognitive psychologists hypothesize an intervening 
variable or set of variables between environment and behavior—which contrasts it with 
behavioral theories. 

 
Information Processing and Memory 

 
One of the primary areas of cognition studied by researches is memory. There are many 

hypotheses and suggestions as to how this integration occurs, and many new theories have built 
upon established beliefs in this area. Currently, there is widespread consensus on several aspects 
of information processing; however, there are many dissentions in reference to specifics on how 
the brain actually codes or manipulates information as it is stored in memory.  

Schacter and Tulving (as cited in Driscoll, 2001) state that “a memory system is defined 
in terms of its brain mechanisms, the kind of information it processes, and the principles of its 
operation” (p. 283). This suggests that memory is the combined total of all mental experiences. 
In this light, memory is a built store that must be accessed in some way in order for effective 
recall or retrieval to occur. It is premised on the belief that memory is a multi-faceted, if not 
multi-staged, system of connections and representations that encompass a lifetime’s 
accumulation of perceptions.  

Eliasmith (2001) defines memory as the “general ability, or faculty, that enables us to 
interpret the perceptual world to help organize responses to changes that take place in the world” 
(p. 1). It is implied by this definition that there must be a tangible structure in which to 
incorporate new stimuli into memory. The form of this structure has been the source of much 
debate, and there seems to be no absolute agreement on what shape a memory structure actually 
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takes, but there are many theories on what constitutes both the memory structure and the 
knowledge unit.  

Winn and Snyder (2001) attribute the idea that memory is organized into structures to the 
work of Sir Frederick Charles Bartlett. Bartlett’s work established two consistent patterns 
regarding recall. First, memory is inaccurate. This finding is not surprising or novel today, but its 
implications will be discussed later in this paper. His second finding, though, brought about 
somewhat of a revolution in traditional thinking about memory. Bartlett suggested that the 
inaccuracy of memory is systematic. A systematic difference makes allowable the scientific 
study of inaccuracy, and this suggestion led to an entirely new mode of thought on memory. 
What accounted for systematic inaccuracies in memory were the intervening influences of 
previous information and the experiences of the person. This demonstrates that knowledge units 
are not simply stored and then left alone, but that they are retained, manipulated, and changed as 
new knowledge is acquired.  

Despite disagreement on many levels, there is general agreement among most cognitive 
psychologists on some basic principles of the information processing system Huitt (2000). First, 
there is the “assumption of a limited capacity.” Depending on the theory, these limitations occur 
at different points in information processing, but it is widely held in all models that there are 
limitations as to how much and at what rate new information can be encoded, stored and 
retrieved (e.g., Broadbent, 1975; Case, 1978) Most cognitive psychologists also agree that there 
exists some type of control system for dealing with stimuli (e.g., Atkinson & Shiffrin, 1971). 
Again, exactly how and where the controls operate is a question of some debate, but the actuality 
of some type of system that requires some processing capacity is generally accepted.  

The belief in the interaction of new information with stored information is a third key 
point of cognitive study. This is usually demonstrated with a bottom-up or top-down system or a 
combination of the two. A bottom-up system is predicated on the belief that new information is 
seen as an initiator which the brain attempts to match with existing concepts in order to break 
down characteristics or defining attributes (e.g., Gibson, 1979). A top-down system seems to 
suggest an opposite approach. The existing information is the initiator and memory 
representations are evaluated, then matched to the stimuli (e.g., Miller, Galanter, & Pribram, 
1960). 

Finally, there is also agreement that humans have specific genetic traits that dictate the 
method by which they gain new information. For example, all human infants make the same 
vocalizations during the first six months, regardless of the language spoken around them 
(Flavell, Miller, & Miller, 2002). After that, infants begin to vocalize the sounds of the mother 
tongue and omit sounds not found in that language (Jusczyk, 1997). It has also been discovered 
that infants begin to lose the ability to discriminate sounds not in the mother tongue at about six 
to seven months of age (Werker & Tees, 1999). All of these factors play a significant role in the 
development and understanding of how the mind operates, but they are only the starting point, or 
maybe more accurately the dividing point, for more in depth models for information processing. 

 
The Stage Model 

 
Traditionally, the most widely used model of information processing is the stage theory 

model, based on the work of Atkinson and Shiffrin (1968). The key elements of this model are 
that it views learning and memory as discontinuous and multi-staged. It is hypothesized that as 
new information is taken in, it is in some way manipulated before it is stored. The stage theory 
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model recognizes three types or stages of memory: sensory memory, short-term or working 
memory, and long-term memory.  

 
Figure 1. A stage model of memory 
 

 
 
Sensory memory. Sensory memory represents the initial stage of stimuli perception. It is 

associated with the senses, and there seems to be a separate section for each type of sensual 
perception, each with its own limitations and devices. Obviously, stimuli that are not sensed 
cannot be further processed and will never become part of the memory store. This is not to say 
that only stimuli that are consciously perceived are stored; on the contrary, everyone takes in and 
perceives stimuli almost continuously. It is hypothesized, though, that perceptions that are not 
transferred into a higher stage will not be incorporated into memory that can be recalled. The 
transfer of new information quickly to the next stage of processing is of critical importance, and 
sensory memory acts as a portal for all information that is to become part of memory. This stage 
of memory is temporally limited which means that information stored here begins to decay 
rapidly if not transferred to the next stage. This occurs in as little as ½ second for visual stimuli 
and three seconds for auditory stimuli. There are many ways to ensure transfer and many 
methods for facilitating that transfer. To this end, attention and automaticity are the two major 
influences on sensory memory, and much work has been done to understand the impact of each 
on information processing. 

Attention is defined by Suthers (1996) as the “limitations in our perceptual processing 
and response generation: to attend to one this is to not attend to others” (p. 1). To attend to a 
stimulus is to focus on it while consciously attempting to ignore other stimuli, but it is not totally 
exclusive of these competing others. Treisman (as cited in Driscoll, 2001) “showed, however, 
that attention is not an all-or-nothing proposition and suggested that it serves to attenuate, or tune 
out, stimulation” (p. 81). Attention does facilitate the integration and transfer of the information 
being attended, but it is impacted by many factors including the meaningfulness of the new 
stimulus to the learner, the similarity between competing ideas or stimuli, the complexity of the 
new information, and the physical ability of the person to attend.  
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 Automaticity is almost the exact opposite of attention. Driscoll (2001) says that “When 
tasks are overlearned or sources of information become habitual, to the extent that their attention 
requirements are minimal, automaticity has occurred” (p. 82). Automaticity allows attention to 
be redirected to other information or stimuli and allows for the ability of multi-tasking without 
distracting totally from the acquisition of new information. 

There are several suggested models of how new stimuli are recognized in sensory 
memory, and each deals with pattern recognition. The matching of new stimuli to existing 
memory structures is a crucial factor in the acquisition of new knowledge. If new information is 
not brought into memory in a meaningful way, it will not be stored as memory. Therefore, the 
understanding of the patterns by which this information is represented is critical to the proper 
introduction of new information. Driscoll (2001) says that pattern recognition is “the process 
whereby environmental stimuli are recognized as exemplars of concepts and principles already in 
memory” (p. 84). She discusses three models of pattern recognition: template matching, the 
prototype model, and feature analysis.  
 The template matching model holds that there are exact representations of previous 
stimuli trapped in the mind. Pattern recognition, then, occurs by matching input with a specific, 
perfect specimen stored in memory. This model seems to fall short because of the vast numbers 
of templates that would have to exist in memory for any one type of entity and because it does 
not account for imperfect stimuli or imperfect templates. The second pattern recognition model is 
the prototype. This model suggests that the stored unit is a generalized or abstracted form of the 
knowledge unit, and pattern recognition is based on a comparison of the input to the prototype. If 
a close match is established, new information can be accepted as the existing class. These two 
models are very similar in that they each attempt to match incoming information with a whole 
picture stored in memory. This holistic comparison differentiates them from the third model, 
feature analysis. In this system, incoming information is judged based on characteristics rather 
than a whole idea. Individual characteristics are picked out and then grouped to label the new 
stimulus as an “X”. The major difference, simply put, is that these two models seem to work in 
opposite directions.  

Short-term or working memory. The second stage of information processing is the 
working or short-term memory.  This stage is often viewed as active or conscious memory 
because it is the part of memory that is being actively processed while new information is being 
taken in. Short-term memory has a very limited capacity and unrehearsed information will begin 
to be lost from it within 15-30 seconds if other action is not taken. There are two main ways that 
are effective in processing information while it is in short-term memory. Rote or maintenance 
rehearsal is the first but less desirable of these methods. This type of rehearsal is intended only to 
keep information until it can be processed further. It consists mainly of some sort of repetition of 
the new information, and if it is not processed further will be lost. In fact, studies on the 
limitations of working memory have revealed a specific number of units that the mind can 
process at any given time, and it is now generally accepted that 5 + 2 is the maximum number of 
stimuli that can be processed at once. There are several types of activities that one can perform to 
encode new information, but the importance of encoding cannot be overstated. 

Maintenance rehearsal schemes can be employed to keep information in short-term 
memory, but more complex elaboration is necessary to make the transfer to long-term memory. 
It is absolutely necessary for new information to somehow be incorporated into the memory 
structure in order for it to be retained. There are many suggested models for encoding, but there 
are basically three ways in which retention occurs. A stimulus can be an almost exact match with 
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existing structures in which case it would be simply added to the mental representation and no 
change would be made to the structure except its addition. If the new stimulus does not exactly 
match the existing structure, the structure itself would be adapted to allow for additional 
characteristics or definitions in which case there would be a fundamental change to the existing 
structure, which would broaden the defining structures. Finally, if the new stimulus were vastly 
different from any existing structure, a totally new one would be created in memory. This new 
structure could in some way be linked to relevant structures, but it would stand alone as a new 
unit. At any rate, the incoming information must be acted on and through existing structures and 
incorporated into those systems in some way for acquisition to occur. The processing of this new 
stimulus takes place in short-term memory, and the body with which the information is worked is 
the long-term memory.  

The implications of this research are clear. If learning—relatively permanently change—
is to take place, new information must be transferred into long-term memory. Therefore, 
repetition and maintenance rehearsal are not sufficient to produce a lasting effect. This has great 
relevance to instruction and teaching, for if the aim of education is learning, information must be 
presented in such a way that it can be incorporated into the memory structure. 

Long-term memory. As discussed with short-term memory, long-term memory houses all 
previous perceptions, knowledge, and information learned by an individual, but it is not a static 
file system that is used only for information retrieval. Abbot (2002) suggests that long-term 
memory “is that more permanent store in which information can reside in a dormant state – out 
of mind and unused – until you fetch it back into consciousness” (p. 1). In order to incorporate 
new information, long-term memory must be in communication with short-term memory and 
must be dynamic. There are several categories of long-term memory, and there are many 
suggestions as to how memory units are represented in the mind. While it seems that it might be 
sufficient to understand simply that there are individual units and structures that exist in long-
term memory, the specific way or ways that information is stored offers extremely important 
information. If the knowledge unit is pictorial rather than verbal, for example, it would seem to 
make sense that images would be more easily and readily stored in memory. If the reverse were 
true, information should be presented in verbal constructs. This oversimplifies the problem, but it 
is this question that is at the core of the controversy over memory storage structures. There are 
two divisions at issue in the discussion of long-term memory: the types of long-term memory 
and the type of knowledge unit stored in long-term memory. 

Organizations of long-term memory. Today cognitive psychologists believe that there are 
at least different types of information stored in long-term memory. Each of the memory 
structures is distinct and serves a different operational function. However, it is evident that some 
type of very specialized categorization system exists within the human mind. One of the first to 
make this idea explicit was Bruner (as cited in Anderson, 1998b). “Based upon the idea of 
categorization, Bruner’s theory states ‘To perceive is to categorize, to conceptualize is to 
categorize, to learn is to form categories, to make decisions is to categorize’” (p. 1). 
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Tulving (1972) was the first to distinguish between episodic and semantic memory, and 
all discussions recognize these two distinct types. Most researchers now combine these two in a 
broader category labeled declarative. Other researchers have identified additional organizational 
types. For example, Abbott lists declarative and procedural while Huitt (2000), citing the work of 
Paivio (1971, 1986) adds imagery to this list. However, Pylyshyn (2002) states that imagery is 
not a distinct organizational structure, but follows the rules that apply to semantic and episodic 
memory.  

Both Abbott (2002) and Huitt (2000) define declarative memory in similar terms. Both 
refer to declarative memory as that which can be talked about or verbalized. It is, then, the sum 
of stored information that can be readily retrieved and put into words in conscious thought and 
sharing. As previously stated, declarative memory can be subdivided into both semantic and 
episodic memories. These two subtypes are radically different although they can each be fairly 
easily recalled and manipulated. Episodic memory’s store is centered on personal experience and 
specific events. It is entirely circumstantial and it is not generally used for the processing of new 
information except as a sort of backdrop. “Episodic memories are those which give a subject the 
sense of remembering the actual situation, or event” (Eliasmith, 2001). This type of memory is 
somewhat like a personal video of a specific significant day or event, and its parts are not easily 
disseminated to characteristics or concepts. Semantic memory, in contrast, deals with general, 
abstract information and can be recalled independently of how it was learned. It is semantic 
memory that is the central focus of most current study because it houses the concepts, strategies 
and other structures that are typically used for encoding new information. 

Procedural memory can be thought of as “how to” knowledge (Huitt, 2000 p. 4). It is the 
type of long-term memory sometimes associated with information that has reached a state of 
automaticity, but it not limited to this. This type of memory is defined in terms of learned skills 
and the ability to recall instruction-like memory. Paivio (1971, 1986) describes imagery as the 
memory structure for collecting and storing information related to pictures. It captures 
information much like a photograph and can be extremely useful for context and visual 
presentation of information. 

Memory storage and representation in stage theory model. Theories on the representation 
and storage of memory units provide the foundation for current trends and beliefs in cognitive 
psychology and must be examined in order for the more recent models to have a solid 
foundation. It is not that the models to be discussed here have been dismissed or discounted; 
some aspects of each have been integrated, broadened or narrowed, but each has contributed its 
own part to cognitive psychology’s development. The first model that became widely accepted 
and discussed was the network model. Collins and his colleagues (i.e., Collins & Loftus, 1975; 
Collins & Quillan, 1969) laid the groundwork for this model. It assumes that there are nodes or 
tabs in memory that store information in sections much like a notebook filing system. When 
stimuli are introduced, this model suggests that the mind references the incoming data to a 
chapter or node in memory. One advantage of this model is that it accounts for individual 
differences in its comprehension and filing system. Each person’s nodes would be individualized 
by the experiences and knowledge that person had gained throughout his or her lifetime. Because 
this suggests a hierarchical system at work in the mind, integration of new information is shown 
as a process of moving from stimulus to tab to separate pieces filed behind the tab, a very linear 
progression. This linear progression later became the center of a bit of controversy and led to 
new models as this network system began to meet with competition. 
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 Smith, Shoben, and Rips (1974) argued against the network model claiming that instead 
of being organized in a hierarchal system, information is stored as sets of defining 
characteristics. In other words, associations are made through the comparison of overlapping 
features between new stimuli and existing characteristics stored in memory, and in doing this, 
they differentiated two types of features: defining and characteristic. Several major failures have 
been found in this model, though. First, there is no allowance here for semantic flexibility, and 
the world and our perception of it are filled with semantic ambiguities that must be mediated. 
Also, this system would require vast numbers of collections, but it suggests no concrete 
organizational system for these collections.  
 The essential difference between these first two types of encoding and storage systems is 
related to bottom-up and top-down processing. Network models work on the top-down principle; 
feature comparison models work from the bottom-up. Klatzky (1980) recognized the similarities 
between these models and essentially tried to end debate about choosing between them. When 
she coined the term “mental dictionary”, she stated simply that their associations to one another 
represent concepts. In this light, it is of no material consequence which direction, top-down or 
bottom-up, the information flows and is connected, it simply matters that associations and 
connections are made. This effectively merged the two ideas saying that feature analysis is 
simply an enhanced form of the network model. 

Anderson and Bower (1973) proposed the next significant model for how knowledge 
units are stored. Their model was founded on the belief that knowledge is based on verbal units 
(consisting of subject and verb constructs) rather than perceptions. This prepositional model 
moved away from categorization and nodes, but it still held that these propositions are organized 
in a network structure. Another feature that this model shared with the network and feature 
analysis models was its serial nature. This model, as both of the previous models, is built on the 
belief that information is encoded in a linear method; in order for new information to be 
incorporated, it must pass from point A to point B to integration with X. It is the serial nature of 
these models that differentiates them from the later models of information acquisition. Later 
theories suggest that information is not incorporated in a linear fashion, but, rather, they are 
simultaneously processed at different levels and by different memory categories or structures. 

 
Other Theories of Information Processing 

 
There are many, more recent theories concerning information processing that differ from 

the stage theory model, and today, research and study continues to modify existing beliefs in this 
area of cognitive psychology. Despite the fact that there are commonly accepted pieces, the 
complete picture of how information is processed continues to change. 

Levels of processing. One of the first alternatives to the stage theory was developed by 
Craik and Lockhart (1972) and labeled the levels of processing model. Specifically, the levels of 
processing theory holds that memory is not three-staged which separates it immediately from the 
stage theory model. Craik and Lockhart argue that stimulus information is processed at multiple 
levels simultaneously (not serially) depending on characteristics, attention and meaningfulness. 
New information does not have to enter in any specific order, and it does not have to pass 
through a prescribed channel. They further contend that the more deeply information is 
processed, the more that will be remembered (Kearsley, 2001b). This model was a precursor to 
the development of schema theory, discussed below. In fact, the two are consistent in that they 
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agree that “the more connections to a single idea or concept, the more likely it is to be 
remembered” (Huitt, 2000). 

Dual Coding Theory. As mentioned previously, another theory in the information 
processing debate is Paivio’s work in dual coding (Paivio, 1986; Clark & Paivio, 1991). This 
theory gives equal significance to both verbal and non-verbal processing and suggests that there 
are two separate systems for processing these types of information. Imagens—mental images—
are processed by one system, and logogens—verbal entities, chunks or propositions—are 
processed by a different system. According to Kearsley (2001a), Paivio believes that: 

Human cognition is unique in that it has become specialized for dealing simultaneously 
with language and with nonverbal objects and events. Moreover, the language system is 
peculiar in that it deals directly with linguistic input and output (in the form of speech or 
writing) while at the same time serving a symbolic function with respect to nonverbal 
objects, events, and behaviors. Any representational theory must accommodate this dual 
functionality (p.1). 

Further, Paivio suggests there are three separate types of processing and interaction between 
these two subsystems: representational, referential, and associative. 
Representational processing is the direct activation of one system or the other; referential is the 
activation of one sub-system by the other; and, associative is activation within the same sub-
system without the interaction of the other. 

Schema theory, parallel distributed processing, and connectionist models. Rumelhart 
(1980), working in conjunction with others, developed the schema theory of information 
processing and memory. He suggested that a schema is a data structure for representing generic 
concepts stored in memory. There are five key components to this view of memory and 
processing in relation to schema: 1) it is an organized structure that exists in memory and is the 
sum of all gained knowledge; 2) it exists at a higher level, or abstraction, than immediate 
experience; 3) its concepts are linked by propositions (verbal constructs); 4) it is dynamic; and 5) 
it provides a context or structure for new information (Winn and Snyder, 2001). This model is 
sometimes called the connectionist model or theory. Huitt (2000) explains that “This model 
emphasizes the fact that information is stored in multiple locations throughout the brain in the 
form of networks of connections.” This model is explicitly different from previous ones in that it 
is not founded on the belief in a serial processing description. Rather, the connections between 
information are key, not the order in which connections are made. 
 Rumelhart later worked with McClelland and the Parallel Distributed Processing 
Research Group (McClelland & Rumelhart, 1981, 1986; Rumelhart & McClelland, 1986).) to 
expand his initial work and connectionist theories. In this enhanced model, it is still proposed 
that the units of memory are connections rather than any concrete representation of previous 
information. The latter model goes further, however, saying that the activation of the connections 
is the knowledge unit. According to Driscoll (2001), there are many advantages to this model. 
She says that it accounts for the incremental nature of learning, is dynamic, incorporates goals of 
learning and has the potential to explain cognitive development.  
 

Development of Memory and Information Processing 
 
As previously stated, cognition is the encoding, structuring, storing, retrieving, using, or 

otherwise learning knowledge (Neisser, 1967). There are important developmental aspects for 
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each of these activities. According to Flavell et al. (2002), from an information processing 
perspective some of the most important are: 

1. Brain changes brought about by biological maturation or experience; 
2. Increased processing capacity, speed, and efficiency as a result of both maturation 

and knowledge development; 
3. Modifications of connections in a neural network; 
4. New emergent concepts arising from repeated self-organization as a result of adapting 

to the demands of a changing environment; and 
5. Increased capacity for problem-solving and metacognition. 

 
Encoding 

 
Encoding occurs during the initial processing of a stimulus or event. Maturation and 

experience influence this process. In terms of maturation, Dempster (1981) suggests that the 
adult capacity for short-term memory of 5 + 2 digits might be as much as 2 digits lower for 
children aged 5 and 1 digit lower for children aged 9. As for experience, in a series of well-
known studies of expertise, novices remember new information less well than experts (e.g., Chi, 
1978; Schneider, Korkel, & Winert, 1989). One of the most important differences between 
novices and experts is the structure and organization of domain-specific knowledge. 

 
Structuring and Organizing 

 
Structuring and organizing information occur as the learner processes and stores 

information. The learner’s ability changes over time as a result of both maturation and 
experience. 

When presented with information they are asked to remember, younger children do not 
rehearse information in order to remember it. As they get into school, they begin to develop or 
are taught various strategies. At first these strategies are only used when prompted by someone 
else, but as the child becomes more competent in their use and uses them more frequently, the 
child will increasingly use the strategies spontaneously (Flavell et al., 2002).   

One of the most important information processing capacities a child develops is the 
ability to organize information; this is, in turn, influenced by the child’s ability to categorize. As 
is the case with other information-processing capacities, this ability changes with both 
maturation and experience. One of the basic types of categorization is the grouping of specific 
events, ideas, people, things, etc. into concepts. Rosch and his colleagues (e.g., Mervis & Rosch, 
1981; Rosch, Mervis, Gray, Johnson, & Boyes-Braem, 1976) demonstrated two fundamental 
features to the development of concepts: the ease of identifying similarities of members of the 
concept and distinguishing differences between members that are not. For example, the 
development of the concept of animal would be more difficult than developing the concept of 
dog or cat because it would be easier to identify similarities among dogs or cats and differences 
between cats and dogs than it would be to identify similarities among all animals or to 
differentiate all animals from all plants. This has important implications as we design learning 
activities for children and youth that can help them develop their organizational and storage 
capacities. 
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Storage and Retrieval 
 
How much information can be stored and retrieved relative to a stimulus or event also 

changes over time. For example, prior to about age 7 months an infant will not seek an object 
that has been shown and then removed from view. The infant has encoded the object (such as a 
rattle) and will reach for it, but seems to lose interest as soon as it is no longer in view. At about 
7 months attains what is called “object permanence” and will begin to seek the object if it is 
removed from view. 

A series of studies by Bauer, Mandler and associates (as cited in Flavell et al., 2002) 
demonstrates a child’s increasing ability to perform simple multiple-act sequences. By age 13 
months infants can reproduce three-act sequences; by age 24 months this has increased to five-
act sequences; and by age 30 months to eight separate actions. As children gain language skills, 
their ability to store and recall more complex events increases. This is shown first in 
autobiographical accounts of daily activities and then to events they may have witnessed or heard 
about. 

Flavell et al. (2002) make four observations about strategy development: 
(1) Strategy development is not linear. When developing any particular strategy, 

development will often stall or even regress before it becomes systematically and 
correctly used. 

(2) A strategy will continue to develop after it is first demonstrated in its mature form. 
This continued development may take months or even years. 

(3) Children show considerable variability in their use of strategies. Children often go 
back and forth in their use of strategies, changing strategies even after they have been 
found to work well. 

(4) Children differ in their abilities to integrate different strategies into a coherent pattern 
for successful learning. Children must be given amble opportunity to create 
successful learning programs that work for them.  

 
Designing Instruction that Incorporates Best Practices for Information Processing 

 
The understanding of how the mind processes and stores information is invaluable to 

educators as they plan for instruction. If there is little to no understanding of the information 
processing skills of the students with whom one is working, it would be almost impossible to 
design instruction that contributes to high levels of learning and achievement.  However, 
attempting to understand the myriad theories of information processing and cognitive 
development can be overwhelming and contradictory. There are means of structuring instruction, 
though, that can incorporate the best of all of these ideas, and in order to help students reach 
higher-level thinking and learning skills, educators must draw from all of these theories. 

 
Information Processing and Memory 

 
If learning is to occur, educators must ensure that new information is processed in such a 

way that it can be retained in long-term memory. As previously discussed, in order to achieve 
this, elaboration and connection must occur between previously learned memory and new 
information. It has been established that the more deeply information is processed and the more 
connections that can be made between new information and existing memory structures, the 
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more information will be retained in long-term memory. Therefore, in order to make new 
material meaningful, instruction must be presented in such a way that students can easily access 
and connect previous learning and experiences with the new material. 

One of the most often cited references to levels of elaboration for instructional purposes 
is the Taxonomy of the Cognitive Domain developed by Bloom and his colleagues (Bloom, 
Englehart, Furst, Hill, & Krathwohl, 1956) and recently revised by Anderson and Krathwohl 
(2000).  

Bloom et al. (1965) proposed that educational objectives can be classified in six levels, 
each more complex than the previous (See Table 1). The first level is labeled knowing and 
simply requires a learner to repeat back what was heard or seen. This involves very little 
elaboration. The second level is labeled comprehension and requires some rudimentary levels of 
understanding that might involve having the student summarize or paraphrase some information. 
Again, this requires only modest levels of elaboration. The next two levels, application and 
analysis, involved more elaboration and show a significant impact on long-term learning when 
they are used during the learning process. Application involves using the concepts or principles 
to solve a problem, while analysis involves understanding the relationship among the parts and 
how they are organized into a whole. The last two levels, synthesis and evaluation, are the most 
complex and require the highest levels of elaboration. Synthesis involves putting the parts or 
components together in an original manner, while evaluation is the process of making judgments 
based on comparison to a standard. 

 
Table 1. Bloom et al.’s Taxonomy of the Cognitive Domain 
 

LEVEL DEFINITION

Knowledge 
Student recalls or recognizes information, ideas, and 
principles in the approximate form in which they were 
learned. 

Comprehension Student translates, comprehends, or interprets 
information based on prior learning. 

Application 
Student selects, transfers, and uses data and principles 
to complete a problem or task with a minimum of 
direction. 

Analysis 
Student distinguishes, classifies, and relates the 
assumptions, hypotheses, evidence, or structure of a 
statement or question. 

Synthesis Student originates, integrates, and combines ideas into a 
product, plan or proposal that is new to him or her. 

Evaluation Student appraises, assesses, or critiques on a basis of 
specific standards and criteria.  

 
Research has confirmed that the first four levels are indeed a hierarchy, while there seems 

to be a problem with the ordering of the two highest levels (Hummel & Huitt, 1994). Anderson 
and Krathwohl (2000) propose that the ordering is reversed, with evaluation being less difficult 
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than synthesis, while Huitt (2000) proposes that they are both at the same level of difficulty 
though they incorporate different types of processing. There seems to be consensus that both 
synthesis and evaluation are based on analysis or the ability to compare and contrast parts of a 
whole and understand the relationship among parts. The type of thinking involved in synthesis is 
often labeled “creative thinking,” while that involved in evaluation is often called “critical 
thinking.” Research confirms that both are necessary for successful problem solving (Huitt, 
1992).  

In order to create an environment in which high levels of elaboration are taking place, the 
educator must build background knowledge and link previously learned material to new. This 
does not simply mean that he or she should rely on the classes students have had in the past. 
Connections must also be made thematically between units, lessons, theories, or concepts. For 
example, one of Georgia’s QCC Standards for high school language arts is that students be able 
to gain insight into human behavior from the study of literature. This is a theme that can be 
carried through all lessons, units, and literary works, and it can be a thread that helps students 
connect new ideas and works to ones previously discussed. In addition, this type of thread 
structure can make the literature more meaningful - at once strengthening and increasing the 
connections that can be made and the opportunities for elaboration. 

If in British Literature students first learn about the qualities the Old English society 
valued in a hero, could not the same discussion be held when the concept of the hero changes in 
Middle English literature? And, does this question not require students to draw from information 
learned in the previous material in order to find an answer. The larger question could certainly 
then become what does the current literature (pop or academic) tell students about what society 
today values in its heroes. Even in this simple example, there are tremendous opportunities to 
allow students to actively integrate new information with old by combining new information 
with existing knowledge, by building or expanding structures, or by creating new and more 
diverse structures. 

Once the background is established, the new information on the topic can be presented in 
a variety of ways, but again, in order to ensure understanding and retention, the new material 
must be connected to concrete examples. For example if the teacher gave a lecture about the 
satire in literary terms, it would be absolutely important to follow up the lecture by examining an 
example of a satire and walking students through an evaluation process of the example showing 
them how and where the example conforms to the characteristics named in the lecture. 

When the teacher and students have examined a satire together, the students should be 
asked to go through the evaluation process individually or in groups. This allows students to 
demonstrate their competencies or deficiencies in a safe environment in which the teacher can 
guide, refocus, or assist. The important aspect of the activity is that the students are forced to 
begin to synthesize and evaluate new information based on their previous experiences and the 
new skill that they are developing. To take this lesson full circle, the teacher could ask the 
students to create their own satire based on a current social problem. 

If a student creates an original satire at the end of the lesson, this development is 
successful. In order to facilitate those abilities, the class could discuss possible topics as a whole 
and why certain ideas would or would not be appropriate for satire. In order to bring along 
students who might still be having problems, starter sentences or paragraphs could be provided 
or the teacher could provide more examples of satires for the students to evaluate. At any rate, 
through this lesson, the students have moved through all levels of the Taxonomy of the Cognitive 
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Domain (Bloom et al., 1956). And have begun to process information at the formal operational 
stage if they can make the abstract connections required to complete the activities of the lesson. 

Another theorist firmly grounded in the information processing approach is Sternberg 
(1988). Sternberg’s theory suggests that development is skills-based and continuous rather than 
staged and discontinuous as stage theorists believe, and his focus is on intelligence. This focus 
on intelligence separates his ideas from stage theorists because it rejects the idea of incremental 
stages, but rather suggests that development occurs in the same way throughout life 
differentiated only by the expertise of the learner to process new information. First, and very 
importantly, Sternberg’s model does not differentiate between child and adult learning. Also, he 
deals solely with information processing aspects of development and does not incorporate any 
facets of biological development into his theory. Cognitive development is viewed as a novice to 
expert progression; as one becomes better at interaction and learning, one is able to learn more 
and at higher levels. Development changes as a result of feedback, self-monitoring, and 
automatization. In this theory, intelligence is comprised of three kinds of information processing 
components: metacomponents, performance components, and knowledge-acquisition 
components. 
 In Sternberg’s (1988) model, each of these three components works together to facilitate 
learning and cognitive development. Metacomponents are executive in nature. They guide the 
planning and decision making in reference to problem solving situations; they serve to identify 
the problem and connect it with experiences from the past. There is, however, no action directly 
related to metacomponents, they simply direct what actions will follow. Performance 
components are the actions taken in the completion of a problem-solving task. Performance 
components go beyond metacomponents in that they perform the function also of weighing the 
merit and or consequences of actions in comparison to other options rather than simply 
identifying options. Sternberg’s third proposed type of intelligence is the knowledge-acquisition 
component. This type is characterized by the ability to learn new information in order to solve a 
potential problem. This type is much more abstract and may or may not be directly related to a 
current problem-solving task (Driscoll, 2001). This three-leveled view of intelligence comprises 
the componential aspect of Sternberg’s theory, but this is only one of three parts to his larger 
triarchic theory of intelligence (Kearsley, 2001c).  
 Sternberg’s (1988) theory adds the components of feedback to theories of cognitive 
development; this suggests that an individual’s social interaction has some impact on cognitive 
development. In fact, one of the three parts of his theory is based on the context in which 
learning takes place; this subpart of the theory “specifies that intelligent behavior is defined by 
the sociocultural context in which it takes place and involves adaptation to the environment, 
selection of better environments, and shaping of the present environment” (Kearsley, 2001c). 
The addition of social context as a factor in cognitive development links Sternberg to the 
interactional theories of development of Bruner (1977, 1986) and Vygotsky (1978). These 
theories, and others of this type, are premised on the assumption that learning does not occur in a 
vacuum. Therefore, one must discuss the social and cultural contexts of learning. Driscoll (2001) 
says, “Of central importance is viewing education as more than curriculum and instructional 
strategies. Rather, one must consider the broader context in how culture shapes the mind and 
provides the toolkit by which individuals construct worlds and their conceptions of themselves 
and their powers” (p. 221). 
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Assessment and Evaluation Concerns 
 
Once one understands how information is stored in memory and the developmental 

process of learning, the question that naturally arises is how one can best understand a student’s 
developmental progress and what he or she knows. It is important to address domain-specific 
knowledge and processing capacities as well as capacities that are non-domain specific.  

Dietel, Herman, and Knuth (1991) provide some important guidelines regarding 
assessment and evaluation.  One of the most important points is that data gathered during the 
assessment process, which in turn, will be used for evaluation purposes, is guided by one’s 
beliefs in regard to learning. As one can surmise from the review of literature on information 
processing and memory, this can be a very complex task. They report that “From today’s 
cognitive perspective, meaningful learning is reflective, constructive, and self-regulated. People 
are not seen as mere recorders of factual information but as creators of their own unique 
knowledge structures” (p. 3). How, then, accurate assessments can be made becomes 
troublesome.  

One might think that a traditional area of strength for the educational system has been the 
assessment of knowledge and cognitive skills. However, as previously discussed, the cognitive 
taxonomy of educational objectives developed by Bloom et al. (1956) and revised by Anderson 
and Krathwohl (2000) show there is a significant difference between lower- and higher-level 
thinking and knowing. Unfortunately, the testing process now used in the United States 
overemphasizes lower-level knowing (Striggins, 2002) The fact that standardized test scores 
seem to dictate most educational practice suggests a direct conflict of interest for ensuring that 
students are taught and assessed in higher-level cognitive skills. Striggins argues that the failure 
to balance classroom assessment of higher-level skills with standardized assessments has 
drastically hurt the educational system. More recently, “most of the national curriculum 
standards expect teachers to create active learning environments that stimulate higher-level 
student thinking” (Freiberg, 2002, p. 56). In view of the demands of modern society, it seems 
that additional effort must be placed on the assessment of higher-level cognitive skills and 
information processing.  

Fortunately for educators, there are many constant themes of information processing 
regardless of the specific theory to which one subscribes. Almost all ideas related to how 
information becomes stored in memory agree that the learner more deeply and meaningfully 
processes information that is presented in a context-rich manner. It has been demonstrated that 
when new information is presented within a context of knowledge that a learner possesses, he or 
she has background knowledge with which new information can be compared and categorized. 
This categorization is also a critical piece of information processing at high levels.  

These theories all work under the assumption that new information can most effectively 
be learned if the material can be matched to memory structures already in place (Winn and 
Snyder, 2001, p. 3). Most theories hold that the mind contains some type of framework into 
which new information is placed. This structure is multi-leveled and has varying degrees of 
specificity. New information can be matched with, compared to, contrasted to, joined with, or 
modified to fit with existing structures. This in-place structural system allows for differing levels 
of complexity of information processing. The formation of and continual building of these 
structures, then, is critical in order for learners to process information in various ways and at 
higher levels. Again, though, the question becomes how to assess this development. 
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What, then, should cognitive assessments look like? If one argues that current methods 
are inappropriate, why are they so? If they are inappropriate, what should these assessments do 
differently to accommodate the best theories of development and help move students to higher-
level thinking and information processing? 

Stiggins (2002) says, “Clearly, over the decades, we have believed that by checking 
achievement status and reporting the results to the public we can apply the pressure needed to 
intensify – and thus speed – school improvement” (p. 3). This has not occurred. He argues, 
though, that there is a way that assessment can directly improve schools. “If assessments of 
learning provide evidence of achievement for public reporting, then assessments for learning 
serve to help students learn more. The crucial distinction is between assessment to determine the 
status of learning and assessment to promote greater learning” (p. 4). The factor that he views as 
most important for this more formative view of assessment is to involve students in the process 
and help them to be accountable for their learning. 

 
Summary and Conclusions 

 
In summary, there are many different theories of information processing that focus on 

different aspects of perceiving, remembering, and reasoning. One of the most important 
agreements is that elaboration is a key to permanently storing information in a way that 
facilitates its quick retrieval when it is needed. Bloom et al (1956) and Anderson and Krathwohl 
(2000) provide some excellent suggestions as to how we can encourage increased elaboration 
among our students. However, as proposed by Hummel and Huitt (1994) if students are not 
required to demonstrate the results of elaboration on meaningful tasks such as examinations or 
projects, they are not likely to adequately develop the skills required for higher-level thinking. It 
is, therefore, imperative that educators and parents require the development and use of these 
skills as a normal process of students’ lives. If we do that, the amounts and types of student 
knowledge will increase dramatically and students will be better prepared for life as adults in the 
information age. 

 
References 

 
Abbot, B. (2002). Human memory. Fort Wayne: Indiana University-Purdue University at Fort 

Wayne, Psychology Department. Retrieved June 22, 2002, from 
http://users.ipfw.edu/abbot/120/LongTermMemory.html 

Anderson, L., & Krathwohl, D. (Eds.). (2000). A taxonomy for learning, teaching, and assessing: 
A revision of Bloom's taxonomy of educational objectives. Boston, MA: Longman. 

Anderson, M. (1998b). Jerome Bruner. Educational Psychology. Portland, OR: Cortland 
College. Retrieved June 12, 2002, from 
http://facultyweb.cortland.edu/~andersmd/cog/brunder.html 

Anderson, J., & Bower, G. (1973). Human associative memory. Washington, D.C.: Winston. 
Atkinson, R., & Shiffrin, R. (1968). Human memory. A proposed system and its control 

processes. In K. Spence & J. Spence (Eds.), The psychology of learning and motivation. 
Princeton, NJ: Van Nostrand. 

Atkinson, R., & Shiffrin, R. (1971). The control processes of short-term memory. Scientific 
American, 224, 82-90. 



INFORMATION PROCESSING  16 

Bloom, B., Englehart, M., Furst, W., Hill, W., & Krathwohl, D. (1956). Taxonomy of 
educational objectives: The classification of educational goals. Handbook I: Cognitive 
domain. Boston, MA: Addison-Wesley. 

Broadbent, D. (1975). The magic number seven after 15 years. In A. Kennedy and A. Wilkes 
(Eds.), Studies in long term memory (3-18). New York: Wiley. 

Bruner, J. (1977). A study of thinking. Malaban, FL: Krieger Publishing. 
Bruner, J. (1986). Actual minds, possible worlds. Cambridge, MA: Harvard University Press. 
Case, R. (1978). Intellectual development from birth to adulthood: A neo-Piagetian 

interpretation. In R. Siegler (Ed.), Children’s thinking: What develops? Hillsdale, NJ: 
Erlbaum. 

Chi, M. T. H. (1978). Knowledge structures and memory development. In R. Siegler (Ed.), 
Children’s thinking: What develops? Hillsdale, NJ: Erlbaum. 

Collins, A., & Loftus, J. (1975). Spreading Activation theory of semantic processing.  
Psychological Review, 82, 407-428. 

Collins, A., & Quillian, M. (1969) Retrieval time from semantic memory. Journal of Verbal 
Learning and Verbal Behavior, 8, 240—247. 

Dietel, R., Herman, J., & Knuth, R. (1991). What does research say about assessment? 
Naperville, IL: North Central Regional Educational Laboratory (NCREL). Retrieved June 
25, 2002, from http://ncrel.org/ncrel/sdrs/areas/stw_esys/4assess.htm 

Driscoll, M. (2001). Psychology of learning for assessment (2nd ed). Boston: Allyn and Bacon. 
Eliasmith, C. (Ed.) (2001). Memory. Dictionary of philosophy of mind.  Pullman, WA: 

Washington State University. Retrieved June 19, 2002, from 
http://www.artsci.wustl.edu/~philos/MindDict/memory.html 

Flavell, J., Miller, P., & Miller, S. (2002). Cognitive development (4th ed.). Upper Saddle River, 
NJ: Prentice-Hall. 

Freiberg, H. (2002). Essential skills for new teachers. Educational Leadership, 59(6), 56. 
Gibson, J. (1979). The ecological approach to visual perception. Boston: Houghton Mifflin. 
Huitt, W. (1992). Problem solving and decision making: Consideration of individual differences 

using the Myers-Briggs Type Indicator. Journal of Psychological Type, 24, 33-44. 
Retrieved October 2002, http://chiron.valdosta.edu/whuitt/files/prbsmbti.html 

Huitt, W. (2000). The information processing approach. Educational Psychology Interactive. 
Valdosta, GA:  Valdosta State University. Retrieved June 12, 2002, 
http://chiron.valdosta.edu/whuitt/col/cogsys/infoproc.html 

Hummel, J., & Huitt, W. (1994, February). What you measure is what you get. GaASCD 
Newsletter: The Reporter, 10-11. Retrieved October 2002, from 
http://chiron.valdosta.edu/whuitt/files/wymiwyg.html 

Jusczyk, P. (1997). The discovery of spoken language. Cambridge: MIT Press. 
Kearsley, G. (2001a). Dual coding theory (A. Paivio). Theory Into Practice. Jacksonville, FL: 

Jacksonville State University. Retrieved June 14, 2002, from 
http://tip.psychology.org/craik.html 

Kearsley, G. (2001b). Levels of processing. Theory Into Practice. Jacksonville, FL: Jacksonville 
State University. Retrieved June 14, 2002, from http://tip.psychology.org/craik.html 

Kearsley, G. (2001c). Triarchic theory (R. Sternberg). Theory Into Practice. Jacksonville, FL: 
Jacksonville State University. Retrieved July 7, 2002, from 
http://tip.psychology.org/stern.html 

Klatzky, R. (1980). Human memory (2nd ed.). New York: Freeman. 



INFORMATION PROCESSING  17 

McClelland, J., & Rumelhart, D. (1981) An interactive activation model of context effects in 
letter perception. Part I: An account of basic findings. Psychological Review, 88, 375—
407. 

McClelland, J., & Rumelhart, D. (1986). Parallel distributed processing. Explorations in the 
microstructure of cognition: Vol. 2. Psychological and biological models. Cambridge, 
MA: MIT Press. 

Miller, G., Galanter, E., & Pribram, K. (1960). Plans and the structure of behavior. New York: 
Holt, Rinehart, & Winston. 

Neisser, E. (1967). Cognitive psychology. New York: Appleton-Century-Crofts  
Paivio, A. (1971). Imagery and verbal processes. New York: Hotel, Rinehart, and Winston. 
Paivio, A. (1986). Mental representations: A dual coding approach. New York: Oxford 

University Press 
Pylyshyn, Z. (2002). Mental imagery: In search of a theory. Behavior and Brain Sciences. 

Retrieved August 2002, http://ruccs.rutgers.edu/pub/papers/zpimagery.pdf 
Rumelhart, D. (!980). Schemata: The building blocks of cognition. In R. Spiro, B. Bruce, & W. 

Brewer (Eds.), Theoretical issues in reading comprehension. Hillsdale, NJ: Erlbaum. 
Rumelhart, D., & McClelland, J. (1986). Parallel distributed processing. Explorations in the 

microstructure of cognition: Vol.1. Foundations. Cambridge, MA: MIT Press. 
Schneider, W., Korkel, J., & Weinert, F. (1987). Domain-specific knowledge and memory 

performance: A comparison of high- and low-aptitude children. Journal of Educational 
Psychology, 81, 306-312. 

Smith, E., Shoben, E., & Rips, L. (1974). Structure and process in semantic memory: A featural 
model for semantic discussion. Psychological Review, 81, 214-241. 

Sternberg, R. (1988). The triarchic mind: A new theory of human intelligence. New York: 
Penguin Books.  

Striggins, R. ( June, 2002). Assessment crisis: The absence of assessment for learning. Phi Delta 
Kappan, 83(10), 758. 

Suthers, D. (1996). Attention and automaticity. Pittsburgh: University of Pittsburg, Learning 
Research and Development Center. Retrieved June 21, 2002, from 
http://www.pitt.edu/~suthers/infsci1042/attention.html 

Tulving, E. (1972). Episodic and semantic memory. In E. Tulving, & W. Donaldson (Eds.), 
Organization and memory. New York: Academic Press.  

Vygotsky, L. (1978). The mind in society: The development of higher psychological processes 
(edited by M. Cole, V. John-Steiner, S. Scribner, & E. Souberman). Cambridge, MA: 
Harvard University Press. 

Werker, J., & Tees, R. (1999). Influences on infant speech processing: Toward a new sysnthesis. 
Annual Review of Psychology, 50, 509-535. 

Winn, W., & Snyder, D. (2001). Mental representation. The Handbook of Research for 
Educational Communications and Technology (chap. 5). Bloomington, IN: The 
Association of Educational Communications and Technology. Retrieved June 12, 2002, 
from http://www.aect.org/Intranet/Publications/edtech/05/05-03.html 

 
 


	Information Processing and Memory
	There are several suggested models of how new stimuli are recognized in sensory memory, and each deals with pattern recognition. The matching of new stimuli to existing memory structures is a crucial factor in the acquisition of new knowledge. If new information is not brought into memory in a meaningful way, it will not be stored as memory. Therefore, the understanding of the patterns by which this information is represented is critical to the proper introduction of new information. Driscoll (2001) says that pattern recognition is “the process whereby environmental stimuli are recognized as exemplars of concepts and principles already in memory” (p. 84). She discusses three models of pattern recognition: template matching, the prototype model, and feature analysis. 
	Short-term or working memory. The second stage of information processing is the working or short-term memory.  This stage is often viewed as active or conscious memory because it is the part of memory that is being actively processed while new information is being taken in. Short-term memory has a very limited capacity and unrehearsed information will begin to be lost from it within 15-30 seconds if other action is not taken. There are two main ways that are effective in processing information while it is in short-term memory. Rote or maintenance rehearsal is the first but less desirable of these methods. This type of rehearsal is intended only to keep information until it can be processed further. It consists mainly of some sort of repetition of the new information, and if it is not processed further will be lost. In fact, studies on the limitations of working memory have revealed a specific number of units that the mind can process at any given time, and it is now generally accepted that 5 + 2 is the maximum number of stimuli that can be processed at once. There are several types of activities that one can perform to encode new information, but the importance of encoding cannot be overstated.
	Long-term memory. As discussed with short-term memory, long-term memory houses all previous perceptions, knowledge, and information learned by an individual, but it is not a static file system that is used only for information retrieval. Abbot (2002) suggests that long-term memory “is that more permanent store in which information can reside in a dormant state – out of mind and unused – until you fetch it back into consciousness” (p. 1). In order to incorporate new information, long-term memory must be in communication with short-term memory and must be dynamic. There are several categories of long-term memory, and there are many suggestions as to how memory units are represented in the mind. While it seems that it might be sufficient to understand simply that there are individual units and structures that exist in long-term memory, the specific way or ways that information is stored offers extremely important information. If the knowledge unit is pictorial rather than verbal, for example, it would seem to make sense that images would be more easily and readily stored in memory. If the reverse were true, information should be presented in verbal constructs. This oversimplifies the problem, but it is this question that is at the core of the controversy over memory storage structures. There are two divisions at issue in the discussion of long-term memory: the types of long-term memory and the type of knowledge unit stored in long-term memory.
	Organizations of long-term memory. Today cognitive psychologists believe that there are at least different types of information stored in long-term memory. Each of the memory structures is distinct and serves a different operational function. However, it is evident that some type of very specialized categorization system exists within the human mind. One of the first to make this idea explicit was Bruner (as cited in Anderson, 1998b). “Based upon the idea of categorization, Bruner’s theory states ‘To perceive is to categorize, to conceptualize is to categorize, to learn is to form categories, to make decisions is to categorize’” (p. 1).
	Tulving (1972) was the first to distinguish between episodic and semantic memory, and all discussions recognize these two distinct types. Most researchers now combine these two in a broader category labeled declarative. Other researchers have identified additional organizational types. For example, Abbott lists declarative and procedural while Huitt (2000), citing the work of Paivio (1971, 1986) adds imagery to this list. However, Pylyshyn (2002) states that imagery is not a distinct organizational structure, but follows the rules that apply to semantic and episodic memory. 
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