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Algorithm for Image Processing Using Improved
Median Filter and Comparison of Mean, Median
and Improved Median Filter

Gajanand Gupta

Abstract— An improved median filter algorithm isimplemented

for the denoising of highly corrupted images and edge
preservation. Mean, Median and improved mean filter is used for
the noise detection.
Fundamental of image processing, image degradation and
restoration processes are illustrated. The pictures are corrupted
with different noise density and reconstructed. The noise is
Gaussian and impulse (salt-and pepper) noise. An algorithm is
designed to calculate the PSNR and MSE. Theresult is discussed
for Mean, Median and improved Median filter with different noise
density.

Index Terms— FILTERS, MATLAB, MSE, PSNR.

I. INTRODUCTION

Digital image processing is a subfield of digitagrel
processing. Digital image processing has many dedgas
over analog image processing; it allows a much mwiglege of
algorithms to be applied to the input data and aaoid
problems such as the build-up of noise and sigisabidion
during processing.

An image May be defined as a two-dimensional farcf(x,
y). Where x and y are spatial (plane) coordinases] the
amplitude of f at any pair of coordinates (x, y)aled the
intensity or gray level of the image at that poiwhen x, y
and the amplitude values of f are all finite diserguantities,
we call the image as digital image. The field afi@il image
processing refers to processing digital images bsm of a
digital computer. A digital image is composed ofirte
number of elements, each of which has a partidokzation
and value. These elements are referred to as pietements,
image elements, pels, and pixels. Pixel is the taast widely
used to denote the elements of a digital image [1].

Vision is the most advanced of our senses, so mos
surprising that the images play the single mosubirtgmt role
in human perception. However, unlike humans who a
limited to the visual band of the electromagnetitMj
spectrum imaging machines cover almost the entié E
spectrum ranging from gamma to radio waves. Thay ci
operate on the images generated by sources thatrisuane
not accustomed to associating with images. Thu#atlig
image processing encompasses a wide and varietl dfel
applications.
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Image processing operations can be roughly diviaéol
three major categories [2]

1. Image Compression

2. Image Enhancement and Restoration

3. Measurement Extraction

Il. STEPSN DIGITAL IMAGE PROCESSING

In Image representation one is concerned with the
characterization of the quantity that each pictalement
represents. An image could represent luminancéjefcts in

a scene, the absorption characteristics of the kisslye, the
radar cross section of the target, the temperanafde of the
region or the gravitational field in an area. Imggal, any two
dimensional function that bears information can be
considered an image.

output of these processes are generally images
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Figure 1: fundamental steps in digital image processing Image
representation and modeling

An important consideration in image representai®rhe
fidelity or intelligibility criteria for measuringhe quality of
an image or the Performance of processing technique
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Specification of such measures requires modelefgption Image analysis techniques require extraction oftagder
of contrast, spatial frequencies, and colors anainso features that aid in the identification of an objec
The fundamental requirement of digital processisghiat Segmentation techniques are used to isolate theedes
images be sampled and quantized. The samplinhast® be object. Quantitative measurements of object feataltow
large enough to preserve the useful informaticanimmage. It classification and description of the image.
is determined by the bandwidth of the image.

D. Image data compression

A. Image enhancement The amount of data associated with visual inforamats so

In image enhancement, the goal is to accentuatiilter |arge that its storage would require enormous gtora
image features for subsequent analysis or for intBglay. capability. Although the capacities of several atgr media
Examples include contrast and edge enhancemenid@segre substantial, their access speeds are usualgrsily
coloring, noise filtering, sharpening and magniyitmage proportional to their capacities. Typical televisianages
enhancement is useful in feature extraction, imagalysis data rates exceeding ten million bytes per secthdre are
and visual information display. The enhancementc@se other image sources that generate even higher rdéa.
itself does not increase the inherent |nf0rmat|mldy in the Storage and transmission of such data requiree kaigacny
data. It simply emphasizes certain specified imager bandwidth could be very expensive. Image data
characteristics. Enhancement algorithms are gdyeratompression techniques are concerned with reducfidhe
interactive and application dependent. number if bits required to store or transmit imagéhkout any
Image enhancement techniques such as contrasthatiggt appreciable loss of information [2].

map each, grey level into another grey level byre pimage transmission applications are in broadcastition;
determined  transformation. ~An example is th@emote sensing via satellite, aircraft, radar, sona
histogram-equalization method, where the input llwe teleconferencing, computer communications and taitssi
matched so that the output grey level distributgoaniform. transmission. |mage storage is required most Corhnfon
This has been found to be powerful method of endwment equcational and business documents, medical imasgsin

of low contrast images. Other enhancement techaiqugatient monitoring system. Because of their wide

perform local neighborhood operations as in cori@iy  applications, data compression is of great impoeaim
transform operations as the discrete Fourier toauns. digital image processing.

B. Imagerestoration

It refers to removal or minimization of known deggéions in

an image. This includes de-blurring of images deegaby As Figure 2 shows, the degradation process is reddss a
the limitations of a sensor or its environment,sediiltering degradation function that, together with an adéitiwise
and correction of geometric distortion or non-liris due to term, operates on an input image f(x, y) to produdegraded
Sensors. image g(x, y).Given g(x, y) some knowledge about th
A fundamental result in filtering theory used conmtyofor degradation function H, and some knowledge aboat th
image restoration is called Weiner filter. Thigefilgives the additive noise termi(x, y) the objective of restoration is to
best linear mean square estimate of the object floen maintain an estimat(x.¥) of the original image. We want
observation. It can be implemented in frequency alomiia  the estimate to be as close as possible to thaarignage

the fast unitary transform, in spatial domain byotw gng in general the more we know about H anthe closer
dm;)en':s;gnal recursive te]cgl?nlqulfs S|m||Iar tt? I?almh(tarlcr;g £ y)will be to f(x, y).
or by IR NON-TECUrsIvVe THLers. 1 can aiso be lemented as ¢4 ;o o linear, position invariant process, thbka degraded
a semi-recursive that employs a unitary transfoionas one . S . ! .

: . e image is given in the spatial domain by
of the dimensions and a recursive filter in theeottSeveral -h * e 1
other image restoration methods such as least ew,uarg(x’ y)=h(x, y)*f(x, y)+(x. y) @)
constraint least squares and spleen interpolatiethads can
be shown to belong to the class of Weiner filteaigprithms.
Other methods such as maximum likelihood, minimum
entropy are non-linear techniques that requireaiies fn) 55
solutions.

I11.M ATHMATICAL MODEL

Degradation
function
H

Ix.y)

Restoration
filter(s)

C. Imageanalysis

It is concerned with making quantitative measureséom

an image to produce a description of it. In simiplesn, this DEGRADATION RESTORATION
task is reading a label on a grocery item, sodiffgrent parts
on an assembly line or measuring the size andtatien of
blood cells in a medical image. More advanced imag&here h(x,y) is the spatial representation of tegrddation
analysis systems measure quantitative informatiwhuse it function and, the symbol “*” indicates spatial cotwtion.

to make a sophisticated decision such as contgadimarm of Convolution in spatial domain is equal to multipkion in the
a robot to move an object after identifying it @vigating an frequency domain, so we may write the model in Eiqng1)

aircraft with the aid of images acquired alongriggectory. in an equivalent frequency domain representation:

Figure 2: A model of the image degradation/restoration process
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G(u,v)=H(u,v)F(u,v)+N(u,v)
Noise Models

The principal source of noise in digital imagesesi during
image acquisition (digitization) and transmissiofhe
performance of imaging sensors is affected by &etanf
factors such as environmental conditions during gena
acquisition and by the quality of the sensing elei®e
themselves. For instance, in acquiring images &it6CD
camera, light levels and sensor temperature arerrfagjtors
affecting the amount of noise in the resulting imalgnages
are corrupted during transmission principally due t
interference in the channel used for transmiss3n |

()

A. Gaussian Noise
The PDF of a Gaussian random variable, z is giyen b

—(z-p)? 120°

1
=—e
p(2) >

Where z represents gray level, i is the mean ahgeevalue
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Restoration in the presence of Noise Only-Spatial Filtering

When the only degradation present in an image iseno
Equation (1) and (2) become

g(xy)=f(x,y)+(x.y) (3)
and
G(u,v)=F(u,v)+N(u,v) (4)

The noise terms are unknown, so subtracting them §(x,y)
or G(u,v) is not a realistic option. In the cadeperiodic
noise,it usually is possible to estimate N(u,v)niradhe
spectrum of G(u,v). In this case N(u,v) can beraadbéd from
G(u,v) to obtain an estimate of the original im§je
Spatial filtering is the method of choice in sifoas when
only additive noise is present.

Filters

A. Arithmetic mean filters

of z, ando is its standard deviation. The standard deviatiofpjs js the simplest of the mean filters. Lej @presents the

squaredp?is called the variance of z.

Because of its mathematical tractability in both $patial and
frequency domains, Gaussian (also callmmal) noise
models are frequently used in practice. In faés, titactability
is so convenient that it often results in Gausgiadels being
used in situations in which they are marginally leygle at
best.

B. Impulse (salt-and-pepper) noise
The PDF of impulse noise is given by

P, for z=a
p(z) =4 PR, for z=Db
0 otherwise

If b > a, gray-level b will appear as a light dotthe image.
Conversely a leva will appear like a dark dotitlfier P,or R,
is zero, the impulse noise is called uni-polar.nither
probability is zero and especially if they are apjimately
equal impulse noise values will resemble salt-a@pper
granules randomly distributed over the image. Rizrrieason
bipolar impulse noise is also calledltsand-pepper noise
Shot and spike noise terms are also used to IEfetype of
noise.

Noise impulses can be negative or positive. Scalgwally is
part of the image digitizing process. Because isgul
corruption usually is large compared with the gitbrof the
image signal, impulse noise generally is digitizsdextreme
(pure white or black) values in an image. Thusasgumption
usually is that a and b are “saturated” valuehéngense that
they are equal to the minimum and maximum alloweldes
in the digitized image. As a result, negative inspsl appear
as black (pepper) points in an image. For the sagason,
positive impulses appear white (salt) noise. Fd8-bit image
this means that a = 0 (black) and b = 255 (white).
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set of coordinates in a rectangular sub image winaisize
m x n centered at point (x,y). The arithmetic méhering
process computes the average value of the corrupiage
g(x , y)in the area defined by,SThe value of the restored
image f at any point (x,y) is simply the arithmetigan
computed using the pixels in the region definedSRy.In
other words,

f(x,y) = —

mn

Y 9(s,t)

(s,1)0S,

This operation can be implemented using a comvaiutiask
in which all coefficients have value 1/mn. A mealef
simply smoothes local variations in an image. Noise
reduced as a result of blurring [5].

B. Median filter

The best known order-statistics filter is thedian filter,
which replaces the value of a pixel by the mediathe gray
levels in the neighborhood of that pixel-

f (X, y) = median {g(s.1)}
(s,t)0Syy,

The original value of the pixel is included in themputation
of the median. Median filters are quite popularwese, for
certain types of random noise they provide excelfeise
reduction capabilities, with considerably less bhg than
linear smoothing filters of similar size [6][7].

IV. ALGORITHM

Algorithm for the improved median filter
To remove salt and pepper noise from the corruptede the
below described algorithm is used.
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Step 1: A two dimensional window (denoted by 3x3 W) of

size 3x3 is selected and centered around the medgsxel
p(x, y) in the corrupted image.

Step 2:Sort the pixels in the selected window according t
the ascending order and find the median pixel value
denoted by R.y, maximum pixel value () and minimum
pixel value (Ry,) of the sorted vector ¢/ Now the first and
last elements of the vectog 6 the R, and R respectively
and the middle element of the vector is thg,P

Step 3:1f the processed pixel is within the rangg,R P(x, y)

V.SIMULATION

The 8-bitimages of dimensions Ml x M2 (= 512 x hp&els
is used for simulations. The pixels s (i, j) fori< M1 and 1
<j < M2, of the image is corrupted by adding impulseseo
with noise density ranging from 0.1 to 0.8. In #ftle
simulations, square windows of dimensions N x Nefs»and
with different values of width N (= 3, 5, 7) areeds The Peak
signal to noise ratio (PSNR) is used to comparer¢tagive
filtering performance of various filters. The PSKRtween
the filtered output image vy (i, j) and the origimakge s (i, j)

< Prax s Pmin> 0 @and Rax < 255,it is classified as uncorruptedgt dimensions Ml x M2 pixels is defined as:

pixel and it is left unchanged. Otherwise p(x, g)&ssified as
corrupted pixel.

Step 4: If p(x, y) is corrupted pixel, then we have the

following two cases:
Case 1 If Ppin< Pred < Pnaxand 0 < Reg < 255,
replace the corrupted pixel p(x, y) withd&

Case 2 If the condition in case 1 is not satisfied then

PmediS @ noisy pixel. In this case compute the diffiere

between each pair of adjacent pixel across theedort

vector \, and obtain the difference vectog Vhen find
the maximum difference in the pVand mark its
corresponding pixel in theo the processed pixel.

Step 5 Step 1 to step 4 are repeated until the proogssin

completed for the entire image [8].

MAXS
PSNR =20 = log, p(—)
Y MSE

Where MAX is max pixel value of the image and MSE is
defined as

¥ E_-;:f: Lyl j) — s )13
M1X M2

M5E =

It can be seen that Peak signal to noise ratio @®$\closely
related to mean square error (MSE) [9].

VI. RESULTANALYSIS

PSNR values for different filters ohéna’ image

Table I: PSNR at different noise density for ‘lena’image

Filter Noise Density
10% 20% 30% 40% 50% 60% 70% 80% 90%
Mean 24.24 21.20 19.24 17.73 16.47 15.40 14.43 13.68 8612.
Median 30.84 29.34 27.71 26.07 24.08 20.54 17.04 1291 19,0
Improved 28.23 27.12 26.92 24.53 23.77 21.76 18.94 1578 8711
Median
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PSNR values on lena image
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Figure 3: Plot for PSNR values of lena image

Figure: 4 (a) original image (b) corrupted with 60% noise (c)output from
mean filter (d)output from median filter (€)output from improved median

filter
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PSNR values for different filters ohlbuse image

Table II: PSNR at different noise density for housemage

Filter Noise Density

10% 20% 30% 40% 50% 60% 709% 80% 90%

Mean 23.08 19.98 17.73 15.99 14.77 13.60 12.55 11.65 7810.

Median 30.65 29.13 27.05 25.04 22.88 19.33 15.82 1193 4 82

Improved 24.66 24.35 23.99 23.57 22.12 18.97 1529 11135 480

Median
PSNR values on House image
35 T T T I
—— — Mean
ffffff Median
30"~ ~ Improwed
IR Median

PSNR

l
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Noise Density

5 | | |

Figure 5: Plot for PSNR values of House image
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Figure 6: (a)origanal image (b) corrupted with 60% noise
(c)output from mean filter (d)output from median filter (€)output from improved median filter

The good performance of the standard median fiiser
VIlI. CONCLUSIONAND FUTURESCOPE severely impaired in extremely impulse noise. Thevative

A novel method based on efficient noise detectigorithm ~ @spects of the studied method are simple and ®Réect
is studied here for effectively de-noising extreynerrupted algorithm for noise cancellation across a wide eaofjnoise
images and better edges preservation. The studied is ~densities from 10% to 98%, while preserving highldy of
based on order-statistic filtering and uses an Isguoise estored image. The key success of such perfornusiery
detector. is mainly due to highly accurate noise detecticcoamlished
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by this algorithm. In addition, the studied methwsas simple
fixed length window, and hence, it requires sigaifitly
lower processing time compared with other methods.
The simulation results show that the studied meitend be
applied to different types of image and providensatisfying
results. It has significant improvement over thesting
methods.

In the future, various techniques can be considdmed
incorporate in this scheme to further improve teggrmance
and preserve more edges in both highly and lowtyupbed
images.
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