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Abstract. This paper presents the qualitative heterogeneous control framework,
a methodology for the design of a controlled hybrid system based on attractors
and transitions between them. This framework designs a robust controller that can
accommodate bounded amounts of parametric and structural uncertainty. This
framework provides a number of advantages over other similar techniques. The
local models used in the design process are qualitative, allowing the use of partial
knowledge about system structure, and nonlinear, allowing regions and transi-
tions to be defined in terms of dynamical attractors. In addition, we define bound-
aries between local models in a natural manner, appealing to intrinsic properties
of the system. We demonstrate the use of this framework by designing a novel
control algorithm for the cart-pole system. In addition, we illustrate how tradi-
tional algorithms, such as linear quadratic regulators, can be incorporated within
this framework. The design is validated by experiments with a physical system.

1 Introduction

Multiple model approaches to control are useful for complex dynamical systems be-
cause the local models can be simple and intuitive, and because global behavior can be
concisely described as a finite graph of transitions among models. Hybrid systems are
often constructed with the local models being linear and their operating regions being
polygonal. Qualitative models add the ability to express incomplete knowledge of the
dynamical system and of the controller, describing a family of controllers and systems
and predicting the behaviors. A qualitative model can often give a completely accurate
(though imprecise) description of a nonlinear system over a larger and more naturally
defined local region than can be usefully approximated by a local linear model.
Qualitative heterogeneous control (QHC) is an approach to designing controllers for
complex nonlinear systems [1, 2]. It works by defining a hybrid system consisting of a
set of qualitatively described control laws, each with its own operating region. The local
controllers and their operating regions are designed so that any fully specified system
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and controller satisfying the given set of qualitative constraints is guaranteed to exhibit
the desired qualitative behavior within each local region and at its boundaries. The local
behaviors are designed to abstract to a global transition graph with the desired global be-
havior. The qualitative constraints are a set of weak sufficient conditions that guarantee
the desired global behavior. The remaining degrees of freedom on the way to a concrete
design are available to the designer for optimization according to any desired criterion,
since the global qualitative behavior is already guaranteed. QHC therefore provides a
separation of concerns between qualitative correctness and quantitative optimization.

In recent work [2], we demonstrated the design of a controller for pumping up and
balancing a free pendulum, controlling the torque applied at the pivot. The control laws
transform the natural dynamics of the pendulum to match different instances of the same
generic behavior model: the qualitative damped oscilléter, f () + g(z) = 0, with
positive or negative damping. In the current paper, we extend QHC to a more complex,
but still very familiar system. The cart-pole version of the pendulum (Figure 2) has
the same goal of pumping the pendulum up and keeping it balanced, but now we must
bring the cart to the center of its track and keep it away from the endpoints, and we
want it to recover gracefully from large disturbances. We demonstrate a method using
time-scale abstraction to decompose the fourth-order cart-pole system into two weakly
interacting second-order systems: the pole system that can be controlled by a modified
version of the pivot-torque controller, and the cart system that can be controlled in a
similar way. The multiple-model structure allows us to handle the interactions between
systems effectively at the different model boundaries. We also demonstrate the use of
traditional linear controller design methods such as LQR for a local controller for the
Balanceregion.

Furthermore, we implement our QHC control law on a physical implementation of
the cart-pole system and show that our framework accommodates simple solutions to
aspects of the physical dynamics such as static friction that are often omitted or handled
in ad hoc ways. The solution to this problem demonstrates the use of a behavior model
other than the damped oscillator, the Lienard equation, in order to produce a limit cycle
with desired properties.

More generally, QHC exploits the robustness of structurally stable orbits in dynam-
ical systems. From dynamical systems theory, we know that if there exists a connected
phase space volume that maps into itself under the forward evolution then the flow is
globally contracting onto an attractor [3, 4]. In the simplest cases, these attractors will
be fixed points. For our purposes, we are interested in implementing controllers that en-
force residence of the flow within a finite subset of phase space. In simple systems, fixed
points and limit cycles possess this property. Complex systems that exhibit chaotic be-
havior possess strange attractors that satisfy the same property of residence of the flow
in a finite volume in phase space. So we consider stable fixed-points, limit cycles, and
chaotic attractors all to be examples of controlled flows. This general notion of viewing
the stability question in control design as one of defining an appropriate contraction
property or residence of flows in a finite volume has been explored in recent literature,
e.g., [4]. The QHC framework makes it possible to utilize stable attractors, periodic
orbits, strange attractors and even divergent flows to synthesize global trajectories from
appropriately defined local regions and transitions between them. An approach to the



composition of global behaviors from such local dynamical models and orbits is seen in
[5, 6]. The advantage that QHC brings over this existing work is derived from the fact
that local models defined in terms of QDEs enable the design of controllercfasa

of systems, with the guarantee that any numerical instance of the specified QDEs will
possess the specified dynamical property.

Similar approaches have been explored in the context of controlling chaotic sys-
tems. The idea of chaos control originated with [7], popularly referred to as the OGY
technique. The technique consists of waiting for a natural passage of the chaotic or-
bit close to a desired periodic orbit, and then applying a small perturbation designed
to stabilize the periodic dynamics, with flexibility in switching from one behavior to
another. [8] contains an extensive review of recent work in this area. These methods
have largely focused on algorithms that allow a particular orbit or dynamical state to
be achieved due to small control actions. [9] describes the Perfect Moment algorithm
that is similar in spirit to the QHC framework. This algorithm autonomously explores
and maps the phase space of a chaotic system to identify useful dynamical orbits. Then,
utilizing the property of sensitive dependence on initial conditions, it synthesizes a tra-
jectory based on these identified dynamical orbits to achieve a desired dynamical state
starting from a specified initial condition. The advantage provided by QHC over these
approaches is derived from the use of a varietgudlitativelydefined dynamical or-
bits, and a structured synthesis technique with guarantees on behaviors and transitions
that apply to classes of systems sharing the specified property.

2 A Qualitative Behavior Model: The Damped Oscillator

To design a local control law, we select a well-understood qualitative behavior model,
and define the control law so that the natural behavior of the system is transformed
into that of the model. A model with attractive properties is the linear damped oscillator,
Z+at+bz = 0. Itis straight-forward to generalize this to a nonlinear madelf () +

g(z) = 0 wheref andg are monotonic functions. As it happens, we can generglize
and g even further to the sign-equality constraints that appear in Lemmas 1 and 2.
Lemma 1 tells us that any damped oscillator matching these requirements converges
to a stable fixed-point. Lemma 2 tells us that the same oscillator, but with negative
damping, necessarily diverges. We will use these models in several different ways.

Definition 1. Where[a,b] C ®*, the functionf : [a,b] — R*is a reasonable func-
tion overJa,b] if f is continuous orja, b], continuously differentiable ofu, b), has
only finitely many critical points in any bounded interval, and the one-sided limits
lim;_, .+ f'(t) andlim,_,,- f'(¢) exist in®*. f'(a) and f'(b) are defined to be equal

to these limits.

Notation. M * is the set of reasonable functiofis [a, b] — R* such thatf’ > 0 over
(a,b). My is the set off € M+ such thatf (0) = 0. [z]o = sign(z) € {+,0,—}.

Lemma 1. LetA C R? include (0,0) in its interior, and le§ be a system governed by
the QDEZ + f(z) + g(x) = 0 for every(z, &) € A, wheref andg are reasonable func-
tions such thaff(z)]o = [Z]o and[g(z)]o = [z]o. Then for any trajectoryz(t), z(t))
of S that lies entirely withinA, tlif&(x(t)’ z(t)) = (0,0)



Lemma 2. LetA C R? include (0,0) in its interior, and le§ be a system governed by
the QDEZ — f(&) + g(z) = 0 for every(z,z) € A, wheref andg are reasonable
functions such thdtf (£)]o = [%]o and[g(z)]o = [z]o. Then (0,0) is the only fixed point
of S'in A, and itis unstable. Furthermorel cannot contain a limit cycle.

3 The Pivot-Torque Pendulum Controller

In recent work [2], we demonstrated the design of a controller for pumping up and
balancing a free pendulum, controlling the torque applied at the pivet: fo) +
k cos8—u(8,§) = 0. The resulting QHC controller has three regidPsmp(to raise the
pendulum upward from its downward positio8pin(to slow down a rapidly-spinning
pendulum), andalance(to maintain the pendulum in its upward position). All three
local controllers were designed by specifying control lawthat would transform the
natural dynamics of the pendulum to match different instances of the same generic
behavior model: the qualitative damped oscillaior f(z) + g(z) = 0. (In the case
of Pump the damping is negative.) The boundary of Bedanceregion is determined
by the maximum torque that can be applied, and the boundary separatiPgrttpand
Spinregions is defined to be a sliding mode controller leading directly int®tiance
region.

The pivot-torque pendulum controller can be summarized by the following equa-
tions. To be able to write each local control law with its fixed point at (0,0), wé us®
to refer to the fixed-point with the pendulum pointing downward, and 0 = 0 + 7
to refer to the fixed-point with the pendulum pointing upward.

Given a model, ) ) )

$+ F() — ksing +u(¢,4) =0 (1)

or equivalentlyg + f(é) + ksind —u(6, é) = 0, we apply one of the following control
laws,

Balance: u(¢, ¢) = g(¢) + h(¢), such thatg(¢) — ksin ¢], = [g]y, [~($)]o = [dlo
Pump: u(¢, ¢) = —h(¢), such thaf(h — £)(4)]o = [4lo
Spin: u(¢,¢) = fa($), such thaffa()]o = [dlo

)
The selection of the control region depends on the values of two parameters:
— ksingdo . .
12 f&ax . ds(¢, @) = 3¢® — k(1 —cos¢).  (3)
max IO — ksin ¢ d¢

a < 1 describes the region of applicability of ti&galancecontroller based on
physical limitations ¢;,ax andq'ﬁmax) and the requirement that the system should not
exit theBalanceregion due to control actions, once it has entereg{ i, qS) represents
the energy of the system, with teeparatrixof the pendulum (the locus of points where
s(¢, ¢) = 0) serving as the boundary between BiempandSpinregions. The rule for
selecting control mode is thus:

if « <1 then Balance
else ifs < 0 then Pump (4)
else Spin



The operation of the heterogeneous pendulum controller can be summarized in a
discrete transition graph, as shown in Figure 1.
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Fig. 1. Transition graph structure of the heterogeneous controller for the pivot-torque pendulum

4 The Cart-Pole System

The cart-pole system is a common benchmark problem in the control systems litera-
ture. Early work in linear control and stabilization of unstable systems focused on the
basic stabilization problem for this system. The system is still being used in the current
literature, e.g., [10] illustrates the idea of energy based control of pendulum swing-up,
[11] presents a hybrid control algorithm that globally stabilizes a cart-pole system and
[12] presents an approach to the control of a periodic orbit in a nonlinear system using
the cart-pole as an example. In a different context, the inverted pendulum model has
been used as an abstraction for many physically meaningful phenomena. A hypothesis
in the biomechanics community is that a model known as the Spring Loaded Inverted
Pendulum is the control target for the musculoskeletal system. This hypothesis has been
explored and experimentally supported in [13, 14]. Pratt et. al. [15] have implemented
successful walking robots based on this principle and suggest that an intuitive control
algorithm designed from task specifications would be of value to many communities,
such as robotics and biomechanics.

The cart-pole system considered in this paper is seen in Figure 2. It consists of a
cart that moves on a horizontal track of finite length. The pole is represented by a point
mass attached to the end of a massless thin rod of Ientht is attached to the cart
at a pivot capable of unconstrained (3@otation. The primary control objective is to
stabilize the system &t, z, ¢, 4] = [0, 0, 0, 0], starting from[0, 0, rr, 0].

The cart-pole system is a commonly seen demonstration in many control labora-
tories. While this system has been stabilized by a wide variety of control algorithms,
most of them suffer from a number of failure modes when people interact with these
systems. For instance, by hitting the pole with a large velocity, one may cause the con-
trol action to become large and the cart may hit the end of the track in an attempt to
regain control. We recognize that these sudden disturbances take the form of instanta-
neous, non-smooth displacement of the system in phase space. Our intent is to map a
suitable control action to all regions in the phase space of the physical system in order
to improve the robustness of the system.

The dynamic model for the cart-pole system is given by,

(M + m)i + ml cos pp — misin ¢pd?> = F — f,() (5)
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Fig. 2. The Cart-pole system

ml cos ¢# + mi®¢ — mglsin ¢ = —fp(qB) (6)

wherez, ¢ represent the cart position and pole angle respectively. The following sim-
plified equations represent the dynamics of the pole, where we control the state of the
system by applying. The dynamics of the cart are defined by the time evolutiai of
Equation (7) describes the system around the upper fixed-pceinDd, while equation

(8) describes it around the lower fixed-potht 0.

b+ f(@) — ksing + Zcos¢ =0 (7
0+ f(6) + ksin® — i cosf =0 (8)

5 A Qualitative Heterogeneous Controller based on Time Scale
Separation

The cart-pole system as described above includes a pendulum as a sub-system. How-
ever, the pivot-torque pendulum is controlled directly«ywhile in the cart-actuated
version, the effect of the applied acceleratios: Z on angular acceleratiafis scaled
by cos ¢. Furthermore, in the cart-pole system, we also have the control objective to
stabilize the cart at = 0,z = 0 while the pole is stabilized vertically by the pendulum
controller.

It is possible to control the position of the cart by a damped spring, similar to the
Balancecontrol action for the pole (2). The combined control action can be described

as, ‘
% — varsat {_fl(x) (=) N w(ep, ) } o

cos¢  cos¢ cos ¢

where f1(2), g1(z) represent any reasonable functions satisfying Lemma 1, used to
regulate the position and velocity of the cart. The tertp, ¢) represents the control
law (2) for the three control modes of the polewrsat refers to a saturation action



whose magnitude depends on the controller mode. This allows the designer to set local
control law parameters in such a way that the system never satur&ataimcewhile
thePumpandSpincontrol actions can be restricted in strength.

varsat(z) = { sat(z, Tmax pump), controller = Pump

sat(z, Tmax bal ), controller = Balance
$at(Z, Tmax spin ), controller = Spin

—Tmaxi, T < —Tmaxi
sat(:z:, xmaxi) =4 Ty~ Tmaxi < T < Tmaxi
Tmax iy L > Tmaxi
There are two independent requirements on the cart controller. When the pole con-
troller is in thePumpandSpinmodes, the addition of the cart stabilizing term to the pole
control action should not affect the existence of the sliding mode betwe&uthpand
Spinregions. On the other hand, when the pole controller is irBlancemode, the
sliding mode is not a concern and the primary requirement is that the composite system
defined in terms ofz, z, ¢, qB] should be stable.
We now derive the constraints on cart control, correspondinguimpand Spin
modes of the pole controller. Taking the derivative of the expressios fxpressed in
terms of variable® and¢,

§(¢,0) = —0F(9) + bf1(&) + by (z) — du(¢, d) (10)

Substitute thé>umpcontrol law,

§=d(h — f)(9) + df1(2) + dg1(z) (11)

In order to haves > 0,

[(h = £)(9) + f1(@) + g1(2)lo = [$lo (12)

If we substitute thé&pincontrol law,

8= =3(f + [a)(9) + 0f1(2) + dg1(w) (13)
In order to have < 0

[(f + f0) () — f1(&) — g1(2)]o = [B]o (14)

We know tha{(h — f)(¢)]o = [¢]o and[(f + fa)(¢)]o = [#]o. From equations (12)
and (14), we see thd () + g1 (x) need to be sufficiently small with respect (o —
1)), (f+ f4) () for the sign equality to be preserved (even if these terms are opposed
to each other). It is conceivable that for small valges> 0, these constraints may be
violated for f;(z) + g1 (z) # 0. Fortunately, the sliding mode constrains the trajectory
to be on the separatrix where it is bounded away fgom 0 by the width of theBalance
region (equation 3). Therefore, it is possible to sefecndg; to be sufficiently small
to satisfy equations (12) and (14). This amounts to requiring a sufficient separation

between the time-scales of the pole and the cart controllers.



We then need constraints on cart control, corresponding tBalencemode of the
pole controller. The general principle behind this analysis is summarized below.
The uncontrolled cart pole system can be linearized and written as,

0
. 0 .
x=Ax+Bu= 0 z, (15)
0

10
00
00
0 k —c
wherex = [zd ¢ ], u = [i], andf(¢) = c. Itis easy to verify tha(A, B)
is controllable (i.e., the controllability matrix has full rank). This implies that there
exists some feedback control action that can place the closed loop eigenvalues of the
controlled system at any point in the left half of the complex plane.
Now, the controlled, nonlinear equation of the higher order system f(x), can
be similarly linearized to yield the modet, = Ax whereA refers to the Jacobian
linearization of the controlled system, = of /0x|,_, - Applying Lyapunov’s Lin-
earization method [16, 3], we know that if the linearized systemAasurwitz (i.e.,
if all eigenvalues ofA are strictly in the left-half complex plane), then the equilibrium
point of the nonlinear systent, = f(x), is asymptotically stable. We place the closed
loop eigenvalues by appropriate selection of controller parameters to Anakewitz.
Consider an instance of the controller defined by the QDE in equation (9), with a
linear poleBalancecontroller,

dy dy . (011 + k)¢ + Clgq‘ﬁ

__ _ 1
cos ¢ v cos ¢:): cos ¢ (16)
The controlled pole equation can be written as,
¢ =—ch+ksing+diz +dot — (c11 + k) — c120 17)
From this, the Jacobian linearizatign= Ax becomes,
0 1 0 0
. | —di —dy c11+k ciz %
x=, 0 0 1 x = Ax (18)
di dy —c11 —C—Ci2

We select parameters that makeHurwitz. In many physical systems, the mag-
nitudes and/or direction of and¢$ may be mismatched. In that case, the appropriate
signs and scaling factors would need to be incorporated into the above analysis. The
last remaining issue is that of determining the region of attraction for this stable equi-
librium. Here one would use a converse Lyapunov argument based on the faktithat
Hurwitz if and only if, for any given symmetric positive definife there exists a unique
symmetric, positive definite which is a solution to the Lyapunov equation:

PA+ATP+Q=0

This matrixP is the basis for the definition of a Lyapunov functidi(x) = xTPx.
The boundary of thBalanceregion is defined by a level curve & (x). In practice,



the Lyapunov equation may be difficult to solve frin which case it may be possible
to determine the domain of attraction experimentally or by numerical simulations (see
[5D).

The above analysis assumed a linear spring model for cart control. One may also
use a nonlinear spring controller. The nonlinear spring controller provides the advantage
that the cart position can be kept away from the ends of the tracKi|.e<, z,,,, by the
potential barrier of the spring action. Consider an instance of a nonlinear spring defined

by,
T = sat {—ci tanh™? (i> - d T+ u(¢,9) } (19)

0s ¢ T cos ¢ cos ¢

The first term provides the potential barrier necessary to prevent the cart from hitting
the ends of the track. Note thainh™" (which is in M) is very near linear over
[-0.5,+0.5] and diverges tatoco at +1, respectively. Az| — z,,, the nonlinear
cart control action (equation 19) asymptotically approaches infinity and theoretically
prevents the cart from reaching the end of the track. In practicé séiturates, then
this potential barrier cannot always prevent the cart from hitting the end of the track.
However, by reducing the size of tBalanceregion by reducing,,., and hence'ﬁmw,
and by bounding the value g‘t,(qﬁ) in the Spinregion, it is possible to constrain the
system so that the saturatéds sufficient to keep the cart from hitting the ends of the
track.

The controller designed thus far was implemented on a physical system. Figure 3
shows the phase plots of the controlled cart and pole systems. It is seen that the system
stabilizes within a very small neighborhood of the pajnt 0,¢ = 0,z = 0,4 = 0.

The physical system exhibits a limit cycle about the equilibrium point, due to effects
such as static friction that are often omitted from simulations. We address these next.
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Fig. 3. Phase plots for the cart and pole subsystems. This implementation utilized a qualitative
cart-pole controller based on time scale separation.



6 Accommodating real-world effects, the case of static friction

Consider the damped oscillator with static, or Coulomb, frictigras well as damping
friction f(z). The resistance of static friction is a constant fof¢e = r opposing

the direction of motion, as long as motion is taking place. Once motion stops, a larger
frictional resistancé’, = n+< must be overcome to get it started again. This transforms
the damped oscillator model froin= —g(z) — f(&) — F. to

8405 —g(a) - £(@) - [dlon
= {j:0—>—[a:]omax(|g(x)|—77—570) (20)

To avoid being captured by static friction, we require that the system obey the con-
straint

=0 = |g(z)|>n+e (21)

This constraint excludes the stable fixed-point, where & = # = 0. Therefore,
we will be required to approach a more complex orbit, such as a limit cycle. This arises
under two circumstances.

First, in thePumpregion, the oscillator with negative damping should diverge from
its unstable fixed-point &8, #) = (0, 0), but the initial oscillations in its trajectory are
so small as to be absorbed by static friction, so the pendulum never starts pumping. We
handle this problem by defining@tartupcontrol law, which is only applied when the
system state iz, g‘c,e,é] = [0, 0, 0, 0], and which specifies th&{t) = u, fort € [0, 7].
The constant cart acceleration > n + ¢ and the time intervat are selected so that the
final statet = 7 is contained within th&umpregion, and is far enough from the origin
that an energy argument guarantees that constraint (21) will continue to be satisfied.

Second, in th8alanceregion, as the pendulum approaches the fixed—po(ldwi) =
(0, 0), static friction can capture it at a small but perceptibly non-zero valyg lefad-
ing to a constant non-zero valueidfand hence a runaway cart. We handle this problem
by modifying theBalancecontroller to approach a limit cycle rather than a fixed-point,
and designing the limit cycle to satisfy constraint (21). In order to create a limit cycle,
we require a new qualitative behavior model, since the damped oscillator does not in-
clude limit cycles in its behavioral repertoire. However, the Lienard equation describes
a set of familiar systems that do exhibit limit cycles, and it makes an excellent target for
the QHC methodology [16, 17].

A Lienard system (e.g., the van der Pol oscillator) is defined in terms of the model
Z + f(z)& + g(x) = 0 where, broadly speakind,(z) is positive when|z| is large
and negative whefx| is small, andy is such that, in the absence of the damping term
f(z)Z we expect periodic solutions for smail The property can be summarized by
the following lemma. This lemma is taken from the standard literature, see [16] for the
proof.

Lemma 3. Let A C R? include (0,0) in its interior, and let S be a system governed by
the QDEZ + f(z)Z + g(z) = 0 for every(z, #) € A, wheref andg are reasonable
functions. Define the function,



S has a unique, stable limit cycle surrounding the origin if

g(z) is an odd function ang(z) > 0 for z > 0 (i.e.,[g(z)]o = [z]o),

f(z) is an even function,

F(z) is an odd function, which has exactly one positive ze ata,

F(z) is negative in0 < z < a, is positive and nondecreasing in > a, and
F(z) = o0 asz — oo.

We utilize this lemma and define a switched system in&idknce Starting with
the system

b+ ch—ksing +icosp =0 (22)
In the region—2/> < ¢ < a/5, we define the controller,

s —etp)d  (k+po)d (23)

cos ¢ cos ¢

so that the closed loop system takes the form (assuwsg ~ 1,sin ¢ = ¢),

¢—pid+pgp=0 (24)
In the region(— gmax < ¢ < —9k) U (¢/2 < ¢ < dmax), the controlled system is,

(}54‘ (C+012)(]‘5+011¢ =0 (25)

Setting(c + c12) = p1;c11 = po satisfies the conditions in Lemma 3.

Now, Balance was defined such that any trajectory that enters the region will remain
inside indefinitely. In order to ensure that the addition of the above controller does not
violate this property, the value af should be chosen such that the energy added in
the region—a/> < ¢ < a/» is not greater than what can be dissipated in the region
(—Pmax < ¢ < —a/) U (92 < ¢ < ¢max)- This analysis would be identical to that in
[2], where energy changes RumpandBalancewere derived.

The effect of including this region is that the cart-pole system executes a limit cy-
cle as seen in Figure 4. The advantage of this approach lies in the fact that relaxation
oscillators retain their structure through a very wide range of parameters, and
overcome practical problems such as static friction [16, 17].

7 A Linear Quadratic Regulator for Balance

A controller is defined by the qualitative constraints it satisfies and its region of ap-
plicability. In QHC, it is possible to include local controllers designed by different
methodologies, as long as they satisfy the desired qualitative constraints inside the re-
gion of applicability. To illustrate this, we designed a linear quadratic regulator (LQR)
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Fig. 4. Phase plots for the cart and pole subsystems, simulation results. These plots illustrate the
system executing a limit cycle in both the cart and pole subsystems.

as theBalancecontroller. The primary requirement on tBalancecontroller is that
any trajectory that has enter&lanceshould remain inside until perturbed by an ex-
ternal process. LQR possesses this property, as described in [18]. In ad#litiQrand
q'ﬁmax can be selected in such a way that the closed loop response of the cart satisfies
Ty < T < Ty

Linear Quadratic Regulators stabilize the plant Ax + Bu,x = [z & ¢ ¢]T by
applying a controlu = —Gx whereG is selected so as to minimize a cost function,

J = [ xTQx + uTRudt. For our example, we sele = diag(4,0,4,0) andR =

0
[0.5] to penalize cart and pole positions equally, control action to a lesser extent, and
cart and pole velocities not at all. Other parameter choices do not affect the substance
of our argument.

The operation of this controller is explained by the fact that the controller iteratively
minimizes the cost functiod which is an ‘energy-like’ quadratic function. Further, an
analysis of the eigenvalues of the closed loop system indicates that all eigenvalues are
negative and the system is stable as required.

Figure 5 shows the experimental results of a heterogeneous controller that utilized
an LQRBalancecontroller. As expected, a large part of the heterogeneous behavior is
identical to the experimental result in Figure 3. The primary observable difference is in
the size of the limit cycle in the cart phase portrait, in Badancemode of pole control.

8 Discussion

8.1 Robustness in global behaviors

One of the goals motivating this investigation has been the search for control strategies
that are visibly robust in the face of environmental disturbances and user interaction. It
is well known that algorithms such as linear quadratic regulators can guarantee asymp-
totic stability only for initial states that are within a finite region of the origin. Nonlinear



1.2+ - a.0-
10- B.O-
4.0+
0.8+ 20
0E-] . 00-
2 02- = -
3 02 § i
F 007 T a0-
Y £
0.4- 120+
-14.0-
i AB0-
'0.8_ _18.0_
1.0+ 1 1 -20.0-, 1 1 | 1 1 1 1 1 1 1
01 0o 01 35 -30 -25 2015 1005 00 05 10 15
Cart Pogition [m) Pole Position [radians)

Fig. 5. Phase plots for the cart and pole subsystems. This implementation utilized a qualitative
cart-pole controller with LQR in the Balance region.

control design techniques such as feedback linearization may also suffer from lack of

robustness [3,19]. In the QHC methodology, we define local models based on quali-

tative behavior models. These qualitative behavior models are selected as dynamical
systems with stable orbits, such as fixed points and limit cycles that are robust in the

face of parametric and structural uncertainties. This makes the global behavior, defined
as a composition of these local models, correspondingly robust.

We now present some experimental results to illustrate the results we are able to
obtain from the controlled hybrid system. One of our practical goals has been to design
a cart-pole controller that can accommodate a large amount of abuse from the user —in
terms of state perturbations. The effect of such a perturbation on a traditional control
algorithm such as LQR is that the system is pushed outside the region of applicability
that results in loss of control or the cart hits the ends of the track, in response to a large
control action.

In our design, a large perturbation causes the controller to switch ®pimnode
that provides augmented damping until the state variables are within the region of ap-
plicability of Balance This behavior is illustrated in Figure 6. It is seen that the system
has initially stabilized and then the user imparts a perturbation to the pole velocity, cor-
responding to an instantaneous change of 30 rads/s. This causes the system to leave
Balance to executéspin, Spin-Pump Sliding Modad eventually to return tBalance
In this way, the heterogeneous controller accommodates a wide range of perturbations
in state space without losing the global behavior. This is a useful form of robustness
for many applications, especially in robotic and biomechanical systems such as those
described in [5, 6, 13-15].



Fig. 6. Phase plots for the cart and pole subsystems. These plots illustrate the system recovering
from a hard perturbation in pole velocity.

8.2 Transition graph structure of the heterogeneous controller

The operation of the heterogeneous controller can be described and analyzed in terms of
a discrete transition graph, as seen in Figure 7. Some of the more important properties
of this graph are summarized below.

1. The graph G1, representing the pole control action, is Figure 1 extended with local
regionsStartupandLimit Cycleto handle static friction at very low velocities. The
graph G2 represents the cart control action, which has a single mode.

2. The two graphs G1 and G2 execute concurrently. This is the default mode in graph
G3. The arguments in this paper provide the basis for stable concurrent operation
of G1 and G2.

3. The additional state in G3 provides a way to handle large perturbations. If an ex-
cessively high velocity is imparted to the pole, rapidly varying, possibly high am-
plitude, control signals could be generated by 8pénregion. To prevent this, the
action of the pole controller can be restricted to a subset of the state space, with
boundedp. It is clear that this is an invariant set, and any trajectory entering it will
converge to the desired setpoint. If the system is perturbed outside this invariant
set, the pole controller is turned off (leaving the pole to its natural damping), and
damping in the cart controller is augmented. The trajectory must enter the invariant
set and stabilize at the desired equilibrium.

4. Energy arguments can be used to determine the residence time of a trajectory in any
region, showing that all exceptmit Cyclehave finite residence time. For example,
$ in equation (10) is the instantaneous rate of change of energy iRuhgand
Spinregions, and = 0 defines their shared boundary.
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Fig. 7. Transition graph structure of the heterogeneous controller for the cart-pole system

8.3 Conclusions

By applying a control function that transforms the uncontrolled system into one that is
an instance of a qualitative behavior model with provable properties, it is possible to
design simple, intuitive and robust controllers. QHC applies this concept in a multiple
model framework to design global controllers for nonlinear systems. Although the QHC
methodology is presented here and in [2] through the simple familiar example of the
inverted pendulum, the design method is quite general.

1. Define a transition graph of local regions that guarantees the desired global behav-
ior.

2. For each local region, select a qualitative behavior model (e.g., the damped oscil-
lator) that has the desired qualitative behavior over a region including the intended
local region.

3. Select a control policy for each local region that transforms the uncontrolled plant
into an instance of the qualitative behavior model over some region containing the
intended local model.

4. Define region boundaries with simple reliable descriptions (e.g., energy level curves)
such that the local behaviors are guaranteed to cross the region boundaries exactly
in the desired ways.

This algorithm is non-deterministic in the sense that earlier choices must be made
correctly for later choices to be possible, so backtracking may be necessary. However,
if the algorithm terminates, the resulting design is guaranteed to have the desired prop-
erties.

Furthermore, since the models are qualitative, the resulting design describes an en-
tire family of control laws, all of which are guaranteed to have the desired properties.



This allows a useful separation of concerns between qualitative correctness and opti-
mization. Other advantages of QHC include structured handling of real world effects
such as static friction, and robustness of global behavior in the face of parametric and
structural uncertainty, and in the face of substantial perturbations.
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