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Abstract

This monograph is about a class of optimization algorithms called prox-

imal algorithms. Much like Newton’s method is a standard tool for solv-

ing unconstrained smooth optimization problems of modest size, proxi-

mal algorithms can be viewed as an analogous tool for nonsmooth, con-

strained, large-scale, or distributed versions of these problems. They are

very generally applicable, but are especially well-suited to problems of

substantial recent interest involving large or high-dimensional datasets.

Proximal methods sit at a higher level of abstraction than classical al-

gorithms like Newton’s method: the base operation is evaluating the

proximal operator of a function, which itself involves solving a small

convex optimization problem. These subproblems, which generalize the

problem of projecting a point onto a convex set, often admit closed-

form solutions or can be solved very quickly with standard or simple

specialized methods. Here, we discuss the many different interpreta-

tions of proximal operators and algorithms, describe their connections

to many other topics in optimization and applied mathematics, survey

some popular algorithms, and provide a large number of examples of

proximal operators that commonly arise in practice.
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Introduction

This monograph is about a class of algorithms, called proximal algo-

rithms, for solving convex optimization problems. Much like Newton’s

method is a standard tool for solving unconstrained smooth minimiza-

tion problems of modest size, proximal algorithms can be viewed as an

analogous tool for nonsmooth, constrained, large-scale, or distributed

versions of these problems. They are very generally applicable, but

they turn out to be especially well-suited to problems of recent and

widespread interest involving large or high-dimensional datasets.

Proximal methods sit at a higher level of abstraction than classical

optimization algorithms like Newton’s method. In the latter, the base

operations are low-level, consisting of linear algebra operations and the

computation of gradients and Hessians. In proximal algorithms, the

base operation is evaluating the proximal operator of a function, which

involves solving a small convex optimization problem. These subprob-

lems can be solved with standard methods, but they often admit closed-

form solutions or can be solved very quickly with simple specialized

methods. We will also see that proximal operators and proximal algo-

rithms have a number of interesting interpretations and are connected

to many different topics in optimization and applied mathematics.
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124 Introduction

1.1 Definition

Let f : Rn → R ∪ {+∞} be a closed proper convex function, which

means that its epigraph

epi f = {(x, t) ∈ Rn × R | f(x) ≤ t}

is a nonempty closed convex set. The effective domain of f is

dom f = {x ∈ Rn | f(x) < +∞},

i.e., the set of points for which f takes on finite values.

The proximal operator proxf : Rn → Rn of f is defined by

proxf (v) = argmin
x

(

f(x) + (1/2)‖x− v‖2
2

)

, (1.1)

where ‖ · ‖2 is the usual Euclidean norm. The function minimized on

the righthand side is strongly convex and not everywhere infinite, so it

has a unique minimizer for every v ∈ Rn (even when dom f ( Rn).

We will often encounter the proximal operator of the scaled function

λf , where λ > 0, which can be expressed as

proxλf (v) = argmin
x

(

f(x) + (1/2λ)‖x− v‖2
2

)

. (1.2)

This is also called the proximal operator of f with parameter λ. (To

keep notation light, we write (1/2λ) rather than (1/(2λ)).)

Throughout this monograph, when we refer to the proximal oper-

ator of a function, the function will be assumed to be closed proper

convex, and it may take on the extended value +∞.

1.2 Interpretations

Figure 1.1 depicts what a proximal operator does. The thin black lines

are level curves of a convex function f ; the thicker black line indicates

the boundary of its domain. Evaluating proxf at the blue points moves

them to the corresponding red points. The three points in the domain

of the function stay in the domain and move towards the minimum of

the function, while the other two move to the boundary of the domain

and towards the minimum of the function. The parameter λ controls
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Figure 1.1: Evaluating a proximal operator at various points.

the extent to which the proximal operator maps points towards the

minimum of f , with larger values of λ associated with mapped points

near the minimum, and smaller values giving a smaller movement to-

wards the minimum. It may be useful to keep this figure in mind when

reading about the subsequent interpretations.

We now briefly describe some basic interpretations of (1.1) that we

will revisit in more detail later. The definition indicates that proxf (v)

is a point that compromises between minimizing f and being near to

v. For this reason, proxf (v) is sometimes called a proximal point of v

with respect to f . In proxλf , the parameter λ can be interpreted as a

relative weight or trade-off parameter between these terms.

When f is the indicator function

IC(x) =







0 x ∈ C
+∞ x 6∈ C,
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where C is a closed nonempty convex set, the proximal operator of f

reduces to Euclidean projection onto C, which we denote

ΠC(v) = argmin
x∈C

‖x− v‖2. (1.3)

Proximal operators can thus be viewed as generalized projections, and

this perspective suggests various properties that we expect proximal

operators to obey.

The proximal operator of f can also be interpreted as a kind of

gradient step for the function f . In particular, we have (under some

assumptions described later) that

proxλf (v) ≈ v − λ∇f(v)

when λ is small and f is differentiable. This suggests a close connection

between proximal operators and gradient methods, and also hints that

the proximal operator may be useful in optimization. It also suggests

that λ will play a role similar to a step size in a gradient method.

Finally, the fixed points of the proximal operator of f are pre-

cisely the minimizers of f (we will show this in §2.3). In other words,

proxλf (x⋆) = x⋆ if and only if x⋆ minimizes f . This implies a close

connection between proximal operators and fixed point theory, and

suggests that proximal algorithms can be interpreted as solving opti-

mization problems by finding fixed points of appropriate operators.

1.3 Proximal algorithms

A proximal algorithm is an algorithm for solving a convex optimization

problem that uses the proximal operators of the objective terms. For

example, the proximal minimization algorithm, discussed in more detail

in §4.1, minimizes a convex function f by repeatedly applying proxf
to some initial point x0. The interpretations of proxf above suggest

several potential perspectives on this algorithm, such as an approximate

gradient method or a fixed point iteration. In Chapters 4 and 5 we will

encounter less trivial and far more useful proximal algorithms.

Proximal algorithms are most useful when all the relevant proximal

operators can be evaluated sufficiently quickly. In Chapter 6, we discuss

how to evaluate proximal operators and provide many examples.
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There are many reasons to study proximal algorithms. First, they

work under extremely general conditions, including cases where the

functions are nonsmooth and extended real-valued (so they contain im-

plicit constraints). Second, they can be fast, since there can be simple

proximal operators for functions that are otherwise challenging to han-

dle in an optimization problem. Third, they are amenable to distributed

optimization, so they can be used to solve very large scale problems.

Finally, they are often conceptually and mathematically simple, so they

are easy to understand, derive, and implement for a particular problem.

Indeed, many proximal algorithms can be interpreted as generalizations

of other well-known and widely used algorithms, like the projected gra-

dient method, so they are a natural addition to the basic optimization

toolbox for anyone who uses convex optimization.

1.4 What this paper is about

We aim to provide a readable reference on proximal operators and prox-

imal algorithms for a wide audience. There are several novel aspects.

First, we discuss a large number of different perspectives on prox-

imal operators, some of which have not previously appeared in the

literature, and many of which have not been collected in one place.

These include interpretations based on projection operators, smooth-

ing and regularization, resolvent operators, and differential equations.

Second, we place strong emphasis on practical use, so we provide many

examples of proximal operators that are efficient to evaluate. Third, we

have a more detailed discussion of distributed optimization algorithms

than most previous references on proximal operators.

To keep the treatment accessible, we have omitted a few more ad-

vanced topics, such as the connection to monotone operator theory.

We also include source code for all examples, as well as a library of

implementations of proximal operators, at

http://www.stanford.edu/~boyd/papers/prox_algs.html

We provide links to other libraries of proximal operators, such as those

by Becker et al. and Vaiter, in the documentation for our own library.

http://www.stanford.edu/~boyd/papers/prox_algs.html
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1.5 Related work

We emphasize that proximal operators are not new and that there

have been other surveys written on various aspects of this topic over

the years. Lemaire [121] surveys the literature on the proximal point

algorithm up to 1989. Iusem [108] reviews the proximal point method

and its connection to augmented Lagrangians. An excellent recent ref-

erence by Combettes and Pesquet [61] discusses proximal operators and

proximal algorithms in the context of signal processing problems. The

lecture notes for Vandenberghe’s EE 236C course [194] covers proximal

algorithms in detail. Finally, the recent monograph by Boyd et al. [32] is

about a particular algorithm (ADMM), but also discusses connections

to proximal operators. We will discuss more of the history of proximal

operators in the sequel.

1.6 Outline

In Chapter 2, we give some basic properties of proximal operators.

In Chapter 3, we discuss a variety of interpretations of proximal op-

erators. Chapter 4 covers some core proximal algorithms for solving

convex optimization problems. In Chapter 5, we discuss how to use

these algorithms to solve problems in a parallel or distributed fashion.

Chapter 6 presents a large number of examples of different projection

and proximal operators that can be evaluated efficiently. In Chapter 7,

we illustrate these ideas with some examples and applications.



2

Properties

We begin by discussing the main properties of proximal operators.

These are used to, for example, establish convergence of a proximal

algorithm or to derive a method for evaluating the proximal opera-

tor of a given function. All of these properties are well-known in the

literature; see, e.g., [61, 193, 10].

2.1 Separable sum

If f is separable across two variables, so f(x, y) = ϕ(x) + ψ(y), then

proxf (v, w) = (proxϕ(v),proxψ(w)). (2.1)

Thus, evaluating the proximal operator of a separable function reduces

to evaluating the proximal operators for each of the separable parts,

which can be done independently.

If f is fully separable, meaning that f(x) =
∑n
i=1 fi(xi), then

(proxf (v))i = proxfi
(vi).

In other words, this case reduces to evaluating proximal operators of

scalar functions. We will see in Chapter 5 that the separable sum prop-

erty is the key to deriving parallel versions of proximal algorithms.

129
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2.2 Basic operations

This section can be referred to as needed; these properties will not play

a central role in the rest of the paper.

Postcomposition. If f(x) = αϕ(x) + b, with α > 0, then

proxλf (v) = proxαλϕ(v).

Precomposition. If f(x) = ϕ(αx+ b), with α 6= 0, then

proxλf (v) =
1

α

(

proxα2λϕ(αv + b) − b
)

. (2.2)

If f(x) = ϕ(Qx), where Q is orthogonal (QQT = QTQ = I), then

proxλf (v) = QTproxλϕ(Qv).

There are other specialized results about evaluating proxf via proxϕ,

where f(x) = ϕ(Ax) for some matrix A. Several of these are useful in

image and signal processing; see, e.g., [60, 165, 166, 21].

Affine addition. If f(x) = ϕ(x) + aTx+ b, then

proxλf (v) = proxλϕ(v − λa).

Regularization. If f(x) = ϕ(x) + (ρ/2)‖x− a‖2
2, then

proxλf (v) = proxλ̃ϕ

(

(λ̃/λ)v + (ρλ̃)a
)

,

where λ̃ = λ/(1 + λρ).

2.3 Fixed points

The point x⋆ minimizes f if and only if

x⋆ = proxf (x⋆),

i.e., if x⋆ is a fixed point of proxf . (We can consider λ = 1 without loss

of generality, since x⋆ minimizes f if and only if it minimizes λf .) This

fundamental property gives a link between proximal operators and fixed

point theory; e.g., many proximal algorithms for optimization can be

interpreted as methods for finding fixed points of appropriate operators.

This viewpoint is often useful in the analysis of these methods.
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Proof. We can show directly that if x⋆ minimizes f , then proxf (x⋆) =

x⋆. We assume for convenience that f is subdifferentiable on its domain,

though the result is true in general.

If x⋆ minimizes f , i.e., f(x) ≥ f(x⋆) for any x, then

f(x) + (1/2)‖x− x⋆‖2
2 ≥ f(x⋆) = f(x⋆) + (1/2)‖x⋆ − x⋆‖2

2

for any x, so x⋆ minimizes the function f(x)+(1/2)‖x−x⋆‖2
2. It follows

that x⋆ = proxf (x⋆).

To show the converse, we use the subdifferential characterization of

the minimum of a convex function [169]. The point x̃ minimizes

f(x) + (1/2)‖x− v‖2
2

(so x̃ = proxf (v)) if and only if

0 ∈ ∂f(x̃) + (x̃− v),

where the sum is of a set and a point. Here, ∂f(x) ⊂ Rn is the subdif-

ferential of f at x, defined by

∂f(x) = {y | f(z) ≥ f(x) + yT (z − x) for all z ∈ dom f}. (2.3)

Taking x̃ = v = x⋆, it follows that 0 ∈ ∂f(x⋆), so x⋆ minimizes f . �

Fixed point algorithms. Since minimizers of f are fixed points of

proxf , we can minimize f by finding a fixed point of its proximal

operator. If proxf were a contraction, i.e., Lipschitz continuous with

constant less than 1, repeatedly applying proxf would find a (here,

unique) fixed point. It turns out that while proxf need not be a con-

traction (unless f is strongly convex), it does have a different property,

firm nonexpansiveness, sufficient for fixed point iteration:

‖proxf (x) − proxf (y)‖2
2 ≤ (x− y)T (proxf (x) − proxf (y))

for all x, y ∈ Rn.

Firmly nonexpansive operators are special cases of nonexpansive

operators (those that are Lipschitz continuous with constant 1). Iter-

ation of a general nonexpansive operator need not converge to a fixed

point: consider operators like −I or rotations. However, it turns out
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that if N is nonexpansive, then the operator T = (1−α)I+αN , where

α ∈ (0, 1), has the same fixed points as N and simple iteration of T

will converge to a fixed point of T (and thus of N), i.e., the sequence

xk+1 := (1 − α)xk + αN(xk)

will converge to a fixed point of N . Put differently, damped iteration of

a nonexpansive operator will converge to one of its fixed points.

Operators in the form (1 − α)I + αN , where N is nonexpansive

and α ∈ (0, 1), are called α-averaged operators. Firmly nonexpansive

operators are averaged: indeed, they are precisely the (1/2)-averaged

operators. In summary, both contractions and firm nonexpansions are

subsets of the class of averaged operators, which in turn are a subset

of all nonexpansive operators.

Averaged operators are useful because they satisfy some properties

that are desirable in devising fixed point methods, and because they are

a common parent of contractions and firm nonexpansions. For exam-

ple, the class of averaged operators is closed under composition, unlike

that of firm nonexpansions, i.e., the composition of firmly nonexpan-

sive operators need not be firmly nonexpansive but is always averaged.

In addition, as mentioned above, simple iteration of an averaged oper-

ator will converge to a fixed point if one exists, a result known as the

Krasnoselskii-Mann theorem. Explicitly, suppose T is averaged and has

a fixed point. Define the iteration

xk+1 := T (xk)

with arbitrary x0. Then ‖T (xk) −xk‖ → 0 as k → ∞ and xk converges

to a fixed point of T [10, §5.2]; also see, e.g., [133, 40, 15, 97, 59].

This immediately suggests the simplest proximal method,

xk+1 := proxλf (xk),

which is called proximal minimization or the proximal point algorithm.

We discuss it in detail in §4.1; for example, it converges under the

mildest possible assumption, which is simply that a minimizer exists.
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2.4 Proximal average

Let f1, . . . , fm be closed proper convex functions. Then we have that

1

m

m
∑

i=1

proxfi
= proxg,

where g is a function called the proximal average of f1, . . . , fm. In

other words, the average of the proximal operators of a set of functions

is itself the proximal operator of some function, and this function is

called the proximal average. This operator is fundamental and often

appears in parallel proximal algorithms, which we discuss in Chapter 5.

For example, such algorithms typically involve a step that evaluates the

proximal operator of a number of functions independently in parallel

and then averages the results.

The proximal average has a number of interesting properties. For

example, the minimizers of g are the minimizers of the sum of the

Moreau envelopes (see §3.1) of the fi. See [12] for more discussion.

2.5 Moreau decomposition

The following relation always holds:

v = proxf (v) + proxf∗(v), (2.4)

where

f∗(y) = sup
x

(

yTx− f(x)
)

is the convex conjugate of f . This property, known as Moreau decompo-

sition, is the main relationship between proximal operators and duality.

The Moreau decomposition can be viewed as a generalization of

orthogonal decomposition induced by a subspace. If L is a subspace,

then its orthogonal complement is

L⊥ = {y | yTx = 0 for all x ∈ L},

and we have that, for any v,

v = ΠL(v) + ΠL⊥(v).

This follows from Moreau decomposition since (IL)∗ = IL⊥ .
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Similarly, when f is the indicator function of the closed convex cone

K, we have that

v = ΠK(v) + ΠK◦(v),

where

K◦ = {y | yTx ≤ 0 for all x ∈ K}
is the polar cone of K, which is the negative of the dual cone

K∗ = {y | yTx ≥ 0 for all x ∈ K}.

Moreau decomposition gives a simple way to obtain the proximal

operator of a function f in terms of the proximal operator of f∗. For

example, if f = ‖ · ‖ is a general norm, then f∗ = IB, where

B = {x | ‖x‖∗ ≤ 1}

is the unit ball for the dual norm ‖ · ‖∗, defined by

‖z‖∗ = sup{zTx | ‖x‖ ≤ 1}.

By Moreau decomposition, this implies that

v = proxf (v) + ΠB(v).

In other words, we can easily evaluate proxf if we know how to project

onto B (and vice versa). This example is discussed in detail in §6.5.



3

Interpretations

Here we collect a variety of interpretations of proximal operators and

discuss them in detail. They are useful for developing intuition about

proximal operators and for giving interpretations of proximal algo-

rithms. For example, we have seen that proximal operators can be

viewed as a generalization of projections, and we will see that some

proximal algorithms are generalizations of projection algorithms.

3.1 Moreau-Yosida regularization

The infimal convolution of closed proper convex functions f and g on

Rn, denoted f � g, is defined as

(f � g)(v) = inf
x

(f(x) + g(v − x)) ,

with dom(f � g) = dom f + dom g.

The main example relevant here is the following. Given λ > 0, the

Moreau envelope or Moreau-Yosida regularization Mλf of the function

λf is defined as Mλf = λf �(1/2)‖ · ‖2
2, i.e.,

Mλf (v) = inf
x

(

f(x) + (1/2λ)‖x− v‖2
2

)

. (3.1)

This is also referred to as the Moreau envelope of f with parameter λ.

135
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The Moreau envelope Mf is essentially a smoothed or regularized

form of f : It has domain Rn, even when f does not, and it is continu-

ously differentiable, even when f is not. In addition, the sets of mini-

mizers of f and Mf are the same. The problems of minimizing f and

Mf are thus equivalent, and the latter is always a smooth optimization

problem (with the caveat that Mf may be difficult to evaluate). Indeed,

some algorithms for minimizing f are better interpreted as algorithms

for minimizing Mf , as we will see.

To see why Mf is a smoothed form of f , consider that

(f � g)∗ = f∗ + g∗,

i.e., that infimal convolution is dual to addition [169, §16]. Because

M∗∗
f = Mf and (1/2)‖ · ‖2

2 is self-dual, it follows that

Mf = (f∗ + (1/2)‖ · ‖2
2)∗.

In general, the conjugate ϕ∗ of a closed proper convex function ϕ is

smooth when ϕ is strongly convex. This suggests that the Moreau en-

velope Mf can be interpreted as obtaining a smooth approximation

to a function by taking its conjugate, adding regularization, and then

taking the conjugate again. With no regularization, this would simply

give the original function; with the quadratic regularization, it gives

a smooth approximation. For example, applying this technique to |x|
gives the Huber function

ϕhuber(x) =







x2 |x| ≤ 1

2|x| − 1 |x| > 1.

This perspective is very related to recent work by Nesterov [150]; for

more on this connection, see [19].

The proximal operator and Moreau envelope of f share many rela-

tionships. For example, proxf returns the (unique) point that actually

achieves the infimum that defines Mf , i.e.,

Mf (x) = f(proxf (x)) + (1/2)‖x− proxf (x)‖2
2.

In addition, the gradient of the Moreau envelope is given by

∇Mλf (x) = (1/λ)(x− proxλf (x)). (3.2)
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We can rewrite this as

proxλf (x) = x− λ∇Mλf (x), (3.3)

which shows that proxλf can be viewed as a gradient step, with step

size λ, for minimizing Mλf (which has the same minimizers as f).

Combining this with the Moreau decomposition (2.4) gives a formula

relating the proximal operator, Moreau envelope, and the conjugate:

proxf (x) = ∇Mf∗(x).

It is possible to consider infimal convolution and the Moreau enve-

lope for nonconvex functions, in which case some, but not all, of the

properties given above hold; see, e.g., [161]. We limit the discussion

here to the case when the functions are convex.

3.2 Resolvent of subdifferential operator

We can view the subdifferential operator ∂f , defined in (2.3), of a

closed proper convex function f as a point-to-set mapping or a relation

on Rn, i.e., ∂f takes each point x ∈ dom f to the set ∂f(x). Any point

y ∈ ∂f(x) is called a subgradient of f at x. When f is differentiable,

we have ∂f(x) = {∇f(x)} for all x; we refer to the (point-to-point)

mapping ∇f from x ∈ dom f to ∇f(x) as the gradient mapping.

The proximal operator proxλf and the subdifferential operator ∂f

are related as follows:

proxλf = (I + λ∂f)−1. (3.4)

The (point-to-point) mapping (I + λ∂f)−1 is called the resolvent of

the operator ∂f with parameter λ > 0, so the proximal operator is the

resolvent of the subdifferential operator.

The resolvent formula (3.4) must be interpreted carefully. All the

operators on the righthand side (scalar multiplication, sum, and in-

verse) are operations on relations, so (I+λ∂f)−1 is a relation. It turns

out, however, that this relation has domain Rn, is single-valued, and

so is a function, even though ∂f is not.
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Proof of (3.4). As before, we assume for convenience that f is sub-

differentiable on its domain. By definition, if z ∈ (I + λ∂f)−1(x), then

x ∈ (I + λ∂f)(z) = z + λ∂f(z).

This can be expressed as

0 ∈ ∂f(z) + (1/λ)(z − x),

which can in turn be rewritten as

0 ∈ ∂z
(

f(z) + (1/2λ)‖z − x‖2
2

)

,

where the subdifferential is with respect to z.

As in §2.3, this is the necessary and sufficient condition for z to

minimize the strongly convex function within the parentheses above:

z = argmin
u

(

f(u) + (1/2λ)‖u− x‖2
2

)

.

This shows that z ∈ (I + λ∂f)−1(x) if and only if z = proxλf (x) and,

in particular, that (I + λ∂f)−1 is single-valued. �

3.3 Modified gradient step

There are several ways of interpreting the proximal operator as a gra-

dient step for minimizing f or a function related to f . For instance, we

have already seen in (3.3) that

proxλf (x) = x− λ∇Mλf (x),

i.e., proxλf is a gradient step for minimizing the Moreau envelope of

f with step size λ. Here we discuss other similar interpretations.

If f is twice differentiable at x, with ∇2f(x) ≻ 0 (i.e., with ∇2f(x)

positive definite), then, as λ → 0,

proxλf (x) = (I + λ∇f)−1(x) = x− λ∇f(x) + o(λ).

In other words, for small λ, proxλf (x) converges to a gradient step in

f with step length λ. So the proximal operator can be interpreted (for

small λ) as an approximation of a gradient step for minimizing f .
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We now consider proximal operators of approximations to f and

examine their relation to gradient (or other) steps for minimizing f . If

f is differentiable, its first-order approximation near v is

f̂ (1)
v (x) = f(v) + ∇f(v)T (x− v),

and if it is twice differentiable, its second-order approximation is

f̂ (2)
v (x) = f(v) + ∇f(v)T (x− v) + (1/2)(x− v)T∇2f(v)(x− v).

The proximal operator of the first-order approximation is

prox
f̂

(1)
v

(v) = v − λ∇f(v),

which is a standard gradient step with step length λ. The proximal

operator of the second-order approximation is

prox
f̂

(2)
v

(v) = v − (∇2f(v) + (1/λ)I)−1∇f(v).

The step on the righthand side is very familiar: it is a Tikhonov-

regularized Newton update, also known as a Levenberg-Marquardt up-

date [124, 134] or a modified Hessian Newton update [153]. Thus, gra-

dient and Levenberg-Marquardt steps can be viewed as proximal oper-

ators of first and second-order approximations of f .

3.4 Trust region problem

A trust region problem has the form

minimize f(x)

subject to ‖x− v‖2 ≤ ρ,
(3.5)

with variable x ∈ Rn, where ρ > 0 is the radius of the trust region.

These problems typically arise when f is an approximation to or sur-

rogate for some true objective ϕ that is only accurate near some point

v; for example, f may be a second-order approximation to ϕ at v. The

solution to the problem then gives a search direction in some larger

iterative procedure for minimizing ϕ.

The proximal problem

minimize f(x) + (1/2λ)‖x− v‖2
2 (3.6)
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involves the same two functions of x, f(x) and ‖x− v‖2, but the trust

region constraint on distance from v appears as a (squared) penalty.

Roughly speaking, the two problems have the same solutions for

appropriate choices of the parameters ρ and λ. More precisely, every

solution of the proximal problem (3.6) is also a solution of the trust

region problem (3.5) for some choice of ρ. Conversely, every solution of

the trust region problem (3.5) is either an unconstrained minimizer of

f or a solution of the proximal problem (3.6) for some choice of λ.

To see this, we examine the optimality conditions for (3.5) and (3.6).

For the proximal problem (3.6), the optimality condition is simply

0 ∈ ∂f(xpr) + (1/λ)(xpr − v). (3.7)

For the trust region problem (3.5), assuming there is no minimizer of

f within the ball {x | ‖x− v‖2 ≤ ρ}, the optimality conditions are

0 ∈ ∂f(xtr) + µ
xtr − v

‖xtr − v‖2
, ‖xtr − v‖2 = ρ, (3.8)

for some µ > 0.

We immediately see that a solution of the trust region problem xtr

satisfies (3.7) when λ = ρ/µ. Conversely, a solution of the proximal

problem xpr satisfies (3.8) with ρ = ‖xpr − v‖2 and µ = ρ/λ.

3.5 Notes and references

Proximal operators took their current name and form in the 1960s in

seminal work by Moreau [142, 143]. His initial focus was on interpreting

proximal operators as generalized projections and on Moreau decom-

position. Moreau also coined the term ‘infimal convolution’, while the

more recent term ‘epi-addition’ is from the variational analysis litera-

ture [175]. The idea of the Moreau envelope (sometimes called Moreau-

Yosida regularization) traces back to Moreau and to Yosida’s work in

functional analysis [200]; see [122, 123] for some more recent work. The

interpretation of a Moreau envelope as providing a regularized form of

f originated with Attouch [3]. There has also been work on generalizing

the idea of Moreau envelopes and proximal operators to non-quadratic

penalties; see, e.g., [11, 49, 19].
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The relationship between proximal operators and resolvents was

perhaps first discussed in Rockafellar’s [174] fundamental paper on the

proximal point algorithm. The key property of the subdifferential being

used is that it is a monotone operator, so the resolvent interpretation is

typically used in monotone operator theory. Monotone operator theory

originated in functional analysis; see, e.g., the classical work of Brézis

[37], Browder [39, 38, 40, 41], Minty [139, 140], Kachurovskii [111, 112],

and Rockafellar [171, 170], as well as Eckstein’s thesis [78] and the re-

cent monograph by Bauschke and Combettes [10]. Rockafellar’s papers

from the 1970s contain many of the main results on the role of mono-

tone operators in optimization. This work continues to this day; see

the bibliography in [10] for a thorough list of references.

The interpretation of the gradient method as a proximal method

with the first-order approximation is well-known; see, e.g., [162]. The

other interpretations in §3.3 appear to be new.
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Proximal Algorithms

We describe some important algorithms for solving convex optimiza-

tion problems that rely on the use of proximal operators. These algo-

rithms are very different from most methods in that the interface to

the objective or constraint terms is via proximal operators, not their

subgradients or derivatives.

There is a wide literature on applying various proximal algorithms

to particular problems or problem domains, such as nuclear norm prob-

lems [183], max norm problems [119], sparse inverse covariance selection

[178], MAP inference in undirected graphical models [168], loss min-

imization in machine learning [32, 73, 110, 4], optimal control [155],

energy management [116], and signal processing [61].

4.1 Proximal minimization

The proximal minimization algorithm, also called proximal iteration or

the proximal point algorithm, is

xk+1 := proxλf (xk), (4.1)

where f : Rn → R ∪ {+∞} is a closed proper convex function, k is

the iteration counter, and xk denotes the kth iterate of the algorithm.

142
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If f has a minimum, then xk converges to the set of minimizers of f

and f(xk) converges to its optimal value [10]. A variation on the proxi-

mal minimization algorithm uses parameter values that change in each

iteration; we simply replace the constant value λ with λk in the iter-

ation. Convergence is guaranteed provided λk > 0 and
∑∞
k=1 λ

k = ∞.

Another variation allows the minimizations required in evaluating the

proximal operator to be carried out with error, provided the errors in

the minimizations satisfy certain conditions (such as being summable).

This basic proximal method has not found many applications. Each

iteration requires us to minimize the function f plus a quadratic, so the

proximal algorithm would be useful in a situation where it is hard to

minimize the function f (our goal), but easy (or at least easier) to mini-

mize f plus a quadratic. We will see one important application, iterative

refinement for solving linear equations, in §4.1.2 (although iterative re-

finement was not originally derived from proximal minimization). A re-

lated application, mentioned below, is in solving ill-conditioned smooth

minimization problems using an iterative solver.

4.1.1 Interpretations

The proximal minimization algorithm can be interpreted many ways.

One simple perspective is that it is the standard gradient method

applied to the Moreau envelope Mf rather than f (see (3.3)). An-

other is that it is simple iteration for finding a fixed point of proxλf ,

which works because proxλf is firmly nonexpansive (see §2.3). We now

present additional interpretations that require some more discussion.

Disappearing Tikhonov regularization. Another simple interpreta-

tion is as quadratic (Tikhonov) regularization that ‘goes away’ in the

limit. In each step we solve the regularized problem

minimize f(x) + (1/2λ)‖x− xk‖2
2.

The second term can be interpreted as quadratic (Tikhonov) regulariza-

tion centered at the previous iterate xk; in other words, it is a damping

term that encourages xk+1 not to be very far from xk.
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Suppose that f is smooth and that we use an iterative method to

solve this subproblem, such as a gradient or conjugate gradient method.

For such methods, this (sub)problem becomes easier as more quadratic

regularization is added, i.e., the smaller λ is. Here, ‘easier’ can mean

fewer iterations, faster convergence, or higher reliability. (One method

for choosing λk is to take it small enough to make the subproblem easy

enough to solve in, say, ten iterations of some method.)

As the proximal algorithm converges, xk+1 gets close to xk, so the

effect of the quadratic regularization goes to zero, in the sense that

the quadratic regularization contributes a term to the gradient that

decreases to zero as the algorithm proceeds.

In this case, we can think of the proximal minimization method as

a principled way to introduce quadratic regularization into a smooth

minimization problem in order to improve convergence of some iterative

method in such a way that the final result obtained is not affected by the

regularization. This is done by shifting the ‘center’ of the regularization

to the previous iterate.

Gradient flow. Proximal minimization can be interpreted as a dis-

cretized method for solving a differential equation whose equilibrium

points are the minimizers of a differentiable convex function f . The

differential equation

d

dt
x(t) = −∇f(x(t)), (4.2)

with variable x : R+ → Rn, is called the gradient flow for f . (Here

R+ denotes the nonnegative reals {t ∈ R | t ≥ 0}.) The equilibrium

points of the gradient flow are the zeros of ∇f , which are exactly the

minimizers of f .

We can think of the gradient flow as a continuous-time analog of

the gradient method for minimizing f . The gradient flow solves the

problem of minimizing f in the sense that for every trajectory x of

the gradient flow, we have f(x(t)) → p⋆, where p⋆ is the minimum

of f . To minimize f , then, we start from any initial vector x(0) and

(numerically) trace its trajectory as t → ∞.

The idea of the gradient flow can be generalized to cases where f
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is not differentiable via the subgradient differential inclusion

d

dt
x(t) ∈ −∂f(x(t)).

For simplicity, our discussion will stick to the differentiable case.

With a small abuse of notation, let xk be the approximation of

x(kh), where h > 0 is a small step size. We compute xk by discretizing

the differential equation (4.2), i.e., by numerical integration.

The simplest discretization of (4.2) is

xk+1 − xk

h
= −∇f(xk), (4.3)

known as the forward Euler discretization. Here, the derivative of x at

time t = kh is replaced by the divided difference looking forward in

time over the interval [kh, (k + 1)h], i.e.,

x((k + 1)h) − x(kh)

(k + 1)h− kh
.

To obtain an algorithm, we solve (4.3) for the next iterate xk+1, giving

the iteration

xk+1 := xk − h∇f(xk).

This is the standard gradient descent iteration with step size h. Thus,

the gradient descent method can be interpreted as the forward Euler

method for numerical integration applied to the gradient flow.

The backward Euler method uses the discretization

xk+1 − xk

h
= −∇f(xk+1),

where we replace the derivative at time t = (k + 1)h by the divided

difference looking backward over the interval [kh, (k+1)h]. This method

is known to have better approximation properties than forward Euler,

especially for differential equations that converge, as the gradient flow

does. Its main disadvantage is that it cannot be rewritten as an iteration

that gives xk+1 explicitly in terms of xk. For this reason, it is called an

implicit method, in contrast to explicit methods like forward Euler.

To find xk+1, we solve the equation

xk+1 + h∇f(xk+1) = xk,
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which, by (3.4), is equivalent to

xk+1 = proxhf (xk).

Thus, the proximal minimization method is the backward Euler method

for numerical integration applied to the gradient flow differential equa-

tion. The parameter λ in the standard proximal minimization method

corresponds to the time step used in the discretization.

This interpretation suggests that the method should work, given

enough assumptions on ∇f and perhaps assuming that λ is small. In

fact, we know more from the other analyses; in particular, we know that

the proximal method works, exactly, for any positive λ, even when the

function f is not differentiable or finite.

In this section, we saw that gradient steps (in optimization) corre-

spond to forward Euler steps (in solving the gradient flow differential

equation) and backward Euler steps correspond to proximal steps. In

the sequel, we often refer to gradient steps as forward steps and proxi-

mal steps as backward steps.

4.1.2 Iterative refinement

We now discuss a special case of the proximal minimization algorithm

that is well-known in numerical linear algebra and is based on the idea

of asymptotically disappearing Tikhonov regularization.

Consider the problem of minimizing the quadratic function

f(x) = (1/2)xTAx− bTx,

where A ∈ Sn+ (the set of symmetric positive semidefinite n × n ma-

trices). This problem is, of course, equivalent to solving the system of

linear equations Ax = b, and when A is nonsingular, the unique solu-

tion is x = A−1b. This problem arises in many applications, ranging

from least squares fitting to the numerical solution of elliptic PDEs.

The proximal operator for f at xk can be expressed analytically:

proxλf (xk) = argmin
x

(

(1/2)xTAx− bTx+ (1/2λ)‖x− xk‖2
2

)

= (A+ (1/λ)I)−1(b+ (1/λ)xk).
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The proximal minimization method is then

xk+1 := (A+ (1/λ)I)−1(b+ (1/λ)xk),

which can be rewritten as

xk+1 := xk + (A+ ǫI)−1(b−Axk), (4.4)

where ǫ = 1/λ. We know that this converges to a solution of Ax = b

(provided one exists) as long as λ > 0 (which is the same as ǫ > 0).

The algorithm (4.4) is a standard algorithm, called iterative refinement,

for solving Ax = b using only the regularized inverse (A + ǫI)−1 [96,

141, 137]. The second term on the righthand side of (4.4) is called the

correction or refinement to the approximate solution xk.

Iterative refinement is useful in the following situation. Suppose

that A is singular or has very high condition number. In this case, we

cannot solve Ax = b by computing a Cholesky factorization of A, either

because the factorization does not exist or because it cannot be com-

puted stably. However, the Cholesky factorization of the regularized

matrix A + ǫI always exists (because this matrix is positive definite)

and can be stably computed (assuming its condition number is not

huge). Iterative refinement is an iterative method for solving Ax = b

using the Cholesky factorization of A+ ǫI.

Iterative refinement is usually described as follows. Since A−1 need

not exist (and if it exists, it may be huge), we prefer to approximately

solve Ax = b using Â−1 = (A+ ǫI)−1 instead. If ǫ is small, so A ≈ Â,

our first guess would be x1 = Â−1b, which has residual r1 = b − Ax1.

We then compute a correction term δ1 so that x2 = x1 + δ1 is a better

approximation than x1. The perfect correction would be δ1 = A−1r1,

which is obtained by solving A(x1 + δ1) = b for δ1. Since we cannot use

A−1, we instead set δ1 = Â−1r1 and let x2 = x1 + δ1.

These two steps are repeated for as many iterations as needed,

which in practice is typically just a few. Since this method is a special

case of proximal minimization, we can conclude that iterative refine-

ment always works (asymptotically), even when ǫ is large.
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4.2 Proximal gradient method

Consider the problem

minimize f(x) + g(x), (4.5)

where f : Rn → R and g : Rn → R ∪ {+∞} are closed proper convex

and f is differentiable. (Since g can be extended-valued, it can be used

to encode constraints on the variable x.) In this form, we split the

objective into two terms, one of which is differentiable. This splitting

is not unique, so different splittings lead to different implementations

of the proximal gradient method for the same original problem.

The proximal gradient method is

xk+1 := proxλkg(x
k − λk∇f(xk)), (4.6)

where λk > 0 is a step size.

When ∇f is Lipschitz continuous with constant L, this method can

be shown to converge with rate O(1/k) when a fixed step size λk = λ ∈
(0, 1/L] is used. (As discussed in [61], the method will actually converge

for step sizes smaller than 2/L, not just 1/L, though for step sizes

larger than 1/L, the method is no longer a ‘majorization-minimization

method’ as discussed in the next section.) If L is not known, the step

sizes λk can be found by a line search [18, §2.4.3]; that is, their values

are chosen in each step.

Many types of line search work, but one simple one due to Beck

and Teboulle [18] is the following.

given xk, λk−1, and parameter β ∈ (0, 1).

Let λ := λk−1.

repeat

1. Let z := proxλg(xk − λ∇f(xk)).

2. break if f(z) ≤ f̂λ(z, xk).
3. Update λ := βλ.

return λk := λ, xk+1 := z.

The function f̂λ is easy to evaluate; its definition is given in (4.7) and

discussed further below. A typical value for the line search parameter

β is 1/2.



4.2. Proximal gradient method 149

Special cases. The proximal gradient method reduces to other well-

known algorithms in various special cases. When g = IC , proxλg is

projection onto C, in which case (4.6) reduces to the projected gradient

method [26]. When f = 0, then it reduces to proximal minimization,

and when g = 0, it reduces to the standard gradient descent method.

4.2.1 Interpretations

The first two interpretations given below are due to Beck and

Teboulle [18]; we have repeated their discussion here for complete-

ness. In the context of image processing problems, the majorization-

minimization interpretation appeared in some even earlier papers by

Figueiredo et al. [85, 83]. We also mention that in some special

cases, additional interpretations are possible; for example, applying the

method to the lasso can be interpreted as a kind of EM algorithm [84].

Majorization-minimization. We first interpret the proximal gradient

method as an example of a majorization-minimization algorithm, a

large class of algorithms that includes the gradient method, Newton’s

method, and the EM algorithm as special cases; see, e.g., [106].

A majorization-minimization algorithm for minimizing a function

ϕ : Rn → R consists of the iteration

xk+1 := argmin
x

ϕ̂(x, xk),

where ϕ̂(·, xk) is a convex upper bound to ϕ that is tight at xk, i.e.,

ϕ̂(x, xk) ≥ ϕ(x) and ϕ̂(x, x) = ϕ(x) for all x. The reason for the name

should be clear: such algorithms involve iteratively majorizing (upper

bounding) the objective and then minimizing the majorization.

For an upper bound of f , consider the function f̂λ given by

f̂λ(x, y) = f(y) + ∇f(y)T (x− y) + (1/2λ)‖x− y‖2
2, (4.7)

with λ > 0. For fixed y, this function is convex, satisfies f̂λ(x, x) = f(x),

and is an upper bound on f when λ ∈ (0, 1/L], where L is a Lipschitz

constant of ∇f . The algorithm

xk+1 := argmin
x

f̂λ(x, xk)
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is thus a majorization-minimization algorithm; in fact, a little algebra

shows that this algorithm is precisely the standard gradient method for

minimizing f . Intuitively, we replace f with its first-order approxima-

tion regularized by a trust region penalty (see §3.4).

It then follows that the function qλ given by

qλ(x, y) = f̂λ(x, y) + g(x) (4.8)

is similarly a surrogate for f + g (with fixed y) when λ ∈ (0, 1/L]. The

majorization-minimization algorithm

xk+1 := argmin
x

qλ(x, xk)

can be shown to be equivalent to the proximal gradient iteration (4.6).

Another way to express the problem of minimizing qλ(x, xk) is as

minimize (1/2)‖x− (xk − λ∇f(xk))‖2
2 + λg(x).

This formulation shows that the solution xk+1 can be interpreted as

trading off minimizing g and being close to the standard gradient step

xk − λ∇f(xk), with the trade-off determined by the parameter λ.

Fixed point iteration. The proximal gradient algorithm can also be

interpreted as a fixed point iteration. A point x⋆ is a solution of (4.5),

i.e., minimizes f + g, if and only if

0 ∈ ∇f(x⋆) + ∂g(x⋆).

For any λ > 0, this optimality condition holds if and only if the follow-

ing equivalent statements hold:

0 ∈ λ∇f(x⋆) + λ∂g(x⋆)

0 ∈ λ∇f(x⋆) − x⋆ + x⋆ + λ∂g(x⋆)

(I + λ∂g)(x⋆) ∋ (I − λ∇f)(x⋆)

x⋆ = (I + λ∂g)−1(I − λ∇f)(x⋆)

x⋆ = proxλg(x
⋆ − λ∇f(x⋆)).

The last two expressions hold with equality and not just containment

because the proximal operator is single-valued, as mentioned in §3.2.
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The final statement says that x⋆ minimizes f + g if and only if it is a

fixed point of the forward-backward operator

(I + λ∂g)−1(I − λ∇f).

The proximal gradient method repeatedly applies this operator to ob-

tain a fixed point and thus a solution to the original problem. The

condition λ ∈ (0, 1/L], where L is a Lipschitz constant of ∇f , guaran-

tees that the forward-backward operator is averaged and thus that the

iteration converges to a fixed point (when one exists).

Forward-backward integration of gradient flow. The proximal gra-

dient algorithm can be interpreted using gradient flows. Here, the gra-

dient flow system (4.2) takes the form

d

dt
x(t) = −∇f(x(t)) − ∇g(x(t)),

assuming here that g is also differentiable.

To obtain a discretization of (4.2), we replace the derivative on

the lefthand side with the difference (xk+1 −xk)/h. We also replace the

value x(t) on the righthand side with either xk (giving the forward Euler

discretization) or xk+1 (giving the backward Euler discretization). It is

reasonable to use either xk or xk+1 on the righthand side since h is

supposed to be a small step size, so x(kh) and x((k + 1)h) should not

be too different. Indeed, it is possible to use both xk and xk+1 on the

righthand side to replace different occurrences of x(t). The resulting

discretizations lead to algorithms known as operator splitting methods.

For example, we can consider the discretization

xk+1 − xk

h
= −∇f(xk) − ∇g(xk+1),

where we replace x(t) in the argument to f with the forward value xk,

and we replace x(t) in the argument to g with the backward value xk+1.

Rearranging, this gives the update

xk+1 := (I + h∇g)−1(I − h∇f)xk,

This is known as forward-backward splitting and is exactly the proxi-

mal gradient iteration (4.6) when λ = h. In other words, the proximal
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gradient method can be interpreted as a method for numerically in-

tegrating the gradient flow differential equation that uses a forward

Euler step for the differentiable part f and a backward Euler step for

the (possibly) nondifferentiable part g.

4.3 Accelerated proximal gradient method

So-called ‘accelerated’ versions of the basic proximal gradient algorithm

include an extrapolation step in the algorithm. One simple version is

yk+1 := xk + ωk(xk − xk−1)

xk+1 := proxλkg(y
k+1 − λk∇f(yk+1))

where ωk ∈ [0, 1) is an extrapolation parameter and λk is the usual step

size. (We let ω0 = 0, so the value x−1 appearing in the first extra step

doesn’t matter.) These parameters must be chosen in specific ways to

achieve the convergence acceleration. One simple choice [192] takes

ωk =
k

k + 3
.

It remains to choose the step sizes λk. When ∇f is Lipschitz contin-

uous with constant L, this method can be shown to converge in objec-

tive value with rate O(1/k2) when a fixed step size λk = λ ∈ (0, 1/L] is

used. If L is not known, the step sizes λk can be found by a line search

[18]; that is, their values are chosen in each step.

Many types of line search work, but one simple one due to Beck

and Teboulle [18] is the following.

given yk, λk−1, and parameter β ∈ (0, 1).

Let λ := λk−1.

repeat

1. Let z := proxλg(yk − λ∇f(yk)).

2. break if f(z) ≤ f̂λ(z, yk).
3. Update λ := βλ.

return λk := λ, xk+1 := z.
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As before, the function f̂λ is defined in (4.7). The line search here

is the same as in the standard proximal gradient method, except that

it uses the extrapolated value yk rather than xk.

Following Nesterov, this is called an accelerated or optimal first-

order method because it has a worst-case convergence rate that is su-

perior to the standard method and that cannot be improved further

[147, 148]. There are several versions of such methods, such as in Nes-

terov [151] and Tseng [188]; the software package TFOCS [22] is based

on and contains several implementations of such methods.

4.4 Alternating direction method of multipliers

Consider the problem

minimize f(x) + g(x)

where f, g : Rn → R ∪ {+∞} are closed proper convex functions.

(In this splitting, both f and g can be nonsmooth.) Then the alternat-

ing direction method of multipliers (ADMM), also known as Douglas-

Rachford splitting, is

xk+1 := proxλf (zk − uk)

zk+1 := proxλg(x
k+1 + uk)

uk+1 := uk + xk+1 − zk+1,

where k is an iteration counter. This method converges under more or

less the most general possible conditions; see [32, §3.2] for details.

While xk and zk converge to each other, and to optimality, they

have slightly different properties. For example, xk ∈ dom f while

zk ∈ dom g, so if g encodes constraints, the iterates zk satisfy the con-

straints, while the iterates xk satisfy the constraints only in the limit.

If g = ‖ · ‖1, then zk will be sparse because proxλg is soft thresholding

(see (6.9)), while xk will only be close to zk (close to sparse).

The advantage of ADMM is that the objective terms (which can

both include constraints, since they can take on infinite values) are

handled completely separately, and indeed, the functions are accessed

only through their proximal operators. ADMM is most useful when
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the proximal operators of f and g can be efficiently evaluated but the

proximal operator for f + g is not easy to evaluate.

Special cases. When g is the indicator function of a closed convex set

C, its proximal operator proxλg reduces to projection onto C. In this

case, ADMM is a method for solving the generic convex constrained

problem of minimizing f over C that only uses the proximal operator

of the objective and projection onto the constraint set. (We can reverse

the roles, with f the indicator function of C, and g a generic convex

function; this gives a slightly different algorithm.)

As a further specialization, suppose that f is the indicator function

of a closed convex set C and g is the indicator function of a closed

convex set D. The problem of minimizing f + g is then equivalent

to the convex feasibility problem of finding a point x ∈ C ∩ D. Both

proximal operators reduce to projections, so the ADMM algorithm for

this problem becomes

xk+1 := ΠC(zk − uk)

zk+1 := ΠD(xk+1 + uk)

uk+1 := uk + xk+1 − zk+1.

The parameter λ does not appear in this algorithm because both prox-

imal operators are projections. This algorithm is similar to, but not

the same as, Dykstra’s alternating projections method [77, 8]. (In [32],

we erroneously claimed that the two were equivalent; we thank Heinz

Bauschke for bringing this error to our attention and clarifying the

point in [13].)

Like the classical method of alternating projections due to von Neu-

mann [196], this method requires one projection onto each set in each

iteration. However, its convergence is usually much faster in practice.

4.4.1 Interpretations

Integral control of a dynamical system. The first two steps in

ADMM can be viewed as a discrete-time dynamical system with state

z and input or control u, i.e., zk+1 is a function of xk and uk. The
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goal is to choose u to achieve x = z, so the residual xk+1 − zk+1 can

be viewed as an error signal. The u-update in ADMM shows that uk

is the running sum of the errors, which is the discrete-time analogue

of the running integral of an error signal. Thus ADMM can be viewed

as a classical integral control method [86] for driving an error signal to

zero by feeding back the integral of the error to its input.

Augmented Lagrangians. One important interpretation relies on the

idea of an augmented Lagrangian. We first write the problem of mini-

mizing f(x) + g(x) as

minimize f(x) + g(z)

subject to x− z = 0,
(4.9)

which is called consensus form. Here, the variable has been split into

two variables x and z, and we have added the consensus constraint that

they must agree. This is evidently equivalent to minimizing f + g.

The augmented Lagrangian associated with the problem (4.9) is

Lρ(x, z, y) = f(x) + g(z) + yT (x− z) + (ρ/2)‖x− z‖2
2,

where ρ > 0 is a parameter and y ∈ Rn is a dual variable associated

with the consensus constraint. This is the usual Lagrangian augmented

with an additional quadratic penalty on the equality constraint func-

tion. ADMM can then be expressed as

xk+1 := argmin
x

Lρ(x, z
k, yk)

zk+1 := argmin
z

Lρ(x
k+1, z, yk)

yk+1 := yk + ρ(xk+1 − zk+1).

In each of the x and z steps, Lρ is minimized over the variable, using

the most recent value of the other primal variable and the dual variable.

The dual variable is the (scaled) running sum of the consensus errors.

To see how the augmented Lagrangian form of ADMM reduces to
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the proximal version, we start from

xk+1 := argmin
x

(

f(x) + ykTx+ (ρ/2)‖x− zk‖2
2

)

zk+1 := argmin
z

(

g(z) − ykT z + (ρ/2)‖xk+1 − z‖2
2

)

yk+1 := yk + ρ(xk+1 − zk+1),

and then pull the linear terms into the quadratic ones to get

xk+1 := argmin
x

(

f(x) + (ρ/2)‖x− zk + (1/ρ)yk‖2
2

)

zk+1 := argmin
z

(

g(z) + (ρ/2)‖xk+1 − z − (1/ρ)yk‖2
2

)

yk+1 := yk + ρ(xk+1 − zk+1).

With uk = (1/ρ)yk and λ = 1/ρ, this is the proximal form of ADMM.

Flow interpretation. ADMM can also be interpreted as a method for

solving a particular system of ordinary differential equations. Assuming

for simplicity that f and g are differentiable, the optimality conditions

for (4.9) are

∇f(x) + ν = 0, ∇g(z) − ν = 0, x− z = 0, (4.10)

where ν ∈ Rn is a dual variable. Now consider the differential equation

d

dt

[

x(t)

z(t)

]

=

[

−∇f(x(t)) − ρu(t) − ρr(t)

−∇g(z(t)) + ρu(t) + ρr(t)

]

,
d

dt
u(t) = ρr(t), (4.11)

where r(t) = x(t) − z(t) is the primal (consensus) residual and ρ > 0.

The functions in the differential equation are the primal variables x and

z, and the dual variable u. This differential equation does not have a

standard name, but we will call it the saddle point flow for the problem

(4.9), since it can be interpreted as a continuous analog of some saddle

point algorithms.

It is easy to see that the equilibrium points of the saddle point flow

(4.11) are the same as the optimality conditions (4.10) when ν = ρu. It

can also be shown that all trajectories of the saddle point flow converge

to an equilibrium point (assuming there exist x⋆ and ν⋆ satisfying the
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optimality conditions). It follows that we can solve the problem (4.9) by

following any trajectory of the flow (4.11) using numerical integration.

With xk, zk, and uk denoting our approximations of x(t), z(t), and

u(t) at t = kh, where h > 0 is the step length, we use the discretization

of (4.11) given by

xk+1 − xk

h
= −∇f(xk+1) − ρ(xk − zk + uk)

zk+1 − zk

h
= −∇g(zk+1) + ρ(xk+1 − zk + uk)

uk+1 − uk

h
= ρ(xk+1 − zk+1).

As in forward-backward splitting, we make very specific choices on the

righthand side as to whether each time argument t is replaced with kh

(forward) or (k+ 1)h (backward) values. Choosing h = λ and ρ = 1/λ,

this discretization reduces directly to the proximal form of ADMM.

Fixed point iteration. ADMM can be viewed as a fixed point iteration

for finding a point x⋆ satisfying the optimality condition

0 ∈ ∂f(x⋆) + ∂g(x⋆). (4.12)

Fixed points x, z, u of the ADMM iteration satisfy

x = proxλf (z − u), z = proxλg(x+ u), u = u+ x− z.

From the last equation we conclude x = z, so

x = proxλf (x− u), x = proxλg(x+ u),

which can be written as

x = (I + λ∂f)−1(x− u), x = (I + λ∂g)−1(x+ u).

This is the same as

x− u ∈ x+ λ∂f(x), x+ u ∈ x+ λ∂g(x).

Adding these two equations shows that x satisfies the optimality con-

dition (4.12). Thus, any fixed point of the ADMM iteration satisfies

x = z, with x optimal. Convergence of the ADMM iteration to a fixed

point can be established several ways; one way is to show that it is

equivalent to iteration of a firmly nonexpansive operator [78].
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4.4.2 Linearized ADMM

A variation of ADMM can be useful for solving problems of the form

minimize f(x) + g(Ax),

where f : Rn → R ∪ {∞} and g : Rm → R ∪ {∞} are closed proper

convex and A ∈ Rm×n. The only difference from the form used in

standard ADMM is the presence of the matrix A in the second term.

This problem can be solved with standard ADMM by defining

g̃(x) = g(Ax) and minimizing f(x) + g̃(x). However, this approach

requires evaluation of the proximal operator of g̃, which is complicated

by the presence of A, even when the proximal operator of g is easy to

evaluate. (There are a few special cases where proxg̃ is in fact simple to

evaluate; see §2.2.) The linearized ADMM algorithm solves the problem

above using only the proximal operators of f and g and multiplication

by A and AT ; in particular, g and A are handled separately.

Linearized ADMM has the form

xk+1 := proxµf (xk − (µ/λ)AT (Axk − zk + uk))

zk+1 := proxλg(Ax
k+1 + uk)

uk+1 := uk +Axk+1 − zk+1,

where the algorithm parameters λ and µ satisfy 0 < µ ≤ λ/‖A‖2
2. This

reduces to standard ADMM when A = I and µ = λ.

The reason for the name is the following. Consider the problem

minimize f(x) + g(z)

subject to Ax− z = 0,

with variables x and z. The augmented Lagrangian for this problem is

Lρ(x, z, y) = f(x) + g(z) + yT (Ax− z) + (ρ/2)‖Ax− z‖2
2,

where y ∈ Rm is a dual variable and ρ = 1/λ. In linearized ADMM,

we modify the usual x-update by replacing (ρ/2)‖Ax− zk‖2
2 with

ρ(ATAxk −AT zk)Tx+ (µ/2)‖x− xk‖2
2,

i.e., we linearize the quadratic term and add new quadratic regulariza-

tion. The result can be expressed as a proximal operator as above.
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This algorithm is discussed in many papers; see, e.g., [205] or [157]

and references therein. In the image processing literature, it is known

as the split inexact Uzawa method [80, 205, 204, 104].

4.5 Notes and references

The initial work on the proximal minimization algorithm is due to

Martinet [135, 136]. Proximal minimization was extended to the general

proximal point algorithm for finding the zero of an arbitrary maximal

monotone operator by Rockafellar [174]; its convergence theory has

been extended in much subsequent work, e.g., [130, 100, 82]. Proximal

minimization is closely related to multiplier methods [115, 24, 25] and

the literature on augmented Lagrangians [172, 173, 78].

The general form of forward-backward splitting was perhaps first

discussed by Bruck [42]. Forward-backward splitting is an example

of an operator splitting method, a term coined by Lions and Mercier

[129]. Important papers on forward-backward splitting include those by

Passty [159], Lions and Mercier [129], Fukushima and Mine [88], Gabay

[90], Lemaire [120], Eckstein [78], Chen [54], Chen and Rockafellar [55],

Tseng [184, 185, 187], Combettes and Wajs [62], and Beck and Teboulle

[17, 18]. Relationships between proximal gradient, coordinate descent,

and gradient methods are discussed in [26]. For particular problems,

such as the lasso, it is possible to prove additional stronger results about

the performance of the proximal gradient method [102, 67, 58, 35].

Accelerated proximal gradient methods trace their roots back to

the literature on optimal first-order methods. The first of these was due

to Nesterov [148], and there has been a substantial literature on other

optimal-order algorithms since then, such as the papers by Nesterov

[148, 149, 150, 151], Tseng [188], Beck and Teboulle [17, 18], Becker et

al. [20, 22], Goldfarb and Scheinberg [95, 177], Güler [101], O’Donoghue

and Candès [154], and many others. We note that the convergence the-

ory of accelerated proximal gradient methods is not based on operator

splitting, unlike the basic method. Finally, there are ways to accelerate

the basic proximal gradient method other than the method we showed,

such as through the use of Barzilai-Borwein step sizes [6, 199] or with

other types of extrapolation steps [28].
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ADMM is equivalent to an operator splitting method called

Douglas-Rachford splitting, which was introduced in the 1950s for the

numerical solution of partial differential equations [75]. It was first in-

troduced in its modern form by Gabay and Mercier [91] and Glowinski

and Marrocco [94] in the 1970s. See Boyd et al. [32] for a recent survey

of the algorithm and its applications, including a detailed bibliography

and many other references. See [197] for a recent paper on applying

ADMM to solving semidefinite programming problems.

The idea of viewing optimization algorithms, or at least gradient

methods, from the perspective of numerical methods for ordinary dif-

ferential equations appears to originate in the 1950s [2]. These ideas

were also explored by Polyak [163] and Bruck [42] in the 1970s. The

interpretation of a proximal operator as a backward Euler step is well

known; see, e.g., Lemaire [121] and Eckstein [78] and references therein.

We also note that there are a number of less widely used proximal

algorithms building on the basic methods discussed in this chapter; see,

for example, [107, 89, 164, 117, 9, 186, 187, 30].

Finally, the basic ideas have been generalized in various ways:

1. Non-quadratic penalties. Some authors have studied generalized

proximal operators that use non-quadratic penalty terms, such as

entropic penalties [181] and Bregman divergences [36, 49, 79, 152].

These can be used in generalized forms of proximal algorithms

like the ones discussed in this chapter. For example, the mirror

descent algorithm can be viewed as such a method [147, 16].

2. Nonconvex optimization. Some have studied proximal operators

and algorithms in the nonconvex case [88, 113, 160].

3. Infinite dimensions. Building on Rockafellar’s work, there is a

substantial literature studying the proximal point algorithm in

the monotone operator setting; this is closely connected to the

literature on set-valued mappings, fixed point theory, nonexpan-

sive mappings, and variational inequalities [202, 37, 103, 175, 81,

44, 10]; the recent paper by Combettes [59] is worth highlighting.
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Parallel and Distributed Algorithms

In this chapter we describe a simple method to obtain parallel and dis-

tributed proximal algorithms for solving convex optimization problems.

The method is based on the ADMM algorithm described in §4.4, and

the key is to split the objective (and constraints) into two terms, at

least one of which is separable. The separability of the terms gives us

the ability to evaluate the proximal operator in parallel. It is also possi-

ble to construct parallel and distributed algorithms using the proximal

gradient or accelerated proximal gradient methods, but this approach

imposes differentiability conditions on part of the objective.

5.1 Problem structure

Let [n] = {1, ..., n}. Given c ⊆ [n], let xc ∈ R|c| denote the subvector of

x ∈ Rn referenced by the indices in c. The collection P = {c1, . . . , cN},

where ci ⊆ [n], is a partition of [n] if
⋃P = [n] and ci∩cj = ∅ for i 6= j.

A function f : Rn → R is said to be P-separable if

f(x) =
∑N
i=1 fi(xci

),

where fi : R|ci| → R and xci
is the subvector of x with indices in ci.

We refer to ci as the scope of fi. In other words, f is a sum of terms fi,

161
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each of which depends only on part of x; if each ci = {i}, then f is fully

separable. Separability is of interest because if f is P-separable, then

(proxf (v))i = proxfi
(vi), where vi ∈ R|ci|, i.e., the proximal operator

breaks into N smaller operations that can be carried out independently

in parallel. This is immediate from the separable sum property of §2.1.

Consider the problem

minimize f(x) + g(x), (5.1)

where x ∈ Rn and where f, g : Rn → R ∪ {+∞} are closed proper

convex. (In many cases of interest, g will be the indicator function

of a convex set.) We assume that f and g are P-separable and Q-

separable, respectively, where P = {c1, . . . , cN} and Q = {d1, . . . , dM}
are partitions of [n]. Writing the problem explicitly in terms of the

subvectors in the partitions, the problem is

minimize
∑N
i=1 fi(xci

) +
∑M
j=1 gj(xdj

), (5.2)

where fi : R|ci| → R ∪ {+∞} and gj : R|dj | → R ∪ {+∞}. By conven-

tion, we use i to index the f blocks and j to index the g blocks.

ADMM for the problem form (5.2) is the algorithm

xk+1
ci

:= proxλfi
(zkci

− ukci
)

zk+1
dj

:= proxλgj
(xk+1
dj

+ ukdj
)

uk+1 := uk + xk+1 − zk+1.

The first step involves N updates carried out independently in parallel,

each of which involves evaluating the proximal operator of one of the

components fi of f , and the second step involves M updates carried

out independently in parallel, each involving the proximal operator

of a component gj of g. The final step, of course, is always trivially

parallelizable. This can be visualized as in Figure 5.1, which shows two

partitions of a set of variables. Here, the x-update splits into 3 parts

and the z-update splits into 2 parts.

If, for instance, P = Q, then the original problem has a separable

objective and is thus trivially parallelizable. On the other hand, over-

laps in the two partitions, as in Figure 5.1, will lead to communication
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Figure 5.1: Variables are black dots; the partitions P and Q are in orange and cyan.

between different subsystems. For example, if g is not separable, then

the z-update will involve aggregating information across the N com-

ponents that can be handled independently in the x-update. This will

become more clear as we examine special cases.

5.2 Consensus

5.2.1 Global consensus

Consider the problem of minimizing an additive function, i.e., a sum

of terms that all share a common variable:

minimize f(x) =
∑N
i=1 fi(x),

with variable x ∈ Rn. The problem is to minimize each of the ‘local’

objectives fi, each of which depends on the same global variable x. We

aim to solve this problem in a way that allows each fi to be handled

in parallel by a separate processing element or subsystem.

We first transform the problem into consensus form:

minimize
∑N
i=1 fi(xi)

subject to x1 = x2 = · · · = xN ,
(5.3)

with variables xi ∈ Rn, i = 1, . . . , N . In other words, we createN copies

of the original global variable x so that the objective is now separable,

but we add a consensus or consistency constraint that requires all these

‘local’ variables xi to agree. This can be visualized as in Figure 5.2,

which shows an example with n = 4 andN = 5; here, each local variable

xi is a column and the consistency constraints are drawn across rows.
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Figure 5.2: Variables are black dots; the partitions P and Q are in orange and cyan.

The next step is to transform (5.3) into the canonical form (5.1):

minimize
∑N
i=1 fi(xi) + IC(x1, . . . , xN ), (5.4)

where C is the consensus set

C = {(x1, . . . , xN ) | x1 = · · · = xN}. (5.5)

In this formulation we have moved the consensus constraint into the

objective using an indicator function. In the notation of (5.1), f is the

sum of the terms fi, while g is the indicator function of the consistency

constraint. The partitions are given by

P = {[n], n+ [n], 2n+ [n], . . . , (N − 1)n+ [n]},
Q = {{i, n+ i, 2n+ i, . . . , (N − 1)n+ i} | i = 1, . . . , N}.

The first partition is clear since f is additive. The consensus constraint

splits across its components; it can be written as a separate consensus

constraint for each component. Since the full optimization variable for

(5.4) is in RnN , it is easiest to view it as in Figure 5.2, in which case

it is easy to see that f is separable across columns while g is separable

across rows.

We now apply ADMM as above. Evaluating proxλg reduces to pro-

jecting onto the consensus set (5.5). This is simple: we replace each

zi with its average z = (1/N)
∑N
i=1 zi. From this we conclude that

∑N
i=1 u

k
i = 0, which allows for some simplifications of the general algo-
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rithm above, giving the following final method:

xk+1
i := proxλfi

(xk − uki )

uk+1
i := uki + xk+1

i − xk+1.
(5.6)

In this proximal consensus algorithm, each of the N subsystems inde-

pendently carries out a dual update and evaluates its local proximal

operator; in between these, all the local variables xki are averaged and

the result is given to each subsystem. (In distributed computing frame-

works like MPI, this can be implemented with an all-reduce operator.)

The method is very intuitive: The (scaled) dual variables ui, which

measure the deviation of xi from the average x, are independently

updated to drive the variables into consensus, and quadratic regular-

ization helps pull the variables toward their average value while still

attempting to minimize each local fi.

5.2.2 General consensus

Consider the problem

minimize f(x) =
∑N
i=1 fi(xci

),

where x ∈ Rn and ci ⊆ [n]. Here, the ci may overlap with each other,

so {c1, . . . , cN} is a cover rather than a partition of [n]. In other words,

the objective f consists of a sum of terms, each of which depends on

some subset of components in the full global variable x. If each ci = [n],

then we recover the global consensus formulation.

We introduce a copy zi ∈ R|ci| for each xci
and transform this into

the following problem:

minimize
∑N
i=1 fi(zi)

subject to (z1, . . . , zN ) ∈ C, (5.7)

where

C = {(z1, . . . , zN ) | (zi)k = (zj)k if k ∈ ci ∩ cj}.
Roughly speaking, the zi must agree on the components that are shared.

We can visualize this as in Figure 5.3, which is interpreted exactly

like Figure 5.2 but with some dots (variables) missing. In the diagram,
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Figure 5.3: Variables are black dots; the partitions P and Q are in orange and cyan.

for instance, c1 = {2, 3, 4}, so f1 only depends on the last three compo-

nents of x ∈ Rn, and z1 ∈ R3. The consistency constraints represented

by C say that all the variables in the same row must agree.

This problem can also be visualized using a factor graph in which

the fj are factor nodes, each individual variable component xi ∈ R is a

variable node, and an edge between xi and fj means that i is in scope

for fj . The example from Figure 5.3 is shown in factor graph form

in Figure 5.4. There is a consensus constraint among all the variables

attached to the same factor.

In the canonical form (5.1), this becomes

minimize
∑N
i=1 fi(zi) + IC(z1, . . . , zN ). (5.8)

As before, f is the sum of the terms fi, while g is the indicator function

of the consensus constraint. and is separable across columns. We omit

the somewhat complicated explicit forms of P and Q, but as before, f

is separable across rows and g is separable across columns in Figure 5.3.

Applying ADMM and simplifying, we obtain the algorithm

xk+1
i := proxfi

(xki + uki )

uk+1
i := uki + xk+1

i − xk+1
i .

(5.9)

Here,

(xki )j =
1

|Fi|
∑

i′∈Fi

(xki′)j ,

where Fi = {j ∈ [N ] | i ∈ cj}. Though this is complicated to define

formally, it is intuitively just a ‘local’ averaging operator: xki ∈ R|ci| is
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Figure 5.4: Graph form consensus optimization. Local objective terms are on the
left; global variable components are on the right. Each edge in the bipartite graph
is a consistency constraint, linking a local variable and a global variable component.

obtained by averaging each component only across the terms in which

it is in scope. Following Figure 5.3, the variables in the same row are

averaged together. This modified averaging operator shows up because

the consensus set we project onto is different.

The structure of the algorithm is as before: We carry out local

computations in parallel to obtain uk+1
i and xk+1

i , and averaging takes

place in between. Since only local averaging needs to take place, this

algorithm can be implemented in a completely decentralized fashion.

5.3 Exchange

5.3.1 Global exchange

The exchange problem is the following:

minimize
∑N
i=1 fi(xi)

subject to
∑N
i=1 xi = 0,

(5.10)

with variables xi ∈ Rn, i = 1, . . . , N .

The name ‘exchange’ comes from the following economics interpre-
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tation. The components of the vectors xi represent quantities of com-

modities that are exchanged among N agents. When (xi)j is positive,

it can be viewed as the amount of commodity j received by agent i

from the exchange. When (xi)j is negative, its magnitude |(xi)j | can

be viewed as the amount of commodity j contributed by agent i to

the exchange. The equilibrium constraint that each commodity clears

is
∑N
i=1 xi = 0, which means that the total amount of each commodity

contributed by agents balances the total amount taken by agents. The

exchange problem seeks the commodity quantities that minimize the

social cost, i.e., the total cost across the agents, subject to the market

clearing. An optimal dual variable associated with the clearing con-

straint has a simple and natural interpretation as a set of equilibrium

prices for the commodities.

This can be rewritten in the canonical form (5.1) as

minimize
∑N
i=1 fi(xi) + IC(x1, . . . , xN ),

where C is the equilibrium or clearing set

C = {(x1, . . . , xN ) ∈ RnN | x1 + · · · + xN = 0}. (5.11)

This problem can be visualized exactly as before, as shown in Fig-

ure 5.2. Here, f and g are separable across rows and columns, respec-

tively, and the definitions of P and Q are the same as before.

It remains to see how to project onto C. This turns out to be simple

de-meaning:

(ΠC(v1, . . . , vN ))i = vi − v.

Applying ADMM and simplifying yields the following algorithm:

xk+1
i := proxλfi

(xki − xk − uk)

uk+1 := uk + xk+1,
(5.12)

called the proximal exchange algorithm. The xi-updates can be carried

out independently in parallel as in the proximal consensus algorithm.

When the exchange problem is feasible, the variables xki converge to

optimal values, and λuk converges to a set of optimal commodity prices.

The proximal exchange algorithm has some interesting properties

and interpretations. First, each agent does not need to know anything
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about the other agents; she only needs to know the current average

market imbalance xk and the current (scaled) price vector uk. Each

agent simply minimizes her own cost plus a quadratic regularization

term that accounts for the current prices. This term is centered at xk,

which are commodity quantities that would clear the market.

We note that the exchange and consensus problems can be viewed

as duals. In particular, the constraint sets in the two problems are

subspaces that are orthogonal complements of each other. If

A =









I
...

I









,

then the consensus set is the range of A and the equilibrium set is the

null space of AT .

5.3.2 General form exchange

Consider a problem setup just as in the general form consensus case,

except that the constraint set is defined as

C =







(z1, . . . , zN )

∣

∣

∣

∣

∣

∣

∑

i : k∈ci

(zi)k = 0







.

In other words, as before, each xi is associated with one of N agents,

and each of the n components corresponds to a different good or com-

modity. Here, there is a distinct market or exchange for each commodity

j, so the equilibrium constraints only involve the participating agents.

If each cj = [N ], then we recover the global exchange formulation.

This can be visualized as Figure 5.3. The resulting algorithm is the

same as in the global exchange case, except that only components that

participate in given exchanges need to participate in de-meaning, and

the mean is only computed across the subset of agents that appear in

the constraint.

This exchange problem arises in the problem of dynamic energy ex-

change among (e.g., ‘smart grid’) devices connected in a network [116].

Here, the commodities represent electrical energy at a specific node in
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a network in a specific time period. The market clearing constraints

require that energy flow must balance at each energy exchange node

in each time period. The agent objective terms include constraints on

generation and consumption as well as a cost function.

5.4 Allocation

The allocation problem is given by

minimize
∑N
i=1 fi(xi)

subject to xi ≥ 0, i = 1, . . . , N,
∑N
i=1 xi = b,

(5.13)

with variables xi ∈ Rn, i = 1, . . . , N . This problem can be interpreted

much like the exchange problem. There are n types of resources, each of

which is to be allocated across N activities to minimize each activity

cost fi. There is a fixed amount bj of each resource available, which

justifies the nonnegativity and budget constraints.

As before, this can be written in the canonical form (5.1) as

minimize
∑N
i=1 fi(xi) + IC(x1, . . . , xN ),

where C is the allocation set

C = {(x1, . . . , xN ) | xi ≥ 0, x1 + · · · + xN = b}.

The separability of f and g, and the partitions of P and Q, are the

same as in the previous two examples.

The resulting algorithm is

xk+1
i := proxλfi

(xki − zk − uk)

zk+1 := ΠC(xk+1 + uk)

uk+1
i := uki + xk+1

i − zk+1.

(5.14)

Projecting onto C involves n independent projections onto the proba-

bility simplex in RN , which can be done using the method in §6.2.5.

We could also consider a version of the allocation problem with an

inequality constraint
∑N
i=1 xi ≤ b, which does not require that the full

budget of each resource be used. The discussion and algorithm above

would be the same but with a slightly different projection operator.
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5.5 Notes and references

Distributed optimization is a classic topic in optimization with a huge

literature. Some classic and important modern references include those

by Dantzig and Wolfe [66], Benders [23], Lasdon [118], Geoffrion [93],

Tsitsiklis [189], Bertsekas and Tsitsklis [27], Censor and Zenios [50],

and Nedic̀ and Ozdaglar [144, 145]. Exchange and allocation problems

are classical in the economics literature; see, e.g., [191, 190, 1]. See

the recent monograph by Boyd et al. [32] for additional discussion on

many of the topics discussed above, particularly focused on large-scale

applications in statistics and machine learning. We also mention that

the ‘divide-and-concur’ method for (nonconvex) constraint satisfaction

problems can be derived as a special case of a message-passing version

of ADMM [72].



6

Evaluating Proximal Operators

We now discuss how to evaluate the proximal operator of a wide vari-

ety of functions. By definition, evaluating a proximal operator involves

solving a convex optimization problem, so the simplest approach is to

use a generic optimization algorithm, exploiting generic structure in the

problem like sparsity. In many cases there is a simpler or faster special-

ized method, or even an analytical solution, for the problem. We turn

to a variety of such examples after discussing the use of generic meth-

ods in more detail, but we emphasize that proximal methods can be

very useful even in cases when a closed form solution for the proximal

operator is not available.

When f is the indicator function of a set C, the proximal operator

is projection onto C. Just as there is a close connection between a

function and its epigraph, there is often a close connection between

certain proximal operators and certain projection operators. For this

reason, we do not separate a discussion of projection operators; instead,

we try to group together operators that are conceptually related.

It is also important to keep in mind that the examples discussed in

this chapter can be combined or extended in various ways by applying

the properties from Chapter 2; we will see that the Moreau decomposi-

172
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tion will be particularly useful. For another example, given the product

set C = C1 × · · · × Ck and the vector v = (v1, . . . , vk), partitioned con-

formably, we have that (ΠC(v))i = ΠCi
(vi), i.e., each component can

be projected in parallel. This follows from applying the separable sum

property from §2.1 to IC = IC1 + · · · + ICk
. In many cases, we will also

see that there are several different ways to derive the proximal operator

of a particular function.

6.1 Generic methods

In general, the problem we wish to solve is

minimize f(x) + (1/2λ)‖x− v‖2
2

subject to x ∈ C, (6.1)

with variable x ∈ Rn, where C = dom f (which may be all of Rn, in

which case the problem is unconstrained).

If the problem is unconstrained, so C = Rn, then the properties

of f determine which algorithms are applicable. For example, if f is

a generic nonsmooth function, then we can use a subgradient method

to solve the problem. If f is smooth, we can use a gradient method,

Newton’s method, quasi-Newton methods like L-BFGS, and so on. If

the problem is constrained, we can use, for example, a projected sub-

gradient method if f is nonsmooth and a projected gradient method or

interior-point method if f is smooth. These and many other methods

are discussed in, e.g., Nocedal and Wright [153].

If (6.1) is representable in a canonical form, then we may trans-

form it into such a canonical form and then use an off-the-shelf im-

plementation of a solver for such problems. For example, if (6.1) is

SDP-representable, then a parser-solver like CVX [98] could take a

high-level description of the problem, transform it to a cone program,

and solve it with a generic interior-point method-based cone solver.

We now turn to some important special cases.

6.1.1 Quadratic functions

If f(x) = (1/2)xTAx+ bTx+ c, with A ∈ Sn+, then

proxλf (v) = (I + λA)−1(v − λb).
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There are several important special cases of this result. For example,

if f(x) = bTx + c, i.e., if f is affine, then proxλf (v) = v − λb. If

f(x) = c, so f is a constant function, then proxλf (v) = v, so the

proximal operator is the identity. Finally, if f = (1/2)‖ · ‖2
2, then

proxλf (v) =

(

1

1 + λ

)

v,

sometimes called a shrinkage operator.

Evaluating the proximal operator of a quadratic involves, in general,

solving a system of linear equations with coefficient matrix I + λA:

(I + λA)x = v − λb.

There are a number of ways to carry this out much more quickly than

in a naïve implementation, which would take O(n3) flops for each eval-

uation. The most basic is to exploit structure in A. If A is, for instance,

tridiagonal, then the system can be solved in O(n) flops. There are ad-

ditional techniques that apply when evaluating the proximal operator

repeatedly for different values of v (but with λ fixed).

If the linear system is solved with a direct method, then we can

compute a factorization of the coefficient matrix I+λA, cache this fac-

torization, and then re-use this factorization in each subsequent eval-

uation of proxf (which involves solving another linear system with

coefficient matrix I + λA). Depending on the structure of A, this can

lead to substantial savings, since computing the factorization is typ-

ically more expensive than the subsequent back-solve. For example,

when I + λA has no particular structure (i.e., is treated as a dense

matrix), the factorization cost is O(n3) and the cost of a subsequent

solve is O(n2). This means that, after the first evaluation of proxλf ,

we get a discount of a factor of n for subsequent evaluations.

If the system is solved with an iterative method, such as CG, then

we can warm start each evaluation at the previous solution. This tech-

nique can also give substantial savings. See, e.g., [32, §4.2–§4.3] for

more discussion. Typically the number of iterations required to solve

the linear system (to some given accuracy) drops to a small number as

the overall proximal algorithm converges.

The comments above hold for the slightly more complex case of a

convex quadratic function restricted to an affine set [32, §4.2.5]. Here
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too, evaluating the proximal operator reduces to solving a set of linear

equations.

6.1.2 Smooth functions

As mentioned above, if f is a smooth function, we can use any num-

ber of standard methods to solve (6.1): a gradient method, a quasi-

newton method like L-BFGS, conjugate gradient, and so on. Indeed,

the quadratic regularization term will serve to help convergence, and

because it only contributes entries to the diagonal of the Hessian, it

does not impact any structure in the Hessian of f .

Here, we describe two ways in which we can improve upon simply

using one of these standard methods. First, it is typically necessary

to repeatedly solve (6.1) (i.e., evaluate proxf ) with different values of

v. In this case, we can warm start the iterative method being used at

the solution of the problem for the previous value of v or at v itself.

This will often provide a very large speed improvement over solving the

problem from scratch each time.

Second, we can exploit structure in the Hessian of f . This is directly

analogous to the discussion in the previous section. For example, sup-

pose f is twice continuously differentiable and that we use Newton’s

method to solve (6.1). The main effort in carrying out Newton’s method

is in solving the system Hx = −g each iteration, where H = ∇2f(x)

and g = ∇f(x). The standard approach to solving this (symmetric,

positive definite) system would be to form the Cholesky factorization

H = LLT and then solve the Newton system via x = −L−TL−1g (for-

ward and back substitution). Computing the Cholesky factorization

costs (1/3)n3 flops, which dominates this computation. (We ignore the

cost of forming H and g here.)

Suppose H is the sum of a diagonal and a rank one matrix, i.e.,

H = D + zzT ,

where D ∈ Rn×n is diagonal. By the matrix inversion lemma,

H−1 = D−1 − D−1zzTD−1

1 + zTD−1z
,

so the Newton system can be solved in O(n) rather than O(n3) flops.
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This structure arises in the following manner. Suppose

f(x) = γ

(

n
∑

i=1

ψi(xi) + b

)

+
n
∑

i=1

ϕi(xi).

For notational convenience, define z so zi = ψi(xi) and define ϕ and ψ

so (ϕ(x))i = ϕi(xi) and (ψ(x))i = ψi(xi). Then the gradient is

∇f(x) = γ′(y)∇ψ(x) + ∇ϕ(x),

and the Hessian is

∇2f(x) = γ′′(y)∇ψ(x)∇ψ(x)T + γ′(y) diag(z̃) + diag(∇ϕ(x)),

where z̃i = ψ′′
i (xi) and y = 1T z+ b. It is clear from inspection that this

matrix is the sum of a diagonal and a rank one matrix.

For example, the ‘log-sum-exp’ function

f(x) = log

(

n
∑

i=1

expxi

)

follows this form with γ = log, ψi = exp, b = 0, and ϕi = 0, so the

expression for the Hessian simplifies to

1

(1T z)2

(

(1T z) diag(z) − zzT
)

,

where, as above, zi = expxi. The geometric mean of a set of numbers

also takes this form.

More generally, if H is the sum of a diagonal n × n matrix and a

low rank matrix with rank p, we can solve the system in O(np2) flops

using the method described in [33, §9.7.2]. This reference also discusses

exploiting other types of structure, such as bandedness or sparsity.

To summarize, the main point is that if f is smooth, then we can

evaluate proxf using a general algorithm like Newton’s method, and

we may be able to carry it out very quickly by exploiting structure

in the Hessian of f . In particular, using Newton’s method and the

technique above, we can evaluate the proximal operators of the log-

sum-exp function or the geometric mean in O(n) flops; this follows

because each iteration costs O(n) flops and Newton’s method typically

takes at most 10-20 iterations to converge in practice.
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6.1.3 Scalar function

The separable sum property (see §2.1) implies that evaluating the prox-

imal operator of a fully separable function reduces to evaluating the

proximal operator of a scalar convex function f : R → R ∪ {+∞}. In

some cases, these can be analytically evaluated; in other words, these

are functions for which we can analytically solve the optimality condi-

tion λf ′(x) + x = v or λ∂f(x) + x ∋ v for x ∈ R.

For example, for f(x) = − log x, we have

proxλf (v) =
v +

√
v2 + 4λ

2
. (6.2)

This example will come up in §6.7.5. For a nonsmooth example, if

f(x) = |x|, then we have that

proxλf (v) =















v − λ v ≥ λ

0 |v| ≤ λ

v + λ v ≤ −λ.
(6.3)

This operation is called soft thresholding and is discussed further in

§6.5.2, which discusses the proximal operator of the ℓ1 norm (a fully

separable function).

Using Moreau decomposition, we can also evaluate the proximal

operators of the conjugates of these functions.

6.1.4 General scalar function

Now we discuss generic methods for evaluating the proximal operator

of a scalar function, which can then be applied elementwise to compute

the proximal operator of any fully separable function.

Localization method. Suppose we only have a subgradient oracle for

f , i.e., suppose we can obtain a subgradient of f at any point in its

domain. We can evaluate proxλf efficiently using a localization method

(see [34, §4.1]) similar (but superior) to bisection.

We begin with the interval [l, u] = dom f (which can be (−∞,∞)).

If v is outside this interval, we return the interval endpoint closest to
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v. (In general, when v 6∈ dom f , proxλf (v) = Πdom f (v).) Otherwise,

the algorithm repeats the following until u − l < ǫ, where ǫ > 0 is a

given tolerance:

1. In the first iteration, let x = v; otherwise, let x = (l + u)/2.

Obtain h ∈ ∂f(x), so

g = h+ (1/λ)(x− v) ∈ ∂ϕ(x),

where ϕ is the full proximal objective.

2. Update the localization interval via

[l, u] := [l, u] ∩






[x− λg, x] g > 0

[x, x− λg] g < 0.

The algorithm proceeds by obtaining a new upper and lower bound on

x⋆ each iteration. Since the interval is reduced by at least 50% each

iteration, it converges in at most ⌈log2(L/ǫ)⌉ iterations, where 2L is

the length of the localization interval [l, u] after the first iteration.

We now show how the bounds are obtained when g > 0; the other

case is similar. If g > 0, then ϕ(z) ≥ ϕ(x) + g(z − x) for all z, so

all z > x are suboptimal, i.e., x is an upper bound on x⋆. The point

z = x − λg is a lower bound because each gz ∈ ∂ϕ(z) is nonpositive.

To see this, let hz ∈ ∂f(z). Because g > 0 and λ > 0, we have z < x,

which implies that hz ≤ h because the subdifferential is monotone. Let

gz = hz + (1/λ)(z − v) ∈ ∂ϕ(z).

Then

hz + (1/λ)(z − v) = hz + (1/λ) (x− λ(h+ (1/λ)(x− v)) − v) ,

and the righthand side is hz−h, which is nonpositive. Thus z is a lower

bound for x⋆.

Guarded Newton method. If f is twice continuously differentiable,

we can use a guarded Newton method to find x⋆. The method starts

with the initial interval [l, u] obtained after the first iteration above, an



6.2. Polyhedra 179

initial value x = (l+u)/2, and a guard parameter value α ∈ [0, 1). The

algorithm is the same as the localization method above, except that in

step 1, we find the next query point via

x := Πα[l,u](x− ϕ′(x)/ϕ′′(x)),

i.e., we project the (pure) Newton update x − ϕ′(x)/ϕ′′(x) onto the

interval α[l, u], where α[l, u] denotes the interval [l, u] scaled by α about

its center:

α[l, u] := [(u+ l)/2 − α(u− l)/2, (u+ l)/2 + α(u− l)/2].

If α = 0, the interval α[l, u] consists only of the midpoint of the next

interval, so this algorithm reduces to the localization method above.

Typically, the Newton method will converge in fewer iterations than

the localization method, but each iteration will be more expensive due

to the more complex computation of the subsequent query point.

6.2 Polyhedra

Here, we consider the case of projection onto a polyhedron; the same

discussion applies to evaluating the proximal operator of a convex

quadratic function restricted to a polyhedron. The polyhedron is given

by a set of linear equalities and inequalities

C = {x ∈ Rn | Ax = b, Cx ≤ d},
where A ∈ Rm×n and C = Rp×n. The projection problem is

minimize (1/2)‖x− v‖2
2

subject to Ax = b, Cx ≤ d.
(6.4)

This problem is a quadratic program; the speed with which this prob-

lem can be solved is determined by n, m, and p, as well as the structure

of A and C. To compute the proximal operator of a convex quadratic

function, restricted to C, we simply add the quadratic objective to the

one in the problem (6.4).

Here, we discuss some simple special cases, but note that there

is a substantial literature on efficient projections onto various kinds

of polyhedra. See, e.g., Bauschke [7, §3.3.6] or Barman et al. [5] for

applications with some more exotic examples.
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6.2.1 Solution via duality

When m and p are both much smaller than n, it is much more efficient

to solve (6.4) via the dual. This corresponds to a case where we want to

project a high-dimensional point onto a polyhedron described by just

a few equalities and inequalities.

The dual function of (6.4) is the concave quadratic

g(ν, η) = −1

2

∥

∥

∥

∥

∥

∥

[

A

C

]T [

ν

η

]

∥

∥

∥

∥

∥

∥

2

2

+

([

A

C

]

v −
[

b

d

])T [

ν

η

]

,

where ν ∈ Rm and η ∈ Rp are dual variables. The dual problem is

maximize g(ν, η)

subject to η ≥ 0.

This is a QP with m+p variables, as opposed to n variables. We recover

the solution of the problem (6.4) as

x⋆ = v −ATλ⋆ − CT ν⋆, (6.5)

where ν⋆ and η⋆ are optimal points for the dual problem.

Gram matrix caching. Under the assumption that n is large but m+p

is modest (say, under 1000 or so), we show how to reduce the solution

of the QP to one large computation that can be easily parallelized. We

first compute the Gram matrix GGT , where

G =

[

A

C

]

∈ R(m+p)×n,

and the vector Gv. These have dimensions (m+p)×(m+p) and (m+p),

respectively; in particular, they are small.

To compute the Gram matrix, we express it as the sum

GGT =
n
∑

i=1

gig
T
i ,

where gi = (ai, ci) ∈ Rm+p. In other words, we compute outer prod-

ucts of vectors in Rm+p independently in parallel, then compute an
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elementwise sum of all these matrices (e.g., via an all-reduce operation

in a distributed implementation). This Gram matrix computation is

done only once. If the matrices involved are dense, this step requires

n(m+ p)2 flops; it is easily parallelized. If the matrices are sparse, the

cost is much less.

Each time we need to evaluate the projection, we first evaluate

Gv. When the matrices involved are dense, this costs n(m+ p) flops, a

savings by a factor ofm+p over the Gram matrix calculation; moreover,

this step, like the Gram matrix calculation, is easily solved in a parallel

implementation via an all-reduce operation. We then solve the dual

QP, expressed as

maximize (ν, η)T (GGT )(ν, η) + (Gv)T (ν, η)

subject to η ≥ 0.

This is a small QP, which can be quickly solved. Finally, reconstructing

x⋆ from λ⋆ and ν⋆ via (6.5) requires n(m+ p) flops (when A and C are

dense); this step is trivially parallelizable.

This approach permits solving (6.4) for more or less arbitrarily large

n, as long as m + p is of modest size. In a serial implementation, the

cost is O(n), but this can be reduced by a factor k with k processors.

6.2.2 Affine set

An affine set is a special case of a polyhedron, for which there is an

analytical expression for the projection. Let C = {x ∈ Rn | Ax = b},

where A ∈ Rm×n. Then

ΠC(v) = v −A†(Av − b),

where A† is the Moore-Penrose pseudoinverse of A [14, §4]. For exam-

ple, if m < n and A has full rank, then this specializes to

ΠC(v) = v −AT (AAT )−1(Av − b).

As in the previous section, we can compute AAT (which is the Gram

matrix) once, and cache its factorization. After this initial work, each

projection costs one multiplication by A and one by AT (and each of

these is easily parallelized).
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As a special case, projection onto the hyperplane C = {x | aTx = b}
is given by

ΠC(v) = v +

(

b− aT v

‖a‖2
2

)

a.

6.2.3 Halfspace

If C = {x | aTx ≤ b} is a halfspace, then

ΠC(v) = v − (aT v − b)+

‖a‖2
2

a,

where (u)+ = max{u, 0}. In other words, we first check whether the

point is in the halfspace, and if not, we project onto the hyperplane

defining the boundary of the halfspace.

6.2.4 Box

Projection onto a box or hyper-rectangle C = {x | l ≤ x ≤ u} also takes

a simple form:

(ΠC(v))k =















lk vk ≤ lk

vk lk ≤ vk ≤ uk

uk vk ≥ uk,

i.e., we threshold the values at the boundary of the box. Here, l and u

may be −∞ or +∞, so the box need not be bounded. For example, for

C = Rn
+, we have

ΠC(v) = v+,

where the positive part operator is taken elementwise. In other words,

to project a vector v onto the nonnegative orthant, each negative com-

ponent of v is replaced with zero. This is a special case of projection

onto a box with l = 0 and u = ∞.

6.2.5 Simplex

In other cases, there are simple iterative methods available. For exam-

ple, to project v ∈ RN onto the probability simplex

C = {z | z ≥ 0, 1T z = 1},
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it follows from the optimality conditions that

ΠC(v) = (v − ν1)+

for some ν ∈ R. We carry out bisection on ν to find the value for which

1T (v−ν1)+ = 1, starting with the initial interval [maxi vi−1,maxi vi].

The function 1T (v − ν1)+ is piecewise linear, with breakpoints at the

values v1, . . . , vn, so once we have localized ν to be between two adjacent

values, we can immediately compute the optimal value ν⋆.

6.3 Cones

Let K be a proper cone with dual cone K∗. The optimality conditions

of the problem

minimize ‖x− v‖2
2

subject to x ∈ K,
with variable x, are given by

x ∈ K, v = x− λ, λ ∈ K∗, λTx = 0,

where λ is the dual variable for the cone constraint. Thus, projecting

a point v onto K decomposes it into the difference of two orthogonal

vectors x and λ, such that x is nonnegative with respect to K and λ

is nonnegative with respect to K∗. (This is an instance of the Moreau

decomposition; see §2.5.)

We can derive many useful properties from the conditions above.

For example, if v ∈ K∗, then ΠK(v) = 0. Next, we give several impor-

tant special cases in which explicit solutions are available.

6.3.1 Nonnegative orthant

For the cone C = Rn
+, we have that

ΠC(v) = v+,

where the nonnegative part operator (·)+ is taken elementwise. Thus,

to project onto Rn
+, we simply replace each negative component of v

with zero. (This is projection onto a box with l = 0 and u = ∞.)
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6.3.2 Second-order cone

The second-order cone C = {(x, t) ∈ Rn+1 | ‖x‖2 ≤ t} is also known as

the quadratic cone or the Lorentz cone. Projection onto it is given by

ΠC(v, s) =















0 ‖v‖2 ≤ −s
(v, s) ‖v‖2 ≤ s

(1/2)(1 + s/‖v‖2)(v, ‖v‖2) ‖v‖2 ≥ |s|.

6.3.3 Positive semidefinite cone

For the cone C = Sn+, we have that

ΠC(V ) =
n
∑

i=1

(λi)+uiu
T
i , (6.6)

where
∑n
i=1 λiuiu

T
i is the eigenvalue decomposition of V . In other

words, to project a symmetric matrix onto the positive semidefinite

cone, we form its eigenvalue expansion and drop terms associated with

negative eigenvalues.

6.3.4 Exponential cone

The exponential cone Kexp ⊂ R3 is given by

Kexp = {(x, y, z) | y > 0, yex/y ≤ z} ∪ {(x, y, z) | x ≤ 0, y = 0, z ≥ 0}.

Its dual cone is

K∗
exp = {(u, v, w) | u < 0, − uev/u ≤ ew} ∪ {(0, v, w) | v ≥ 0, w ≥ 0}.

We can compute the projection v = (r, s, t) of v0 = (r0, s0, t0) ∈ R3

onto Kexp as follows:

1. If v0 ∈ Kexp, then v = v0.

2. If −v0 ∈ K∗
exp, then v = 0.

3. If r0 < 0 and s0 < 0, then v = (r0, (s0)+, (t0)+).
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4. Otherwise, v is the solution to

minimize (1/2)‖v − v0‖2
2

subject to ser/s = t, s > 0.

(The constraint s > 0 cannot be active at the optimal point; it is really

the domain of the constraint function.) This optimization problem can

be solved with a primal-dual Newton method in the following fashion.

Let f(v) = (1/2)‖v − v0‖2
2 and let g(v) = ser/s − t. Then computing

the Newton step involves solving the system
[

∇2f(v) + λ∇2g(v) ∇g(v)

∇g(v)T 0

] [

∆v

∆λ

]

= −
[

∇f(v) + λ∇g(v)

g(v)

]

,

where λ ∈ R is a dual variable. This simplifies to
[

I + λ∇2g(v) ∇g(v)

∇g(v)T 0

] [

∆v

∆λ

]

= −
[

v − v0 + λ∇g(v)

ser/s − t

]

,

where

∇g(v) =







er/s

er/s(1 − r/s)

−1






, ∇2g(v) = er/s







1/s −r/s2 0

−r/s2 r2/s3 0

0 0 0






.

When carrying out the backtracking line search, one should backtrack

either if the usual backtracking condition holds or if s + ∆s < 0; this

enforces the constraint s > 0.

6.4 Pointwise maximum and supremum

6.4.1 Max function

Let f(x) = maxi xi. In epigraph form, we have the equivalent problem

minimize t+ (1/2λ)‖x− v‖2
2

subject to xi ≤ t, i = 1, . . . , n,

with variables x1, . . . , xn ∈ R and t ∈ R. The Lagrangian is

L(x, t, µ) = t+ (1/2λ)‖x− v‖2
2 + µT (x− t1),
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with dual variable µ, and the optimality conditions are

x⋆i ≤ t⋆, µ⋆i ≥ 0, µ⋆i (x
⋆
i−t⋆) = 0, (1/λ)(x⋆i−vi)+µ⋆i = 0, 1Tµ⋆ = 1.

If x⋆i < t⋆, then the third condition implies that µ⋆i = 0, and if x⋆i = t⋆,

the fourth implies that µ⋆i = (1/λ)(vi − t⋆). Because µ⋆i ≥ 0, this gives

µ⋆i = (1/λ)(vi − t⋆)+.

Substituting for µ⋆i in the fifth condition gives

n
∑

i=1

(1/λ)(vi − t⋆)+ = 1.

This equation can be solved for t⋆ by bisection using the initial interval

[mini vi−(1/n),maxi vi]. This is the same equation that must be solved

to project a point on the probability simplex, and the comments there,

such as the fact that that t⋆ can be computed exactly in a finite number

of steps, hold here as well. Once we have t⋆, we recover the solution to

the original problem via

x⋆i = min{t⋆, vi}.
This follows by applying the third and fourth conditions.

Another approach is to note that the max function is the conjugate

of the indicator function of the probability simplex and to then use

Moreau decomposition. (This explains why the same type of equation

arises in both cases.)

6.4.2 Support function

If C is a convex set, then the support function of C is given by

SC(x) = sup
y∈C

yTx.

The conjugate of the support function is the indicator function of the

convex set, so (SC)∗ = IC . By Moreau decomposition, it follows that

proxλSC
(v) = v − λΠC(v/λ).

The following example is due to Vandenberghe [193]. Let

f(x) = x[1] + x[2] + · · · + x[k],
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the sum of the k largest components of x. (It is well-known that f is a

convex function.) The main observation is that f can be expressed as

the support function of the convex set

C = {y | 0 � y � 1, 1T y = k}.

It follows from the result above that the proximal operator of f can

be easily evaluated via projection onto C, which can in turn be carried

out using a method like the one described in §6.2.

6.5 Norms and norm balls

If f = ‖ · ‖ is a (general) norm on Rn, then f∗ = IB, where B is the

unit ball for the dual norm. (This result also follows from §6.4.2 via the

observation that the support function of a unit norm ball is precisely

the dual norm.) By Moreau decomposition, it follows that

proxλf (v) = v − λproxf∗/λ(v/λ) (6.7)

= v − λΠB(v/λ). (6.8)

Thus, there is a close connection both between the proximal operator

of a norm and its dual norm as well as between proximal operators of

norms and projection operators onto unit norm balls.

6.5.1 Euclidean norm

For example, let f = ‖ · ‖2, the Euclidean norm in Rn. It is intuitively

obvious that we can project onto the Euclidean unit ball B as follows:

ΠB(v) =







v/‖v‖2 ‖v‖2 > 1

v ‖v‖2 ≤ 1.

In other words, if the point is outside the ball, we simply scale it to

have unit Euclidean norm. It then follows that

proxλf (v) = (1 − λ/‖v‖2)+v =







(1 − λ/‖v‖2)v ‖v‖2 ≥ λ

0 ‖v‖2 < λ.

This operator is sometimes called block soft thresholding.
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6.5.2 ℓ1 and ℓ∞ norms

Similarly, we know that the unit ball B of the ℓ∞ norm is a box, so as

discussed in §6.2, it is very easy to project onto:

(ΠB(v))i =















1 vi > 1

vi |vi| ≤ 1

−1 vi < −1.

Since the ℓ∞ norm is the dual norm of the ℓ1 norm, this also tells us

how to evaluate the proximal operator of f = ‖ · ‖1, i.e., via

(proxλf (v))i =















vi − λ vi ≥ λ

0 |vi| ≤ λ

vi + λ vi ≤ −λ.

This is known as the (elementwise) soft thresholding operator and can

be expressed more compactly as

proxλf (v) = (v − λ)+ − (−v − λ)+. (6.9)

An alternate derivation was given in §6.1.3.

It is a little less straightforward to evaluate the proximal operator

of the ℓ∞ norm or, equivalently, to project onto the ℓ1 ball. If B is the

unit ℓ1 ball, then the projection onto B is given by the soft thresholding

operator above, except that λ is not given in advance: If ‖v‖1 ≤ 1, then

λ = 0, and otherwise, we need to compute λ as the solution of

n
∑

i=1

(|vi| − λ)+ = 1.

Alternatively, the proximal operator of the ℓ∞ norm can be evalu-

ated using a technique similar to the one in §6.4.1. In both cases, the

main computational work involves solving an equation similar to the

one above, often via bisection. Despite no closed form solution being

available, this can be carried out very quickly. Other algorithms for

projecting onto the ℓ1 ball are discussed in [76].
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6.5.3 Elastic net

These examples can also be combined or extended in various ways. For

example, elastic net regularization is the function

f(x) = ‖x‖1 + (γ/2)‖x‖2
2

where γ > 0, i.e., a linear combination of an ℓ1 penalty and a quadratic

penalty [207]. This function has a simple proximal operator:

proxλf (v) =

(

1

1 + λγ

)

proxλ‖·‖1
(v),

i.e., soft thresholding followed by multiplicative shrinkage.

6.5.4 Sum of norms

Another important case is sum-of-norms regularization. Let

f(x) =
∑

g∈G

‖xg‖2,

where G is a partition of [n]. Then it is easy to see that

(proxλf (v))g =

(

1 − λ

‖vg‖2

)

+

vg

for all g ∈ G. This function is sometimes known as a ℓ1/ℓ2 norm or

as a group lasso penalty, and the corresponding proximal operator is

sometimes called block soft thresholding.

It can also be useful to consider cases in which the groups in G can

overlap, so G is a cover of [n] rather than a partition. For instance,

when G is tree-structured, meaning that either two groups g, g′ ∈ G are

disjoint or one is a subset of the other, the proximal operator can still

be evaluated in linear time, as discussed in [109, 4].

6.5.5 Matrix norms

Finally, we mention that there are also efficient and, in some cases,

closed-form expressions for proximal operators of matrix norms (and

projections onto their unit balls). These examples are best discussed in

the general setting of matrix functions covered in §6.7.
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6.6 Sublevel set and epigraph

In this section, we consider the problem of projecting onto a sublevel

set or the epigraph of a closed proper convex function. We show how

these projection operators are related to the proximal operator of f (or

a function closely related to f).

6.6.1 Sublevel set

The t-sublevel set of f is

S = {x ∈ Rn | f(x) ≤ t},

which we assume is nonempty. We assume that v /∈ S, meaning that

f(v) > t, where v is the point to be projected; otherwise, the projection

is trivially ΠS(v) = v. The projection onto S can be computed using

standard methods. Here, we show how to express the projection onto

S using the proximal operator of f .

The optimality conditions for the projection are

0 ∈ x− v + λ∂f(x), f(x) = t, λ > 0.

The first condition says that ΠS(v) = proxλf (v), where, by the second

and third conditions, λ > 0 satisfies

f(proxλf (v)) = t.

We can find λ by bisection since the lefthand side is decreasing in λ. In

other words, we can project onto S by evaluating the proximal operator

of f , but we first need to find the parameter λ of the proximal operator.

6.6.2 Epigraph

Other than using a general purpose solver to project onto the epigraph,

we have two characterizations of the projection. First, in general,

Πepi f (v, s) = (x, f(x)),

where x is the unique solution of

v ∈ x+ (f(x) − s)∂f(x).
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Depending on f , this inclusion may or may not be easy to solve.

A second characterization is that

Πepi f (v, s) = (x, t),

where

x = proxg(v), t = max{f(x), s},
and g is given by g(v) = (f(v) − s)2

+.

6.7 Matrix functions

We discuss two types of matrix functions: entrywise functions and ma-

trix functions that can be viewed as vector functions of the eigenvalues

or singular values of the matrix. Both these cases use proximal opera-

tors of corresponding vector functions as a building block, and together

they cover most matrix functions of interest.

6.7.1 Elementwise functions

The first case is trivial. An entrywise matrix function treats a matrix

A ∈ Rm×n as a vector in Rmn and then uses a corresponding vector

function; the proximal operator is then the same as that of the vector

function. For example, the entrywise ℓ1 norm of a matrix A is

‖A‖1 =
m
∑

i=1

n
∑

j=1

|aij |,

and its proximal operator is elementwise soft thresholding. The entry-

wise ℓ2 norm (the Frobenius norm) is similarly easy to handle.

6.7.2 Orthogonally invariant functions

The second case is conceptually simple but requires introducing several

definitions; these results are based on those of Lewis [125, 126, 128],

with some results tracing back to Davis [68].

A function F : Rm×n → R is orthogonally invariant if

F (V XU) = F (X)
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for all X ∈ Rm×n, U ∈ Rn×n, and V ∈ Rm×m, where U and V are

orthogonal matrices. This implies, for example, that

F (X) = F (diag(σs(X))),

where the singular value map σs : Rm×n → Rmin{m,n} is the function

that takes a matrix in Rm×n and returns a vector of its singular values

in nonincreasing order.

It turns out that F is orthogonally invariant if and only if F = f◦σs,
where f is absolutely symmetric, meaning that f(Qx) = f(x) for all

x ∈ Rp and any signed permutation matrix Q, i.e., a matrix in which

each row and each column has exactly one nonzero entry in {−1,+1}.

Many properties of F can be derived from the corresponding properties

of f ; this is sometimes known as the transfer principle. For example,

F is convex if and only if f is convex. Moreover, the subdifferential of

a convex orthogonally invariant function is given by

∂F (X) = {V diag(µ)U | µ ∈ ∂f(σs(X))},

where X = V diag(σs(X))U is the singular value decomposition of X.

In other words, we compute a subgradient of f at the singular value

vector of X and then left and right multiply by V and U , respectively.

This implies that

proxλF (A) = V diag(proxλf (σs(A)))U, (6.10)

i.e., we can evaluate the proximal operator of F by carrying out a

singular value decomposition of A and evaluating the proximal operator

of the corresponding absolutely symmetric function f at σs(A).

Very similar results hold for functions F : Sn → R of symmetric

matrices satisfying F (UXUT ) = F (X) for all X and all orthogonal U ;

such functions are called spectral functions. For instance, each spectral

function F can be represented as f ◦ σ, where f : Rn → R is a sym-

metric function and the spectral map σ takes a symmetric matrix and

returns a vector of its eigenvalues in nonincreasing order. We have that

proxλF (A) = U diag(proxλf (σ(A)))UT (6.11)

for any convex spectral function F , where A = U diag(σ(A))UT is the

eigendecomposition of A.
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A closely related issue is to consider projections onto spectral sets

in Sn, which have the form σ−1(S) for any symmetric set S ⊆ Rn. If

F is a spectral function, then domF is a spectral set, and σ−1(S) is

convex if and only if S is. Following (6.11), if S ⊆ Rn is a symmetric

convex set, then projection onto T = σ−1(S) is given by

ΠT (A) = U diag(ΠS(σ(A)))UT . (6.12)

In other words, the effort involves computing the eigendecomposition

of the argument and projecting the spectrum onto S ⊆ Rn.

6.7.3 Matrix norms

Evaluating the proximal operator of orthogonally invariant matrix

norms is now straightforward. For example, the Schatten p-norm of

A ∈ Rm×n is simply ‖σs(A)‖p, the ℓp norm of its singular values. Spe-

cial cases include the trace norm or nuclear norm (p = 1), the Frobenius

norm (p = 2), and the spectral norm (p = ∞).

It is straightforward to evaluate the proximal operator of a Schatten

p-norm by building on the previous discussion. For example, if F is the

nuclear norm (the ℓ1 norm of the singular values), then

proxλF (A) =
n
∑

i=1

(σi − λ)+uiv
T
i , (6.13)

where A =
∑n
i=1 σiuiv

T
i is the singular value decomposition of A. This

operation is called singular value thresholding since we soft threshold

the singular values rather than the entries.

Another kind of orthogonally invariant norm is the Ky Fan k-norm,

which is the sum of the k largest singular values of a matrix. We can

evaluate its proximal operator by combining (6.10) with §6.4.2.

6.7.4 Projections onto spectral sets

It is easy to see that Sn+ = σ−1(Rn
+), which lets us extend results from

Rn
+ to Sn+. Thus, we can project A ∈ Sn onto Sn+ by projecting σ(A)

onto Rn
+; this is exactly (6.6), which we discussed previously.

As another example, we can project onto the convex spectral set

T = {X � 0 | TrX = 1},
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where X � 0 means that X is positive semidefinite, via a projection

onto the probability simplex S, since T = σ−1(S).

Finally, the unit ball B of the spectral norm is precisely σ−1(B′),

where B′ is the unit ℓ∞ ball in Rn. This gives that

ΠB(A) =
n
∑

i=1

max{di, 1}uiuTi , (6.14)

where A =
∑n
i=1 diuiu

T
i is the eigenvalue decomposition of A. Thus,

we can project a matrix onto B by thresholding its eigenvalues to have

(absolute) magnitude at most 1. (We can also relate results like (6.14)

to results like (6.13) via (6.8), as in the vector case.)

6.7.5 Log barrier

Consider the spectral function F (A) = − log detA. In this case, the

corresponding f is simply the usual log barrier function, given by

f(x) = −
n
∑

i=1

log xi.

It is easy to see that this function is separable down to the component

and that its proximal operator is given by

(proxλf (v))i =
vi +

√

v2
i + 4λ

2
(6.15)

for i = 1, . . . , n (see (6.2)). This implies that the proximal operator of

F can be evaluated by applying (6.15) to the spectrum of A.

6.8 Notes and references

Many, though not all, of the examples in this chapter are well-known

in the literature; see, e.g., Vandenberghe [193], Bauschke [7, §3.3],

Bauschke and Combettes [10, chapter 28], Combettes and Pesquet [61],

Zarantonello [203], and Boyd and Vandenberghe [33].

Many of the results on norms, especially the ℓ1 norm and variants,

come from the statistical and machine learning literature. See, for ex-

ample, references on the lasso [182], soft thresholding [74], group lasso
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[201], sum-of-norms regularization [156], the CAP family of penalties

[206], ℓ1 trend filtering [114], covariance selection [71], sparse recovery

[43], basis pursuit [56], Huber loss [105], singular value thresholding

[45], and sparse graph selection [138].

There is a vast literature on projection operators and proximal op-

erators for more exotic sets and functions. For a few representative

examples, see, e.g., [99, 167, 146, 180, 13]. We also highlight the pa-

per by Chiercia et al. [57], which explores the connection between the

proximal operator of a function and the projection onto its epigraph.

The material on orthogonally invariant matrix functions, spectral

functions, and spectral sets is less widely known, though the literature

on unitarily invariant matrix norms is classical and traces back at least

to von Neumann in the 1930s.

The results used on spectral sets and functions are closely related

to a general transfer principle: various properties of functions or sets

in Rn can be ‘transferred’ to corresponding properties of functions or

sets in Sn; see, e.g., [68, 63, 64, 65, 127, 179]. For general background

on this area, also see, e.g., [195, 87, 125, 126, 128, 69].
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Examples and Applications

In this chapter we illustrate the main ideas we have discussed with

some simple examples. Each example starts with a practical problem

expressed in its natural form. We then show how the problem can be

re-formulated in a canonical form amenable to one or more proximal

algorithms, including, in some cases, parallel or distributed algorithms.

All the experiments were run on a machine with one (quad-core)

Intel Xeon E3-1270 3.4 GHz CPU and 16 GB RAM running Debian

Linux. The examples were run with MATLAB version 7.10.0.499. The

source code for all the numerical examples is online at our website.

7.1 Lasso

The lasso problem is

minimize (1/2)‖Ax− b‖2
2 + γ‖x‖1

with variable x ∈ Rn, where A ∈ Rm×n, and γ > 0. The problem

can be interpreted as finding a sparse solution to a least squares or

linear regression problem or, equivalently, as carrying out simultaneous

variable selection and model fitting.

196
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7.1.1 Proximal gradient method

We refer here only to the basic version of the method, but everything

also applies to the accelerated version.

Consider the splitting

f(x) = (1/2)‖Ax− b‖2
2, g(x) = γ‖x‖1, (7.1)

with gradient and proximal operator

∇f(x) = AT (Ax− b), proxγg(x) = Sγ(x),

where Sλ is the soft-thresholding operator (6.9). Evaluating ∇f(x) re-

quires one matrix-vector multiply by A and one by AT , plus a (negligi-

ble) vector addition. Evaluating the proximal operator of g is neglible.

Thus, each iteration of the proximal gradient method requires one

matrix-vector multiply by A, one matrix-vector multiply by AT , and a

few vector operations. The proximal gradient method for this problem

is sometimes called ISTA (iterative shrinkage-thresholding algorithm),

while the accelerated version is known as FISTA (fast ISTA) [17].

There are ways to improve the speed of the basic algorithm in a

given implementation. For example, we can exploit parallelism or dis-

tributed computation by using a parallel matrix-vector multiplication;

see, e.g., [92, 70, 29]. (The vector operations are trivially parallelizable.)

In special cases, we can improve efficiency further. If n ≪ m, we can

precompute the Gram matrix ATA ∈ Sn+ and the vector AT b ∈ Rn.

The original problem is then equivalent to the (smaller) lasso problem

minimize (1/2)‖Ãx− b̃‖2
2 + γ‖x‖1,

where Ã = (ATA)1/2 and b̃ = AT b. (The objectives in the two problems

differ by a constant.) This problem is small and can be solved very

quickly: when n ≪ m, all the work is in computing the Gram matrix

ATA (and AT b), which is now done only once.

These computations are also parallelizable using an all-reduce

method, since each can be expressed as a sum over the rows of A:

ATA =
m
∑

i=1

aia
T
i , AT b =

m
∑

i=1

aTi b,
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where aTi are the rows of A. This also means, for example, that they

can be computed only keeping a single ai ∈ Rn in working memory at

a given time, so it is feasible to solve a lasso problem with extremely

large m on a single machine, as long as n is modest.

Another common situation in which a further efficiency improve-

ment is possible is when the lasso problem is to be solved for many

values of γ. For example, we might solve the problem for 50 values of

γ, log spaced on the interval [0.01γmax, γmax], where γmax = ‖AT b‖∞

is the critical value of γ above which the solution is x⋆ = 0.

A simple and effective method in this case is to compute the so-

lutions in turn, starting with γ = γmax, and initializing the proximal

gradient algorithm from the value of x⋆ found with the previous, slightly

larger, value of γ. This general technique of starting an iterative algo-

rithm from a solution of a nearby problem is called warm starting. The

same idea works for other cases, such as when we add or delete rows

and columns of A, corresponding to observing new training examples

or measuring new features in a regression problem. Warm starting can

thus permit the (accelerated) proximal gradient method to be used in

an online or streaming setting.

7.1.2 ADMM

To apply ADMM, we use the same splitting (7.1). Since f is quadratic,

evaluating its proximal operator involves solving a linear system, as

discussed in §6.1.1. We can thus apply the previous tricks:

• If a direct method is used to solve the subproblem, we can use fac-

torization caching. This does mean, however, that the parameter

λ must be kept fixed.

• If an iterative method is used, we can warm start the method at

the previous proximal gradient iterate. In addition, we can use

a loose stopping tolerance in the early iterations and tighten the

tolerance as we go along. This amounts to evaluating the proximal

operator of f or g approximately. (This simple variation on the

basic method can be shown to work.)
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Table 7.1: Comparing algorithms for solving the lasso. The error columns give the
absolute and relative errors of the solutions x⋆ compared to the true solution found
by CVX.

Method Iterations Time (s) p⋆ Error (abs) Error (rel)

CVX 15 26.53 16.5822 — —
Proximal gradient 127 0.72 16.5835 0.09 0.01
Accelerated 23 0.15 16.6006 0.26 0.04
ADMM 20 0.07 16.6011 0.18 0.03

• If n ≪ m, we can precompute ATA and AT b (possibly in parallel

fashion) to reduce the size of the problem.

7.1.3 Numerical examples

We consider a small, dense instance of the lasso problem where the

feature matrix A ∈ Rm×n has m = 500 examples and n = 2500 fea-

tures and is dense. We compare solving this problem with the proximal

gradient method, the accelerated proximal gradient method, ADMM,

and CVX (i.e., transforming to a symmetric cone program and solving

with an interior-point method).

We generate the data as follows. We first choose Aij ∼ N (0, 1) and

then normalize the columns to have unit ℓ2 norm. A ‘true’ value xtrue ∈
Rn is generated with around 100 nonzero entries, each sampled from an

N (0, 1) distribution. The labels b are then computed as b = Axtrue +v,

where v ∼ N (0, 10−3I), which corresponds to a signal-to-noise ratio

‖Axtrue‖2
2/‖v‖2

2 of around 200.

We solve the problem with regularization parameter γ = 0.1γmax,

where γmax = ‖AT b‖∞ is the critical value of γ above which the solution

of the lasso problem is x = 0. We set the proximal parameter λ = 1

in all three proximal methods. We set the termination tolerance to

ǫ = 10−4 for the relevant stopping criterion in each of the methods. All

variables were initialized to zero.

In ADMM, since A is fat (m < n), we apply the matrix inversion

lemma to (ATA + (1/λ)I)−1 and instead factor the smaller matrix

I + λAAT , which is then cached for subsequent x-updates.
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Figure 7.1: Objective values versus iteration for three proximal methods for a lasso
problem. The dashed line gives the true optimal value. The ADMM objective values
can be below the optimal value since the iterates are not feasible.

Table 7.1 gives the iterations required, total time, and final error

for (accelerated) proximal gradient and ADMM. Figure 7.1 shows the

objective value versus iteration k. (The objective values in ADMM

can be below the optimal value since the iterates are not feasible, i.e.,

xk 6= zk.) We refer the reader to [32, 158] for additional examples.

7.2 Matrix decomposition

A generic matrix decomposition problem has the form

minimize ϕ1(X1) + γ2ϕ2(X2) + · · · + γNϕN (XN )

subject to X1 +X2 + · · · +XN = A,
(7.2)

with variables X1, . . . , XN ∈ Rm×n, where A ∈ Rm×n is a given data

matrix and γi > 0 are trade-off parameters. The goal is to decompose a
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given matrix A into a sum of components Xi, each of which is ‘small’ or

‘simple’ in a sense described by the corresponding term ϕi. Problems

of this type show up in a variety of applications and have attracted

substantial recent interest; see, e.g., [46, 52, 51, 131, 53, 176, 132].

We catalogue here some possibilities for the objective terms, which

we also refer to as ‘penalties’:

• Squared Frobenius norm. ϕ(X) = ‖X‖2
F =

∑

i,j X
2
ij . This penalty

is a traditional least squares measure and encourages the entries

in X to be small.

• Entrywise ℓ1 norm. ϕ(X) = ‖X‖1 =
∑

i,j |Xij |. This norm en-

courages X to be sparse (by serving as a convex surrogate for the

number of nonzero entries in X).

• Sum-column-norm. ϕ(X) =
∑

j ‖xj‖2, where xj is jth column of

X. This penalty encourages column sparsity in X, i.e., choosing

X with many zero columns. There is a corresponding row version.

These can be interpreted as group lasso regularization (see §6.5.4)

in which the groups are the rows or columns of the matrix.

• Elementwise constraints. In many cases, we want to constrain

some or all entries to lie in some set, i.e., Xij ∈ Cij . For instance,

we may want to fix certain entries of the matrix to known values.

This can be used to, e.g., require X to be diagonal (if X is square)

or to follow some fixed sparsity pattern. Another example is the

box constraint Xij ∈ [lij , uij ]; a common special case is to require

Xij ≥ 0.

• Separable convex function. Several of the previous items are sim-

ply examples of fully separable convex functions

ϕ(X) =
m
∑

i=1

n
∑

j=1

ϕij(Xij),

where ϕij : R → R ∪ {+∞} is closed proper convex and may be

extended-valued (i.e., embed constraints). We could also consider

functions of subblocks of the matrix, as in the case of the sum-

column-norm and sum-row-norm.



202 Examples and Applications

• Semidefinite cone constraint. If X is a symmetric matrix, we may

constrain X � 0, so ϕ(X) = ISn
+

(X).

• Nuclear norm. ϕ(X) = ‖X‖∗ encourages X to be low rank (by

serving as a convex surrogate for the nonconvex rank function).

It can be viewed as the ℓ1 norm of the singular values.

Decomposition problems involving sparse and low rank matrices

have been of particular interest; see, e.g., [52, 48]. For example, with

ϕ1 = ‖ · ‖2
F , ϕ2 = ‖ · ‖1, ϕ3 = ‖ · ‖∗,

the problem (7.2) is to decompose a given matrix into a sum of a matrix

with small entries, a sparse matrix, and a low rank matrix. Eliminating

X1 using X1 = A − (X2 + X3), the matrix decomposition problem is

equivalent to the unconstrained problem

minimize ‖A− (X2 +X3)‖2
F + γ2‖X2‖1 + γ3‖X3‖∗,

with variables X2 and X3. This matrix decomposition problem can be

viewed as finding a good least squares approximation of A as a sum

of a sparse (X2) and a low rank (X3) matrix. This problem is also

closely related to robust principal components analysis [46]. For more

discussion of the proximal operator of the nuclear norm, see, e.g., [47].

7.2.1 ADMM algorithm

We give a generic method to solve (7.2) based on exchange (see §5.3)

and ADMM. Consider the splitting

f(X) =
N
∑

i=1

ϕi(Xi), g(X) = IC(X),

where X = (X1, . . . , XN ) and

C = {(X1, . . . , XN ) | X1 + · · · +XN = A}.
The algorithm requires two types of operations: evaluating the proximal

operator of each ϕi and projecting onto C. The latter set is similar to

the equilibrium set (5.11) and so has a simple projection operator:

ΠC(X1, . . . , XN ) = (X1, . . . , XN ) −X + (1/N)A,
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Table 7.2: Comparing CVX and ADMM for solving a matrix decomposition problem.

Method m n Iterations Time (s)
CVX 10 30 15 1.11
ADMM 10 30 45 0.02
CVX 20 50 17 2.54
ADMM 20 50 42 0.03
CVX 40 80 20 108.14
ADMM 40 80 36 0.07
ADMM 100 200 38 0.58
ADMM 500 1000 42 35.56

where X is the entrywise average of X1, . . . , XN . This can be obtained

from the projection onto (5.11) (de-meaning) via (2.2): if D = z + C,

where C and D are closed convex sets, then ΠD(v) = z + ΠC(v − z).

The final algorithm looks as follows:

Xk+1
i := proxλϕi

(Xk
i −X

k
+ (1/N)A− Uk)

Uk+1 := Uk +X
k+1 − (1/N)A,

which is a minor variation on the exchange ADMM algorithm (5.12).

Each iteration involves evaluating the proximal operator for each ob-

jective term (independently in parallel), plus some very simple entry-

wise matrix operations. Some of the proximal operators also involve

entrywise operations (e.g., soft thresholding) while some may require

computing the singular value decomposition of the argument.

7.2.2 Numerical example

We consider the example problem described above for a few different

sizes of m and n. We generate the data as follows. We chose A =

L + S + V , where L is a rank 4 matrix, S is a sparse matrix, and

V is a dense noise matrix. The matrix L is generated as L = L1L2

with L1 ∈ Rm×4 and L2 ∈ R4×n, where entries in both L1 and L2

were sampled independently from N (0, 1). The matrix S was generated

with density 0.05, with each nonzero entry sampled uniformly from

{−10, 10}. Each entry in V was sampled from N (0, 10−3).
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We set γ2 = 0.15γmax
2 and γ3 = 0.15γmax

3 , where γmax
2 is the entry-

wise ℓ∞ norm of A and γmax
3 is the spectral norm of A. These values are

the values above which the optimal values of X2 and X3, respectively,

are zero. We take proximal parameter λ = 1.

Table 7.2 gives a summary of the computation required to solve the

different problem instances. The larger instances were solved only with

ADMM, since CVX would take too long or fail. Some comments:

• The problem sizes are nontrivial; e.g., the 500×1000 instance has

1,500,000 variables and 500,000 equality constraints.

• In all the examples, the differences between the Xi found by

ADMM and CVX were on the order of 0.01, measured in Frobe-

nius norm. (The stopping tolerances could be tightened if needed;

we used a modest tolerance of 10−4, as in the previous example.)

• Though not relevant to simply solving the optimization problem,

the solutions did well in the small instances and perfectly in the

larger instances at estimating the rank of L and support of S. For

example, the solution in the 40 × 80 example was perfect (rank 4

in L and X3 and 156 nonzero entries in S and X2).

• In ADMM, the final values of X2 and X3 are actually sparse and

low rank, respectively, rather than only approximately so. By

contrast, it is necessary to threshold entries and singular values

of the X2 and X3 provided by CVX, respectively, after the fact.

• The cost of an ADMM iteration is effectively the cost of comput-

ing the (full) SVD of an m × n matrix. In addition, the number

of iterations taken by ADMM does not necessarily increase in m

and n. Thus, one could solve even some huge problems with 50

SVDs, at least to modest precision.

7.3 Multi-period portfolio optimization

Let xt ∈ Rn denote the holdings of a portfolio of n assets at time pe-

riod t, with t = 1, . . . , T . The entry (xt)i denotes the amount of asset

i held in period t, considered as a real number, with a negative value
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indicating a short position. (These numbers can represent numbers of

shares, dollar value of shares, or fractions of a total portfolio.) The

initial portfolio x0 is given. The goal is to find x1, . . . , xT to minimize

two costs: a risk-adjusted negative return and a transaction cost. We

may also include additional constraints, such as a long-only constraint

xt ≥ 0, requiring the final position to be zero (xT = 0), or a normal-

ization or ‘budget’ constraint 1Txt = 1, e.g., when xt represents the

portfolio fractions invested in each asset.

The multi-period portfolio optimization problem is

minimize
∑T
t=1 ft(xt) +

∑T
t=1 gt(xt − xt−1), (7.3)

where ft is the risk-adjusted negative return in period t and gt is the

transaction cost function. (The transaction cost term gt(xt−xt−1) rep-

resents the cost of moving the portfolio to xt from xt−1.) We assume

that ft and gt are closed proper convex and that gt are fully separable,

i.e., the transaction cost in any period is the sum of the transaction

costs for each asset. The variables in the multi-period portfolio problem

(7.3) are the sequence of positions x1, . . . , xT ; the data are x0 and the

functions ft and gt. We let X = [x1 · · ·xT ] ∈ Rn×T denote the matrix

that gives the portfolio sequence.

Infinite values of the ft and gt impose constraints or limits on the

portfolio holdings and the trades, respectively. The stage cost typically

contains a quadratic risk term, a linear term that represents negative

expected return, and constraints, such as a long-only constraint.

Consider the splitting

f(X) =
T
∑

t=1

ft(xt), g(X) =
T
∑

t=1

gt(xt − xt−1),

i.e., we put the stage costs in one term and the transaction costs in

the other. The function f is separable across the columns of X and the

function g is separable across the rows of X (since the functions gt are

fully separable by assumption).

Evaluating the proximal operator of f is done by solving (in paral-

lel) T single-period portfolio optimization problems

minimize ft(xt) + (1/2λ)‖xt − vt‖2
2,
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for t = 1, . . . , T . (The proximal regularization term can be viewed as

an additional quadratic risk and expected return for each asset.)

The proximal operator of g can be found by solving n portfolio

sequence problems in parallel, one for each asset i:

minimize
∑T
t=1

(

gt,i(xt,i − xt−1,i) + (1/2λ)‖xt,i − vt,i‖2
2

)

,

with T variables x1,i, . . . , xT,i. These problems can be interpreted as

optimizing the schedule of buying and selling asset i, trading off trans-

action cost incurred by the buying and selling with matching a desired

sequence of positions vt,i. These sequence problems can be solved effi-

ciently, in order O(T ) operations, by any method that can exploit the

very specific structure that each variable xt,i appears in terms with

only its time neighbors xt+1,i and xt−1,i; see, e.g., [33, §C.2].

7.3.1 Numerical example

We consider an example with stage cost

ft(u) = −µTu+(γ/2)uTΣu+I(u ≥ 0)+I(1Txt = 1), t = 1, . . . , T−1,

where the first term is the negative return, the second is the risk, and

the third is a long-only constraint. The initial holding is x0 = 0, and

we require that the final position is zero, i.e., fT (u) = I(u = 0). The

transaction cost term is

gt(u) = κT |u|3/2, t = 1, . . . , T.

where the absolute value and 3/2-power are taken elementwise and

κ > 0 is a vector of transaction cost coefficients. For simplicity, the

stage cost and transaction cost functions do not depend on t (except

for the final portfolio constraint).

We refer to the solution of the static allocation problem

minimize −µTx+ (γ/2)xTΣx

subject to x ≥ 0, 1Tx = 1

as xstatic, the optimal portfolio in the absence of transaction costs. The

solution of the multiperiod portfolio problem will slowly build up a

portfolio (so as to avoid excessive transcation costs), heading toward
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Figure 7.2: Time series of ℓ1 deviation from xstatic.
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Figure 7.4: Convergence to optimality in finance example.

the optimal static portfolio, and near the end will sell its holdings over

several periods (again, to avoid excessive transaction costs).

The instance we consider has n = 20 assets and T = 15 periods,

for a total of 300 variables. The risk and return data are chosen ran-

domly, and κ is chosen uniformly at random from [0, 20]n. We use a

risk aversion parameter of γ = 1 and use the ADMM parameter λ = 1.

Figure 7.2 shows ‖x⋆t −xstatic‖1 versus t. It shows that the portfolio

builds up over first 4 or 5 periods, holds for around 5 periods within

around 5% of xstatic, and then liquidates over the remaining 5 periods.

Figure 7.3 shows the optimal holdings x⋆t versus t. The solution invests

most in assets with high positive returns (accounting for possibly higher

risk levels) and does not invest in negative or low return assets. We see

that in some cases, it quickly builds up a position in a certain asset and

then reduces the position over time; this happens because it wishes to

fully invest as soon as possible, and it chooses to enter positions that
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are relatively cheap to get into. It then reduces its positions in worse

assets over time as it builds up larger positions in better assets.

This problem instance is very small and our implementation focused

on readability, so we do not report detailed timing information; for ref-

erence, we show convergence to the optimal value in Figure 7.4. This

problem instance, of course, could be easily solved on a single machine.

We refer the reader to O’Donoghue et al. [155] for a much more de-

tailed discussion of using ADMM for problems of this type. They also

include experiments with highly tuned implementations and on very

large problem instances. See Boyd et al. [31] for further discussion of

multi-period investment problems.

7.4 Stochastic optimization

The stochastic optimization problem has the form

minimize
∑K
k=1 πkf

(k)(x),

where π ∈ RK
+ is a probability distribution, i.e., 1Tπ = 1. The su-

perscript k can be interpreted as indexing a scenario, so f (k) is the

closed proper convex objective function for scenario k. Considering the

scenario s as a discrete random variable with distribution π, the prob-

lem is to minimize E f (s)(x), i.e., to minimize the average objective

value, where the average is taken over the various scenarios that could

possibly occur.

This problem is simply that of minimizing an additive function.

Following §5.2, we solve this problem by putting it into consensus form:

We replace the variable x with new local variables x(1), . . . , x(K), replace

the objective with the separable function

K
∑

k=1

πkf
(k)(x(k)),

and add a consensus constraint

x(1) = · · · = x(K).

We then apply the consensus ADMM method of §5.2. In each iteration,

we evaluate the proximal operator of the objective for each scenario
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(independently in parallel), then average the local solutions x(k) for

each scenario together.

7.5 Robust and risk-averse optimization

In robust optimization, we have K scenarios as in stochastic optimiza-

tion, but instead of minimizing the expected value (average) of the

objective, we minimize the maximum (‘worst-case’) objective:

minimize maxk=1,...,K f
(k)(x),

with variable x ∈ Rn. This is also called a minimax problem.

A more general form of the problem is

minimize ϕ
(

f (1)(x), . . . , f (K)(x)
)

, (7.4)

where ϕ is a convex nondecreasing function. This form includes stochas-

tic optimization (with ϕ(u) = πTu) and robust optimization (with

ϕ(u) = maxk uk) as special cases. Another interesting case is

ϕ(u) = (1/η) log (π1 exp ηu1 + · · · + πK exp ηuK) ,

which gives risk-averse optimization [198], where η > 0 is a risk aver-

sion parameter and the parameters πk are probabilities. The name can

be justified by the expansion of ϕ in the parameter η:

ϕ(u) = Eu+ η var(u) + o(η),

where var(u) is the variance of u (under the probabilities πk).

7.5.1 Method

We turn to solving the general form problem (7.4). We put the problem

in epigraph form, replicate the variable x and the epigraph variable t,

and add consensus constraints, giving

minimize ϕ(t(1), . . . , t(k))

subject to f (k)(x(k)) ≤ t(k), k = 1, . . . ,K

x(1) = · · · = x(k).

This problem has (local) variables x(1), . . . , x(K) and t(1), . . . , t(K). We

split the problem into two objective terms: the first is

ϕ(t(1), . . . , t(k)) + IC(x(1), . . . , x(K)),
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where C is the consensus set, and the second is

K
∑

k=1

Iepi f (k)(x(k), t(k)).

We refer to the first term as f and the second as g, as usual, and will

use ADMM to solve the problem.

Evaluating the proximal operator of f splits into two parts that

can be carried out independently in parallel. The first is evaluating

proxϕ and the second is evaluating ΠC (i.e., averaging). Evaluating

proxϕ when ϕ is the max function (robust optimization) or log-sum-

exp function (risk-averse optimization) is discussed in §6.4.1 and §6.1.2,

respectively. Evaluating the proximal operator of g splits into K parts

that can be evaluated independently in parallel, each of which involves

projection onto epi f (k) (see §6.6.2).

7.6 Stochastic control

In stochastic control, also known as optimization with recourse, the

task is to make a sequence of decisions x0, . . . , xT ∈ Rn. In between

successive decisions xt−1 and xt, we observe a realization of a (discrete)

random variable ωt ∈ Ω; the ωt are independent random variables with

some known distribution on Ω. The decision xt can depend on the re-

alized values of ω1, . . . , ωt but not on the future values ωt+1, . . . , ωT ;

the first decision x0 is made without knowledge of any random out-

comes. The constraints that reflect that decisions are made based only

on what is known at the time are known as causality constraints or the

information pattern constraint.

A policy ϕ1, . . . , ϕT gives the decisions as a function of the outcomes

on which they are allowed to depend:

xt = ϕt(ω1, . . . , ωt), ϕt : Ωt−1 → Rn.

(We can think of x0 = ϕ0, where ϕ0 is a function with no arguments,

i.e., a constant.) The policies ϕt are the variables in the stochastic con-

trol problem; they can be (finitely) represented by giving their values

for all values of the random arguments. In other words, ϕt is represented
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by |Ω|t vectors in Rn. To specify the full policy, we must give

T
∑

t=0

|Ω|t =
|Ω|T+1 − 1

|Ω| − 1

vectors in Rn. (This is practical only for T small and |Ω| quite small,

say, when the number above is no more than a thousand.)

The objective to be minimized is

Eφ(x0, . . . , xT , ω1, . . . , ωT ),

where φ : RnT+1 × ΩT is closed proper convex in its continuous ar-

guments x0, . . . , xT for each value of the argument ω1, . . . , ωT . The

expectation is over ω1, . . . , ωT ; it is a finite sum with |Ω|T terms, one

for each outcome sequence. The stochastic control problem is to choose

the policy that minimizes the objective.

The set of all possible outcome sequences, and the policy, is often

shown as a T -depth |Ω|-ary tree. This is shown in Figure 7.5 for a

problem with possible outcomes Ω = {a, b} and T = 3 periods. Each

node is labeled with the outcomes observed up to that point in time.

The single vertex on the left corresponds to t = 0; the next two on

the right correspond to t = 1. Each vertex gives a partial sequence of

the outcomes; the leaves give a full sequence. A policy can be thought

of as assigning a decision vector to each vertex of the tree. A path

from the root to a leaf corresponds to a particular sequence of realized

outcomes. The objective can be computed by summing the objective

value associated with each path, multiplied by its probability.

7.6.1 Method

This problem can be expressed in consensus form by introducing a

sequence of decision variables x0, . . . , xT for each of the |Ω|T outcome

sequences. We then impose the causality constraint by requiring that

decisions at time t with the same outcomes up to time t be equal.

This is shown in Figure 7.6. Each row is a particular outcome se-

quence, so the objective (in blue) is separable across the rows of vari-

ables. The causality constraints (in orange) are consensus contraints:
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Figure 7.5: Tree of outcomes in stochastic control, with |Ω| = 2 possible outcomes
in T = 3 periods. A path from the root to a leaf corresponds to a full sequence of
outcomes.

Figure 7.6: Stochastic control problem in consensus form. Each row corresponds to
an outcome sequence. The cyan boxes show the separable structure of the objec-
tive. The orange boxes show the consensus constraints imposed by the causality
requirement.
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variables within each group must be equal. Ignoring the causality con-

straints gives the prescient solution, which is the best sequence of de-

cisions if the full outcome sequence were known in advance.

Each iteration of ADMM has a natural interpretation and involves

two main operations, corresponding to evaluation of the two proximal

operators. Evaluating the proximal operator of the objective involves

solving |Ω|T independent optimization problems, one for each possible

sequence of outcomes. Each of these subproblems finds something a bit

like a prescient solution for a single outcome sequence (i.e., a single row

in Figure 7.6), taking into account a regularization term that prevents

the solution from deviating too much from the previous consensus value

(which does respect the causality constraints).

The second step involves a projection onto a consensus set, which

enforces the causality constraints by averaging together the components

of the prescient solutions where their corresponding outcome sequences

agree (i.e., each column of Figure 7.6). In other words, this averaged

result zk is a valid policy, so we consider the ADMM solution to be zk

rather than xk at termination. We note that the consensus constraints

for each orange group can be enforced independently in parallel. Even-

tually, we obtain decisions for each possible outcome sequence that are

consistent with the causality constraints.

7.6.2 Numerical example

We consider a problem with |Ω| = 2 equally probable outcomes over

T = 3 periods with a state in R50. There are 8 possible outcome se-

quences, as shown in Figure 7.5, and we have an associated variable

xω ∈ Rn(T+1) for each of these outcomes. (We use ω to index the 8

outcome sequences.) Parts of these are constrained to be equal via the

causality constraints. For example, the first half of xaaa and xabb must

be the same: all the xω must agree on the first n values and xaaa and

xabb must also agree on the second n values because they both corre-

spond to a scenario that that observes outcome a in the first period.

The objective functions for each outcome sequence are piecewise

linear functions, with m = 5 components, plus the constraint that all
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Figure 7.7: In blue, this shows the objective value attained by the iterate zk in
ADMM (which satisfies the causality constraints). The higher dashed black line is
the optimal value of the full problem; the lower line is the optimal value attained
by the prescient solution.

components of every decision vector are in [−1, 1]:

φω(u) = max(Aωu+ b) + I[−1,1](u),

where Aω ∈ Rm×4n and the max is over the m rows of the argument.

Figure 7.7 shows the objective value attained by the ADMM iterates

zk (which satisfy the causality constraints) progressing to the optimal

value. The lower dashed line shows the (obviously superior) objective

value attained by the prescient solution. Though ADMM takes about

50 iterations to terminate, we can see that we are very close to solving

the problem within 20 iterations.



8

Conclusions

We have discussed proximal operators and proximal algorithms, and

illustrated their applicability to standard and distributed convex op-

timization in general and many applications of recent interest in par-

ticular. Much like gradient descent and the conjugate gradient method

are standard tools of great use when optimizing smooth functions se-

rially, proximal algorithms should be viewed as an analogous tool for

nonsmooth, constrained, and distributed versions of these problems.

Proximal methods sit at a higher level of abstraction than classical

optimization algorithms like Newton’s method. In such algorithms, the

base operations are low-level, consisting of linear algebra operations

and the computation of gradients and Hessians. In proximal algorithms,

the base operations include solving small convex optimization problems

(which in some cases can be done via a simple analytical formula).

Despite proximal algorithms first being developed nearly forty years

ago, they are surprisingly well-suited both to many modern optimiza-

tion problems, particularly those involving nonsmooth regularization

terms, and modern computing systems and distributed computing

frameworks. Many problems of substantial current interest in areas

like machine learning, high-dimensional statistics, statistical signal pro-

216



217

cessing, compressed sensing, and others are often more natural to solve

using proximal algorithms rather than converting them to symmetric

cone programs and using interior-point methods. Proximal operators

and proximal algorithms thus comprise an important set of tools that

we believe should be familiar to everyone working in such fields.
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