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Abstract 
Image edge detection is a process of locating the edge of an image which is important in finding 
the approximate absolute gradient magnitude at each point I of an input grayscale image. The 
problem of getting an appropriate absolute gradient magnitude for edges lies in the method used. 
The Sobel operator performs a 2-D spatial gradient measurement on images. Transferring a 2-D 
pixel array into statistically uncorrelated data set enhances the removal of redundant data, as a 
result, reduction of the amount of data is required to represent a digital image. The Sobel edge 
detector uses a pair of 3 x 3 convolution masks, one estimating gradient in the x-direction and the 
other estimating gradient in y–direction. The Sobel detector is incredibly sensitive to noise in pic-
tures, it effectively highlight them as edges. Hence, Sobel operator is recommended in massive 
data communication found in data transfer. 

Keywords: Image Processing, Edge Detection, Sobel Operator, Data Communication and 
Absolute Gradient Magnitude. 

Introduction 
Image processing is important in modern data storage and data transmission especially in 
progressive transmission of images, video coding (teleconferencing), digital libraries, and image 
database, remote sensing. It has to do with manipulation of images done by algorithm to produce 
desired images (Milan et al., 2003).  Digital Signal Processing (DSP) improve the quality of im-
ages taken under extremely unfavourable conditions in several ways: brightness and contrast ad-
justment, edge detection, noise reduction, focus adjustment, motion blur reduction etc (Gonzalez, 
2002). The advantage is that image processing allows much wider range of algorithms to be ap-
plied to the input data in order to avoid problems such as the build-up of noise and signal distor-
tion during processing (Baker & Nayar, 1996). Many of the techniques of digital image process-
ing were developed in the 1960's at the Jet Propulsion Laboratory, Massachusetts Institute of 

Technology (MIT), Bell laboratory and 
few other places. But the cost of proc-
essing was fairly high with the comput-
ing equipments of that era. 

With the fast computers and signal 
processors available in the 2000's, digi-
tal image processing became the most 
common form of image processing and 
is general used because it is not only the 
most versatile method but also the 
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cheapest. The process allows the use of much more complex algorithms for image processing and 
hence can offer both more sophisticated performance at simple tasks, and the implementation of 
methods which would be impossible by analog means (Micheal, 2003). Thus, images are stored 
on the computers as collection of bits representing pixel or points forming the picture elements 
(Vincent, 2006). Firstly, images are a measure of parameter over space, while most signals are 
measures of parameter over time. Secondly, they contain a great deal of information (Guthe & 
Strasser, 2004); image processing is any form of information processing for which the input is an 
image, such as frames of video; the output is not necessarily an image, but can be for instance be 
a set of features of the image (Yuval, 1996).  

Most image-processing techniques involve treating the image as a two-dimensional signal and 
applying standard signal-processing techniques to it. The process involves the enhancement or 
manipulation of an image which resulted in another image, removal of redundant data and the 
transformation of a 2-D pixel array into a statically uncorrelated data set (Priotr, 2004). Since 
images contain lots of redundant data, scholars have discovered that the most important 
information lies in it edges (Canny, 1986). Edges being the local property of a pixel and its im-
mediate neighbourhood, characterizes boundary (Chaug-Huang, 2002). They correspond to object 
boundaries, changes in surface orientation and describe defeat by a small margin. Edges typically 
correspond to points in the image where the gray value changes significantly from one pixel to 
the next. Edges represents region in the image with strong intensity contrast; representing an im-
age by its edges has the fundamental advantage that the amount of data is reduced significantly 
while retaining most of image’s vital information with high frequencies (Keren, Osadchy, & 
Gotsman, 2001). Thus, detecting Edges help in extracting useful information characteristics of the 
image where there are abrupt changes (Folorunso et al., 2007). 

Edge detection is a process of locating an edge of an image. Detection of edges in an image is a 
very important step towards understanding image features. Edges consist of meaningful features 
and contained significant information. It’s reduce significantly the amount of the image size and 
filters out information that may be regarded as less relevant, preserving the important structural 
properties of an image (Yuval, 1996). Most images contain some amount of redundancies that can 
sometimes be removed when edges are detected and replaced, when it is reconstructed (Osuna et 
al., 1997). Eliminating the redundancy could be done through edge detection. When image edges 
are detected, every kind of redundancy present in the image is removed (Sparr, 2000).  

The purpose of detecting sharp changes in image brightness is to capture important events. 
Applying an edge detector to an image may significantly reduce the amount of data to be 
processed and may therefore filter out information that may be regarded as less relevant, while 
preserving the important structural properties of an image. The image quality reflects significant 
information in the output edge and the size of the image is reduced. This in turn explains further 
that edge detection is one of the ways of solving the problem of high volume of space images oc-
cupy in the computer memory. The problems of storage, transmission over the Internet and 
bandwidth could be solved when edges are detected (Vincent, 2007). Since edges often occur at 
image locations representing object boundaries, edge detection is extensively used in image seg-
mentation when images are divided into areas corresponding to different objects.  

Related Methods 
Different methods are used to detect edges in image processing among these is Roberts Cross Al-
gorithms. Robert  process a photograph into a line drawing, transform the line drawing into a 
three-dimensional representation and finally display the three-dimensional structure with all the 
hidden lines removed, from any point of view (Robert, 1965). The Roberts cross algorithm 
(Mario& Maltoni, 1997) performs a 2-D spatial gradient convolution on the image. The main idea 
is to bring out the horizontal and vertical edges individually and then to put them together for the 
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resulting edge detection. The two filters highlight areas of high special frequency, which tend to 
define the edge of an object in an image. The two filters are designed with the intention of bring-
ing out the diagonal edges within the image. The Gx image will enunciate diagonals that run 
from thee top-left to the bottom-right where as the Gy  image will bring out edges that run top-

right to bottom-left. The two individual imagesGx andGy  are combined using the approxima-

tion equation GyGxG +=  

The Canny edge detection operator was developed by John F. Canny in 1986 and uses a multi-
stage algorithm to detect a wide range of edges in images. In addition, canny edge detector is a 
complex optimal edge detector which takes significantly longer time in result computations. The 
image is firstly run through a Gaussian blur to get rid of the noise. When the algorithm is applied, 
the angle and magnitude is obtained which is used to determine portions of the edges to retain. 
There are two threshold cut-off points where any value in the image below the first threshold is 
dropped to zero and values above the second threshold is raised to one. 

Canny (1986) considered the mathematical problem of deriving an optimal smoothing filter given 
the criteria of detection, localization and minimizing multiple responses to a single edge. He 
showed that the optimal filter given these assumptions is a sum of four exponential terms. He also 
showed that this filter can be well approximated by first-order derivatives of Gaussians. Canny 
also introduced the notion of non-maximum suppression, which means that given the pre-
smoothing filters, edge points are defined as points where the gradient magnitude assumes a local 
maximum in the gradient direction. 

Another algorithm used is the Susan edge detector. This edge detection algorithm follows the 
usual method of taking an image and using a predetermined window centered on each pixel in the 
image applying a locally acting set of rules to give an edge response (Vincent, 2006). The 
response is then processed to give the output as a set of edges. The Susan edge filter has been 
implemented using circular masks (kernel) to give isotopic responses with approximations used 
either with constant weighting within it or with Gaussian weighting. The usual radius is 3.4 
pixels, giving a mask of 37 pixels, and the smallest mask considered is the traditional 3×3 mask. 
The 37 pixels circular mask used in all feature detection experiments is placed at each point in the 
image and for each point the brightness of each pixel within the mask is compared with that of 
nucleus. The comparison equation is  
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Sobel Filter Design 
Most edge detection methods work on the assumption that the edge occurs where there is a 
discontinuity in the intensity function or a very steep intensity gradient in the image. Using this 
assumption, if one take the derivative of the intensity value across the image and find points 
where the derivative is maximum, then the egde could be located. The gradient is a vector, whose 
components measure how rapid pixel value are changing with distance in the x and y direction. 
Thus, the components of the gradient may be found using the following approximation: 
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where dxanddy measure distance along the x and y directions respectively. In discrete images, 

one can consider dx and dy  in terms of numbers of pixel between two points. 1== dydx  

(pixel spacing) is the point at which pixel coordinates are( )ji,  thus,                 

    ( ) ( )jifjifx ,,1 −+=∆      (5) 

                 ( ) ( )jifjify ,1, −+=∆                                                          (6) 
In order to detect the presence of a gradient discontinuity, one could calculate the change in the 
gradient at ( )ji,  .This can be done by finding the following magnitude measure 

 yxM 22 ∆+∆=                                                          (7)                       

 and the gradient direction θ  is given by 
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Method of the Filter Design 
There are many methods of detecting edges; the majority of different methods may be grouped 
into these two categories: 

i.  Gradient:  The gradient method detects the edges by looking for the maximum and 
minimum in the first derivative of the image. For example Roberts, Prewitt, Sobel where 
detected features have very sharp edges. (see Figure 1) 

ii.  Laplacian:  The Laplacian method searches for zero crossings in the second derivative of 
the image to find edges e.g. Marr-Hildreth, Laplacian of Gaussian etc. An edge has one-
dimensional shape of a ramp and calculating the derivative of the image can highlight its 
location (see Figure 2).  

Edges may be viewpoint dependent: these are edges that may change as the viewpoint changes 
and typically reflect the geometry of the scene which in turn reflects the properties of the viewed 
objects such as surface markings and surface shape. A typical edge might be the border between a 
block of red colour and a block of yellow, in contrast. However, what happens when one looks at 
the pixels of that image is that all visible portion of one edge are compacted.  
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           Input Image            Output Edges 
Figure 1: The Gradient Method 

 

                             
          Input Image   Output Edges 

Figure 2: the Laplacian  Method 

The Sobel operator is an example of the gradient method. The Sobel operator is a discrete 
differentiation operator, computing an approximation of the gradient of the image intensity 
function (Sobel & Feldman, 1968). The different operators in eq. (5) and (6) correspond to con-
volving the image with the following marks 
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When this is done, then: 

i.  The top left-hand corner of the appropriate mask is super-imposed over each pixel of the 
image in turn, 

ii.  A value is calculated for x∆  or y∆  by using the mask coefficients in a weighted sum of 

the value of pixels ( )ji,  and its neighbours, 

iii.  These masks are referred to as convolution masks or sometimes convolution kernels. In-
stead of finding approximate gradient components along the x and y directions, approxi-
mation of the gradient components could be done along directions at 45°and 135° to the 
axes respectively. In this case 

               ( ) ( )jifjifx ,1,1 −++=∆      (9) 

                ( ) ( )jifjify ,11, +−+=∆                                         (10) 

This form of operator is known as the Roberts edge operator and was one of the first set of opera-
tors used to detect edges in images (Robert, 1965). The corresponding convolution masks are 
given by: 
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An advantage of using a larger mask size is that the errors due to the effects of noise are reduced 
by local averaging within the neighbourhood of the mask. An advantage of using a mask of odd 
size is that the operators are centered and can therefore provide an estimate that is based on a cen-
ter pixel (i,j) . One important edge operator of this type is the Sobel edge operator. The Sobel edge 
operator masks are given as 
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The operator calculates the gradient of the image intensity at each point, giving the direction of 
the largest possible increase from light to dark and the rate of change in that direction. The result 
therefore shows how "abruptly" or "smoothly" the image changes at that point and therefore how 
likely it is that part of the image represents an edge, as well as how that the edge is likely to be 
oriented. In practice, the magnitude (likelihood of an edge) calculation is more reliable and easier 
to interpret than the direction calculation. Mathematically, the gradient of a two-variable function 
(the image intensity function) at each image point is a 2D vector with the components given by 
the derivatives in the horizontal and vertical directions. At each image point, the gradient vector 
points to the direction of largest possible intensity increase, and the length of the gradient vector 
corresponds to the rate of change in that direction. This implies that the result of the Sobel opera-
tor at any image point which is in a region of constant image intensity is a zero vector and at a 
point on an edge is a vector which points across the edge, from darker to brighter values. The al-
gorithm for developing the Sobel model for edge detection is given below. 

Pseudo-codes for Sobel edge detection method 
Input: A Sample Image 

Output: Detected Edges 

Step 1:  Accept the input image 

Step 2: Apply mask GyGx,  to the input image 

Step 3: Apply Sobel edge detection algorithm and the gradient 

Step 4: Masks manipulation of GyGx,  separately on the input image 

Step 5: Results combined to find the absolute magnitude of the gradient 

     (11) 

Step 6: the absolute magnitude is the output edges 
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Second order derivative operators 
A maximum of the first derivative will occur at a zero crossing of the second derivative. To get 
both horizontal and vertical edges, we look at second derivative in both the x and y directions. 
This is the Laplacian of I where 
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The Laplacian is linear and rotationally symmetric. Thus, if one search for the zero crossing of 
the image that is first smoothed with a Gaussian mask and then the second derivative is calcu-
lated; or one can convolve the image with the Laplacian of the Gaussian also known as the LoG 
operator.  

                              ( ) Ι⊗∇=Ι⊗∇ GG 22                                                 (13)  

The edge is modeled by specifying its four degrees of freedom: its position, its orientation, and 
the constant intensities on either side of the step. The data is matched by seeking the least squares 
error fit of the parametric model to the image window but such an approach is generally and 
computationally expensive. Normally what is done is that both the image data and the model are 
represented over small windows by their first derivative coefficients in a particular 2-D or-
thonormal series expansion. In this case the optimization reduces to just one variable: the orienta-
tion of the edge. 

Results and Discussion 
The Sobel operator performs a 2-D spatial gradient measurement on an image. Typically, it is 
used to find the approximate absolute gradient magnitude at each point I of an input grayscale 
image. The Sobel edge detector uses a pair of 3 x 3 convolution masks, one estimating gradient in 
the x-direction and the other estimating gradient in y- direction. A convolution is usually much 
smaller than the actual image. As a result, the mask is slide over the image manipulating a square 
of pixels at a time. The mask is slides over an area where the input image changes with that 
pixel’s value and then shifts one pixel to the right and continues to the right until it reaches the 
end of the row which automatically starts again at the beginning of the next row. It is important to 
note that pixels in the first row and last row, as well as the first and last column cannot be ma-
nipulated by a 3 x 3 mask.  

This is because when placing the centre of the mask over a pixel in the first row for example, the 
mask will be outside the image boundaries. The Gx mask highlights the edges in the horizontal 
direction while the Gy mask highlights the edges in vertical direction. After taking the magnitude 
of both, the resulting output detects edges in both directions. This is done by: 

(1) Applying noise smoothing to the original image   

(2) Filtering the original image following two kernels gives the result in Table 1. 

Table 1: Filtering Results of the two Kernel 

Kernel1= Gx                            Kernel 2 = Gy  

-1 0 1 -1 -2 -1 

-2 0 2 0 0 0 

-1 0 1 1 2 1 
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Obtaining 1I and 2I  

(3) Estimating the gradient magnitude at each pixel as 

2
2

2
1 )()(),( IIjiG +=       (14) 

 (4) Marking the pixel as edge points if τ>),( jiG  results the image in Figure 3 

 

Figure 3: The Detected Image Edge 

Practical Implications and Importance of Edge Detection 
The following advantages of Sobel edge detector justify its superiority over other edge detection 
techniques:    

i.  Edge Orientation: The geometry of the operator determines a characteristic direction in 
which it is most sensitive to edges. Operators can be optimized to look for horizontal, 
vertical, or diagonal edges. 

ii.  Noise Environment: Edge detection is difficult in noisy images, since both the noise and 
the edges contain high-frequency content. Attempts to reduce the noise result in blurred 
and distorted edges. Operators used on noisy images are typically larger in scope, so they 
can average enough data to discount localized noisy pixels. This results in less accurate 
localization of the detected edges.  

iii.  Edge Structure: Not all edges involve a step change in intensity. Effects such as refrac-
tion or poor focus can result in objects with boundaries defined by a gradual change in in-
tensity. The operator is chosen to be responsive to such a gradual change in those cases. 
Newer wavelet-based techniques actually characterize the nature of the transition for each 
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edge in order to distinguish, for example, edges associated with hair from edges associ-
ated with a face. 

Edges play quite an important role in many applications of image processing, in particular for 
machine vision systems that analyze scenes of man-made objects under controlled illumination 
conditions. Detecting edges of an image represents significantly reduction the amount of data and 
filters out useless information, while preserving the important structural properties in an image. 
Hence, edge detection is a form of knowledge management. 

Conclusion 
The Sobel operator performs a 2-D spatial gradient measurement on an image. Typically it is used 
to find the approximate absolute gradient magnitude at each point I of an input grayscale image. 
The Sobel edge detector uses a pair of 3 x 3 convolution masks, one estimating gradient in the x-
direction and the other estimating gradient in y–direction. It is easy to implement than the other 
operators. Transferring a 2-D pixel array into statistically uncorrelated data set enhances the re-
moval of redundant data, as a result, reduction of the amount of data required to represent a digi-
tal image. Considering data communication especially the internet, massive data transfer causes 
serious problems for interactive network users.  

Edge detection helps in optimizing network bandwidth and it is needed to keep track of data flow-
ing in and out of the network. It helps to extract useful features for pattern recognition. Although 
the Sobel operator is slower to compute, it’s larger convolution kernel smoothes the input image 
to a greater extent and so makes the operator less sensitive to noise. The larger the width of the 
mask, the lower its sensitivity to noise and the operator also produces considerably higher output 
values for similar edges. Sobel operator effectively highlights noise found in real world pictures 
as edges though, the detected edges could be thick. The Canny edge detector and similar algo-
rithm solved these problems by first blurring the image slightly then applying an algorithm that 
effectively thins the edges to one-pixel. This may constitute a much slower process, hence, Sobel 
operator is highly recommended in massive data communication found in image data transfer. 

The Sobel operator is based on convolving the image with a small, separable, and integer valued 
filter in horizontal and vertical direction and is therefore relatively inexpensive in terms of 
computations. On the other hand, the gradient approximation which it produces is relatively 
crude, in particular for high frequency variations in the image. 
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