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Abstract

Image edge detection is a process of locatingdige ef an image which is important in finding
the approximate absolute gradient magnitude at paiohl of an input grayscale image. The
problem of getting an appropriate absolute gradieagnitude for edges lies in the method used.
The Sobel operator perform®&D spatial gradient measurement on images. Tramgjeal-D
pixel array into statistically uncorrelated dathesghances the removal of redundant data, as a
result, reduction of the amount of data is requiceepresent a digital image. The Sobel edge
detector uses a pair 8fx 3convolution masks, one estimating gradient inttoirection and the
other estimating gradient ya-direction. The Sobel detector is incredibly sevesito noise in pic-
tures, it effectively highlight them as edges. Herf8obel operator is recommended in massive
data communication found in data transfer.

Keywords: Image Processing, Edge Detection, Sobel Opera&ig Dommunication and
Absolute Gradient Magnitude.

Introduction

Image processing is important in modern data séoeagl data transmission especially in
progressive transmission of images, video codmigg¢bnferencing), digital libraries, and image
database, remote sensing. It has to do with maatipnlof images done by algorithm to produce
desired images (Milan et al., 2003). Digital SigAeocessing (DSP) improve the quality of im-
ages taken under extremely unfavourable conditiossveral ways: brightness and contrast ad-
justment, edge detection, noise reduction, focjistrdent, motion blur reduction etc (Gonzalez,
2002). The advantage is that image processing stouch wider range of algorithms to be ap-
plied to the input data in order to avoid problesush as the build-up of noise and signal distor-
tion during processing (Baker & Nayar, 1996). Mahyhe techniques of digital image process-
ing were developed in the 1960's at the Jet Prigpulsaboratory, Massachusetts Institute of
Technology (MIT), Bell laboratory and
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cheapest. The process allows the use of much roomglex algorithms for image processing and
hence can offer both more sophisticated performahsénple tasks, and the implementation of
methods which would be impossible by analog mektishéal, 2003). Thus, images are stored
on the computers as collection of bits represepirgl or points forming the picture elements
(Vincent, 2006). Firstly, images are a measureaodmeter over space, while most signals are
measures of parameter over time. Secondly, thetaitoa great deal of information (Guthe &
Strasser, 2004); image processing is any formfofrimation processing for which the input is an
image, such as frames of video; the output is ecessarily an image, but can be for instance be
a set of features of the image (Yuval, 1996).

Most image-processing techniques involve treatiegitnage as a two-dimensional signal and
applying standard signal-processing techniquets The process involves the enhancement or
manipulation of an image which resulted in anoihexge, removal of redundant data and the
transformation of a 2-D pixel array into a staticahcorrelated data set (Priotr, 2004). Since
images contain lots of redundant data, scholare d&covered that the most important
information lies in it edges (Canny, 1986). Edge®dpthe local property of a pixel and its im-
mediate neighbourhood, characterizes boundary @EHaang, 2002). They correspond to object
boundaries, changes in surface orientation andidesdefeat by a small margin. Edges typically
correspond to points in the image where the griwgwehanges significantly from one pixel to
the next. Edges represents region in the imagesivitimg intensity contrast; representing an im-
age by its edges has the fundamental advantagthéhaimount of data is reduced significantly
while retaining most of image’s vital informatioritivhigh frequencies (Keren, Osadchy, &
Gotsman, 2001). Thus, detecting Edges help in exttauseful information characteristics of the
image where there are abrupt changes (Folorursig 2007).

Edge detection is a process of locating an edge @hage. Detection of edges in an image is a
very important step towards understanding imagtufea. Edges consist of meaningful features
and contained significant information. It's redwignificantly the amount of the image size and
filters out information that may be regarded as ketevant, preserving the important structural
properties of an image (Yuval, 1996). Most imagestain some amount of redundancies that can
sometimes be removed when edges are detected@aced, when it is reconstructed (Osuna et
al., 1997). Eliminating the redundancy could beadtmough edge detection. When image edges
are detected, every kind of redundancy presentinmage is removed (Sparr, 2000).

The purpose of detecting sharp changes in imagatbass is to capture important events.
Applying an edge detector to an image may sigmifiyaeduce the amount of data to be
processed and may therefore fiter out informati@t may be regarded as less relevant, while
preserving the important structural propertiesroinaage. The image quality reflects significant
information in the output edge and the size ofiiteege is reduced. This in turn explains further
that edge detection is one of the ways of sohtiegroblem of high volume of space images oc-
cupy in the computer memory. The problems of ser&rgnsmission over the Internet and
bandwidth could be solved when edges are detetfirdgnt, 2007). Since edges often occur at
image locations representing object boundaries edgection is extensively used in image seg-
mentation when images are divided into areas quonelng to different objects.

Related Methods

Different methods are used to detect edges in irpagEessing among these is Roberts Cross Al
gorithms. Robert process a photograph into adilagving, transform the line drawing into a
three-dimensional representation and finally digpitee three-dimensional structure with all the
hidden lines removed, from any point of view (Rab&865). The Roberts cross algorithm
(Mario& Matltoni, 1997) performs a 2-D spatial grexii convolution on the image. The main idea
is to bring out the horizontal and vertical edgeiviidually and then to put them together for the
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resulting edge detection. The two filters highligintas of high special frequency, which tend to
define the edge of an object in an image. The tirod are designed with the intention of bring-
ing out the diagonal edges within the image. B image will enunciate diagonals that run
from thee top-left to the bottom-right where as @ image will bring out edges that run top-

right to bottom-left. The two individual imagés andGy are combined using the approxima-
tion equation|G| = |G)4 +|G)*

The Canny edge detection operator was developddibyF. Canny in 1986 and uses a muiti-
stage algorithm to detect a wide range of edgesages. In addition, canny edge detector is a
complex optimal edge detector which takes sigmitiydonger time in result computations. The
image is firstly run through a Gaussian blur torigeof the noise. When the algorithm is applied,
the angle and magnitude is obtained which is uselgtermine portions of the edges to retain.
There are two threshold cut-off points where aryevan the image below the first threshold is
dropped to zero and values above the second tideshaised to one.

Canny (1986) considered the mathematical probledeafing an optimal smoothing filter given
the criteria of detection, localization and mining multiple responses to a single edge. He
showed that the optimal filter given these assumptis a sum of four exponential terms. He also
showed that this fiter can be well approximateditsg-order derivatives of Gaussians. Canny
also introduced the notion of non-maximum suppoessihich means that given the pre-
smoothing filters, edge points are defined as poiritere the gradient magnitude assumes a local
maximum in the gradient direction.

Another algorithm used is the Susan edge detethis.edge detection algorithm follows the
usual method of taking an image and using a predeted window centered on each pixel in the
image applying a locally acting set of rules toegan edge response (Vincent, 2006). The
response is then processed to give the outpusasd edges. The Susan edge fiter has been
implemented using circular masks (kernel) to gbatdpic responses with approximations used
either with constant weighting within it or with Gsian weighting. The usual radius is 3.4
pixels, giving a mask of 37 pixels, and the smalieask considered is the traditio8a83 mask.

The 37 pixels circular mask used in all featurecdidn experiments is placed at each point in the
image and for each point the brightness of eacH within the mask is compared with that of
nucleus. The comparison equation is

t
g ®

where r is the position of the nucleus in the dimensiorraadg’er'o is the position of any other

point within the maski(f ) is the brightness of any pix¢lis the brightness in difference
threshold and is the output of the comparison. This comparisaioige for each pixel within
the mask where total of the outputgc) is given as

i¢) =y C(f.r.) e
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Sobel Filter Design

Most edge detection methods work on the assumttimtrthe edge occurs where there is a
discontinuity in the intensity function or a vetgep intensity gradient in the image. Using this
assumption, if one take the derivative of the isitgrvalue across the image and find points
where the derivative is maximum, then the egdeddosillocated. The gradient is a vector, whose
components measure how rapid pixel value are ahgmgth distance in thg andy direction.

Thus, the components of the gradient may be foamdjuhe following approximation:

ot (x, y) CAx = f(x+dx,y)- f(x,y)

(3)
ox dx
af(x,y):Ay: f(x,y+dy)-f(x,y) (4)
X dy

wheredxanddy measure distance along thandy directions respectively. In discrete images,
one can considetlx anddy in terms of numbers of pixel between two poirtz.= dy =1
(pixel spacing) is the point at which pixel coordmaréi, j) thus,

Dx=f(i+1)- (i j) (5)

py=t(i,j+1)- () (6)
In order to detect the presence of a gradient digsmaty, one could calculate the change in the
gradient at(i, j) .This can be done by finding the following magdéumeasure

M =./Ax* + Ny (7
and the gradient directiofl is given by
4 A
6=tan* =Y (8)
AXx

Method of the Filter Design

There are many methods of detecting edges; therityajb different methods may be grouped
into these two categories:

i.  Gradient: The gradient method detects the edges by lod&irdpe maximum and
minimum in the first derivative of the image. Foaelple Roberts, Prewitt, Sobel where
detected features have very sharp edges. (see Higur

. Laplacian: The Laplacian method searches for zero crossingeisecond derivative of
the image to find edges e.g. Marr-Hildreth, Laglacf Gaussiaatc. An edge has one-
dimensional shape of a ramp and calculating theatee of the image can highlight its
location (see Figure 2).

Edges may be viewpoint dependent: these are elgesway change as the viewpoint changes
and typically reflect the geometry of the scenecWim turn reflects the properties of the viewed
objects such as surface markings and surface shdppical edge might be the border between a
block of red colour and a block of yellow, in cagt. However, what happens when one looks at
the pixels of that image is that all visible portiof one edge are compacted.
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Input Image Output Edges
Figure 1: The Gradient Method

Input Image
Figure 2: the Laplacian Method

The Sobel operator is an example of the gradiettiode The Sobel operator is a discrete
differentiation operator, computing an approximaid the gradient of the image intensity
function (Sobel & Feldman, 1968). The differentmaers in eq. (5) and (6) correspond to con-
volving the image with the following marks

-1 1 -1 0
AX = , Ay =
0 O 1 0

When this is done, then:

i.  The top left-hand corner of the appropriate maskiger-imposed over each pixel of the
image in turn,

ii. A value is calculated foAx orAy by using the mask coefficients in a weighted sém o
the value of pixeli, j) and its neighbours,

iii. These masks are referred to as convolution masksneetimes convolution kernels. In-
stead of finding approximate gradient componermsgthex andy directions, approxi-
mation of the gradient components could be donegadirections at 4and 135to the
axes respectively. In this case

Ax=fli+1j+1)-f(,j) 9)
py=f(i,j+1)-f(+1]) (10)

This form of operator is known as the Roberts egfggrator and was one of the first set of opera-
tors used to detect edges in images (Robert, 1988) corresponding convolution masks are
given by:
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0 1 1 0
A = and A, =

-1 0 0 -1
An advantage of using a larger mask size is theettors due to the effects of noise are reduced
by local averaging within the neighbourhood of tiesk. An advantage of using a mask of odd
size is that the operators are centered and ceefdine provide an estimate that is based on a cen-
ter pixel(i,j). One important edge operator of this type is thieeSedge operator. The Sobel edge
operator masks are given as

-1 01 1 2 1
Ax= -2 0 2 Ay= 0 0 O
-101 -1 -2 -1

The operator calculates the gradient of the imaigmsity at each point, giving the direction of
the largest possible increase from light to daidkthe rate of change in that direction. The result
therefore shows how "abruptly” or "smoothly" theame changes at that point and therefore how
likely it is that part of the image represents dgeg as well as how that the edge is likely to be
oriented. In practice, the magnitude (likelihoodhafedge) calculation is more reliable and easier
to interpret than the direction calculation. Matlaioally, the gradient of a two-variable function
(the image intensity function) at each image psirat 2D vector with the components given by
the derivatives in the horizontal and vertical difens. At each image point, the gradient vector
points to the direction of largest possible intgnsicrease, and the length of the gradient vector
corresponds to the rate of change in that directibis implies that the result of the Sobel opera-
tor at any image point which is in a region of dans image intensity is a zero vector and at a
point on an edge is a vector which points acrasetlye, from darker to brighter values. The al
gorithm for developing the Sobel model for edgeedaan is given below.

Pseudo-codes for Sobel edge detection method
Input: A Sample Image

Output: Detected Edges

Step 1: Accept the input image

Step 2: Apply mas&x,Gy to the input image

Step 3: Apply Sobel edge detection algorithm aedgitadient

Step 4: Masks manipulation &x,Gy separately on the input image

Step 5: Results combined to find the absolute nbadmiof the gradient

|G| = VGz? + Gy? a

Step 6: the absolute magnitude is the output edges
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Second order derivative operators

A maximum of the first derivative will occur at arp crossing of the second derivative. To get
both horizontal and vertical edges, we look at sda®rivative in both thg andy directions.
This is the Laplacian dfwhere

0%l 97l

O 2' = =~ + =~ (12)

ox° oay
The Laplacian is linear and rotationally symmeffibus, if one search for the zero crossing of
the image that is first smoothed with a Gaussiasknaad then the second derivative is calcu-
lated; or one can convolve the image with the Laafaof the Gaussian also known as the LoG
operator.

D%(GO1)=0%GOlI 13

The edge is modeled by specifying its four degddieedom: its position, its orientation, and

the constant intensities on either side of the. Stk data is matched by seeking the least squares
error fit of the parametric model to the image wwdout such an approach is generally and
computationally expensive. Normally what is donth& both the image data and the model are
represented over small windows by their first detiixe coefficients in a particulé&-D or-

thonormal series expansion. In this case the amion reduces to just one variable: the orienta-
tion of the edge.

Results and Discussion

The Sobel operator perform2eD spatial gradient measurement on an image. Typidals

used to find the approximate absolute gradient adg at each poitof an input grayscale
image. The Sobel edge detector uses a p&irxdconvolution masks, one estimating gradient in
the x-direction and the other estimating gradieng-ilirection. A convolution is usually much
smaller than the actual image. As a result, theknsaslide over the image manipulating a square
of pixels at a time. The mask is slides over aa amere the input image changes with that
pixel's value and then shifts one pixel to the tighd continues to the right until it reaches the
end of the row which automatically starts agaithatbeginning of the next row. Itis important to
note that pixels in the first row and last rowwadl as the first and last column cannot be ma-
nipulated by &8 x 3mask.

This is because when placing the centre of the roaska pixel in the first row for example, the
mask will be outside the image boundaries. Ghenask highlights the edges in the horizontal
direction while theG,mask highlights the edges in vertical directionteAftaking the magnitude
of both, the resulting output detects edges in do#ctions. This is done by:

(1) Applying noise smoothing to the original image
(2) Filtering the original image following two kexls gives the result in Table 1.
Table 1: Filtering Results of the two Kernel

Kernell= GXx Kernel 2= Gy
-1 0 1 -1 -2 -1
-2 0

-1 0
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Obtaining |, and I,

(3) Estimating the gradient magnitude at each pixel as

G(i, j) =+ (1)* +(1,)° (14)

(4) Marking the pixel as edge points@(i, j) > 7 results the image in Figure 3
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Figure 3. The Detected | mage Edge

Practical Implications and Importance of Edge Detection

The following advantages of Sobel edge detectoifyjuts superiority over other edge detection
techniques:
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Edge Orientation: The geometry of the operator determines a chaistctalirection in
which it is most sensitive to edges. Operators lmaroptimized to look for horizontal,
vertical, or diagonal edges.

Noise Environment: Edge detection is difficult in noisy images, sitmh the noise and
the edges contain high-frequency content. Attertpreduce the noise result in blurred
and distorted edges. Operators used on noisy ina@getypically larger in scope, so they
can average enough data to discount localized mx&ys. This results in less accurate
localization of the detected edges.

Edge Structure: Not all edges involve a step change in intensiffects such as refrac-
tion or poor focus can result in objects with bcanies defined by a gradual change in in-
tensity. The operator is chosen to be responsigidb a gradual change in those cases.
Newer wavelet-based techniques actually charaetér@& nature of the transition for each
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edge in order to distinguish, for example, edgeso@iated with hair from edges associ-
ated with a face.

Edges play quite an important role in many appteetof image processing, in particular for
machine vision systems that analyze scenes of naale mbjects under controlled illumination
conditions. Detecting edges of an image represagrigicantly reduction the amount of data and
filters out useless information, while preserving important structural properties in an image.
Hence, edge detection is a form of knowledge managée

Conclusion

The Sobel operator perform2&D spatial gradient measurement on an image. Typitadl used
to find the approximate absolute gradient magnitideach point of an input grayscale image.
The Sobel edge detector uses a pa® »f3convolution masks, one estimating gradient inthe
direction and the other estimating gradieng-direction. It is easy to implement than the other
operators. Transferring2aD pixel array into statistically uncorrelated da¢d snhances the re-
moval of redundant data, as a result, reductichefimount of data required to represent a digi
tal image. Considering data communication espgdiadl internet, massive data transfer causes
serious problems for interactive network users.

Edge detection helps in optimizing network bandwaitd it is needed to keep track of data flow-
ing in and out of the network. It helps to extraséful features for pattern recognition. Although
the Sobel operator is slower to compute, it's laxg@volution kernel smoothes the input image
to a greater extent and so makes the operatosdesdive to noise. The larger the width of the
mask, the lower its sensitivity to noise and therapor also produces considerably higher output
values for similar edges. Sobel operator effegtitghlights noise found in real world pictures
as edges though, the detected edges could be TtnekCanny edge detector and similar algo-
rithm solved these problems by first blurring timage slightly then applying an algorithm that
effectively thins the edges to one-pixel. This magstitute a much slower process, hence, Sobel
operator is highly recommended in massive data aerwation found in image data transfer.

The Sobel operator is based on convolving the im@tea small, separable, and integer valued
filter in horizontal and vertical direction andtieerefore relatively inexpensive in terms of
computations. On the other hand, the gradient appedion which it produces is relatively
crude, in particular for high frequency variationghe image.

References

Agaian, S. S., Baran, T. A., & Panetta, K. A. (200ZFansform-based image compression by noise reduc
tion and spatial modification using Boolean miniatian.IEEE Workshop on Statistical Signal Proc-
essing 28 Sept.-1 Oct. pp. 226 — 229.

Baker, S., & Nayar, S. K. (1996). Pattern reject®roceedings of IEEE Conference Computer Vision and
Pattern Recognitioyb44-549.

Canny, J. F. (1986). A computational approach tpeatktectionlEEE Trans Pattern Analysis and Ma-
chine Intelligence, &), 679-698.

Chang-Huang, C. (200Z2rdge detection based on class rafi62, sec.3, Peishen Rd., Shenkeng, Taipei,
22202, Taiwan, R.O.C.

Folorunso O., Vincent, O. R., & Dansu, B. M. (200Tinage edge detection: A knowledge management
technique for visual scene analydigformation Management and Computer Security(1},23-32.

Gonzalez, R., & Woods, R. (200Digital image processing2nd ed.). Prentice-Hall Inc. 567-612.

105



A Descriptive Algorithm for Sobel Image Edge Detection

Guthe, S., & Strasser, W. (2004). Advanced techesdor high-quality multi-resolution volume renahyi
Graphics and Visualization, 225-78.

Keren, D., Osadchy, M., & Gotsman. C. (2001). Aatds: A novel, fast method for image detectigiE
Transactions on Pattern Analysis and Machine ligelhce, 287), 747-761.

Mario, D., & Maltoni, D. (1997). Direct gray-scafinutiae detection in fingerprintEEEE Transactions
on Pattern Analysis and Machine Intelligence(1)927-40.

Michael, U. (2003). Mathematics properties of #IFE=G 2000 wavelet filtertEEE Transactions on Im-
age Processing, 19), 080-1090.

Milan, S., Vaclav, H., & Roger, B. (2002mage processing analysis and machine visiomdon: Chap-
man and Hall, 255-280.

Osuna, E., Freund, R., & Girosi, F. (1997). Tragngupport vector machines: An application to faeted-
tion. Proceedings of IEEE Conference Computer Vision Ratlern Recognition

Priotr, P. (2004). Practical signal decompositi@sign based on Haar — Wavelet transformationrnal
of Applied Computer Sciencg1®, 61-82.

Roberts, L. G. (1965). Machine perception of thdéeensional solids. In J. T. Tippett (Edptical and
electro-optical information processin@h. 9, pp. 159-197). Cambridge, Massachusett3:Rfess.

Scharr, H. (1996)Digitale Bildverarbeitung und Papier: Texturanalysgttels Pyramiden und Grauwert-
statistiken am Beispiel der Papierformatidiaster's thesis, Faku ltAat fAur Physik und Astrove,
Ruprecht-Karls-UniversitAat Heidelberg, Germany.

Sobel, I., & Feldman, G. (1968). 3 x 3 isotropic gradient operator for image presing Presented at a
talk at the Stanford Artificial Project.

Sparr, G. (2002)image processing and pattern classification for icter recognition Center for Mathe-
matical Sciences, Lund University, 2, 25-78.

Vincent, O. R., Folorunso, O., & Aghoola, A. A. 2006). Modified algorithm for transform-based ireag
compressionJournal of Computer Science and its Application(1},343-48.

Vincent, O. R. (2007).Optimization of network baridil using image compressioProceedings of the
National Conference on advanced Data Computing Caomications and SecurityKadi, India.

Yuval, F. (1996)Fractal image compression (theory and applicatidngtitute for non-linear Science,
University of California, San Diego, USA.

106



Vincent & Folorunso

Biographies
Rebecca Vincent is a Lecturer in the Department of Computer Sci-
ence, University of Agriculture, Abeokuta. She oi#d a B.Sc degree
in Mathematical Sciences (Computer Science Op#iod)M.Sc in
Computer Science from the University of Agriculiupdoeokuta in
2000 and 2005 respectively. She is currently orPtieD and studies
now with the Computational Intelligence Group,ts tnstitute of In-
formatics, Clausthal University of Technology, Gany;, where she
carries out research on Mobile Agents for E-Commetder research
interest include: Images and Vision, Knowledge Mgement, Computational Complexity, E-
commerce, Agents and Mobile Agents. She is a mewofiidigeria Computer Society and has
published in notable International and local Jolstna

Dr. Olusegun Folorunso is a Senior Lecturer in the Department of
Computer Science, University of Agriculture, AbetakuHe obtained a
B.Sc degree in Mathematical Sciences from the Wsityeof Agricul-
ture, Abeokuta in 1992, M.Sc in Computer ScienoenflJniversity of
Lagos in 1997 and a Ph.D in Computer Science i3 2@ the uni-
versity of Agriculture, Abeokuta. His research metgt includes Adop-
tion of Information Systems strategies, Human Cdaplmteractions

i (HCI), Knowledge Management, Image Processing aordpgDtational
Intelligence . He is a member of Nigeria Computeci&y and Computer Professional Registra-
tion Council of Nigeria. He has published in rejlgainternational and local Journals.

107



