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ADAPTIVE LOCAL RATIO*

JULIAN MESTRE!

Abstract. Local ratio is a well-known paradigm for designing approximation algorithms for
combinatorial optimization problems. At a very high level, a local-ratio algorithm first decomposes
the input weight function w into a positive linear combination of simpler weight functions or models.
Guided by this process, a solution S is constructed such that S is a-approximate with respect to
each model used in the decomposition. As a result, S is a-approximate under w as well. These
models usually have a very simple structure that remains “unchanged” throughout the execution of
the algorithm. In this work we show that adaptively choosing a model from a richer spectrum of
functions can lead to a better local ratio. Indeed, by turning the search for a good model into an
optimization problem of its own, we get improved approximations for a data migration problem.
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1. Introduction. The local-ratio technique and the primal-dual schema are two
well-known paradigms for designing approximation algorithms for combinatorial op-
timization problems. Over the years a clear connection between the two paradigms
was observed as researchers found primal-dual interpretations for local-ratio algo-
rithms [12, 3] and vice versa [8, 5]. This culminated with the work of Bar-Yehuda
and Rawitz [10] showing their equivalence under a fairly general and encompassing
definition of primal-dual and local-ratio algorithms. For a survey of results and a
historical account of the local-ratio technique, see [7]; for a survey of the primal-dual
schema, see [20, 30].

At a very high level, a local-ratio algorithm consists of two steps. First, the input
weight function w is decomposed into a positive linear combination of models w;, that
is, w = w1 + -+ + €,wg and ¢; > 0. Then, guided by this process, a solution S
is constructed such that w;(S) < aw;(A) for any feasible solution A for all i. We
refer to « as the local ratio of w;. By the local-ratio theorem [8], it follows that S is
a-approximate with respect to w.

Typically the models used in local-ratio approximation algorithms are 0-1 func-
tions or simple aggregates of structural features of the problem at hand. (In primal-
dual parlance this corresponds to increasing some dual variables uniformly when
constructing the dual solution.) Furthermore, the structure of the models remains
“unchanged” throughout the execution of the algorithm. For example, consider the
vertex cover problem. Bar-Yehuda and Even [8] set the weight of the endpoints of
a yet-uncovered! edge to 1 and the remaining vertices to 0; Clarkson [13] chose a
number of yet-uncovered edges forming a star and set the weight of each vertex to the
number of star edges incident on it; while Gandhi, Khuller, and Srinivasan [18] and
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Bar-Yehuda [6] set the weight of each vertex to the number of yet-uncovered edges
incident on it.?

This paper studies a problem for which adaptively choosing a model from a richer
spectrum of weight functions leads to a better local ratio, and thus to better ap-
proximations. Indeed, by turning the search for a good model into an optimization
problem of its own, we get improved approximations for a data migration problem.
We hope that these findings encourage the study of nonuniform updates for local-ratio
or primal-dual algorithms; perhaps in some cases, as in our problem, this may help
realize the full potential of these techniques.

1.1. Our results. The data migration problem arises in large storage systems,
such as storage area networks [24], where a dedicated network of disks is used to store
multimedia data. As the data access pattern evolves over time, the load across the
disks must be rebalanced so as to continue providing efficient service. This is done
by computing a new data layout and then migrating data to convert the current data
layout to the target data layout. While migration is being performed, the storage
system is running suboptimally, so it is important to perform the migration quickly.
The problem can be modeled [25] with a transfer multigraph (V, E), where each vertex
corresponds to a disk and each edge (u,v) € E corresponds to a data item that must
be transferred between v and v. A disk can be involved in at most one transfer at a
time, and each data transfer takes one unit of time. We are to schedule the transfers
so as to minimize the sum of completion times of the disks. The problem is NP-hard,
but 3-approximations are known [25, 19].

First, we cast the primal-dual algorithm of Gandhi and Mestre [19] as a local-
ratio algorithm and provide a family of instances showing their analysis is tight. To
overcome these difficult instances we propose to adaptively choose a model minimizing
the local ratio and formulate the problem of finding such a model as a linear program
(LP). Interestingly, our algorithm is neither purely combinatorial nor LP rounding,
but lies somewhere in between. Every time the weight function needs to be updated,
an LP is solved to find the best model. These LPs are much smaller that the usual
LP formulations, so our scheme should be faster than an LP rounding algorithm.

In the analysis we show that the models found using the LP exhibit a better local
ratio than the usual 0-1 models. Somewhat surprisingly a precise characterization
of the local ratio can be derived analytically. We prove that the overall scheme is
a (1 + ¢)-approximation, where ¢ = %5 is the golden ratio, and give a family of
instances achieving this ratio.

To derive the worst-case local ratio of our scheme we use a method similar to the
factor-revealing LP approach of Jain et al. [23], which has been successfully applied
in the analysis of many greedy heuristics [23, 2, 22, 11]. The basic idea of the factor-
revealing LP method is to use an LP to find a worst-case instance maximizing the
approximation ratio achieved by the heuristic at hand. The value of this LP is then
upper bounded by producing a dual solution. We also use a mathematical program
to find the worst-case instance maximizing the local ratio of our scheme. The main
difference is that, since we already use an LP to guide our local-ratio algorithm, the
resulting factor-revealing program is nonlinear. Even though we cannot solve this
program numerically, we are still able to prove a tight bound of 1 + ¢ on its cost.

2In fact, Bar-Yehuda’s algorithm [6] works for a generalization of vertex cover and uses slightly
different weights. However, when the algorithm is applied to regular vertex cover, the weights are as
described.
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Finally, we present an alternative algorithm based on the fractional local ratio
technique [9], which requires solving a single, albeit larger, LP.

1.2. Related work on data migration. As noted by Coffman et al. [14], if
every transfer takes one unit of time, a schedule is simply a proper edge coloring of
the transfer multigraph.

Many objective functions have been studied within this framework, such as min-
imizing the maximum disk completion time (makespan) [14, 28], the sum of disk
completion times [25, 16, 19], and the sum of transfer completion times [4, 25, 27, 31].
A common variant is to allow each transfer to have an arbitrary processing time
[29, 25, 14, 16, 17]. Generalizations of the makespan minimization problem in which
there are storage constraints on disks or constraints on how the data can be transferred
have also been studied [21, 1, 24, 26].

This paper is concerned mainly with the objective of minimizing the weighted
sum of vertex completion times. Kim [25] proved that the problem is NP-hard and
showed that a simple greedy algorithm guided by an optimal LP solution is a 3-
approximation. Gandhi et al. [16] showed that Kim’s analysis is tight. Finally, Gandhi
and Mestre [19] showed that the same greedy algorithm guided by a dual update is
also a 3-approximation, but that an arbitrary greedy schedule can be a w(1)-factor
away from optimum.

2. Algorithmic framework. The input to our problem consists of a transfer
graph G = (V, E) and a weight function w : V' — RT. For ease of exposition, we
assume for now that G is simple; later, in section 6, we will show how to remove this
assumption. A feasible schedule S : E — Z7 is a proper edge-coloring of G; that is,
if two edges e # eq are incident on the same vertex, then S(e;) # S(e2). We are to
find a scheduling minimizing w(S) = _ oy w(u) max,enw){S(u,v)}. Throughout
the paper we use N(u) to denote the set of neighbors for u, and d, to denote the
degree of u.

Let us cast the primal-dual algorithm of Gandhi and Mestre [19] as a local-ratio
algorithm; in the process, we generalize it slightly. The pseudocode of Adaptive Local
Ratio (ALR) is given in Algorithm 1. The algorithm has two stages: labeling and
scheduling. The labeling stage assigns a label ¢, to every u € V. These labels are
then used to guide the scheduling stage.

Initially every node is unlabeled; i.e., £, = nil for all v € V. Denote the set of
unlabeled neighbors of v with UN(u) = {v € N(u) | ¢, = nil}. In each iteration,
choose a node u with the maximum number of unlabeled neighbors A = |[UN(u)|.
Then choose a model @ : V — RT with support in UN(u), find the largest € > 0 such
that e < w, and set w <— w — ew. As a result, at least one vertex in UN(u) has zero
weight in the updated w; set the label of these vertices to A. This continues until all
vertices are labeled and w = 0. How the model w is chosen will be specified shortly.
Ultimately, as the name of the algorithm suggests, we will adaptively choose a model
so as to minimize the algorithm’s local ratio and, therefore, its approximation ratio.

Once the labels are computed, the edges (u,v) € E are sorted in increasing value
of min{¥,, ¢, }, breaking ties with max{¢,,¢,}. The edges are scheduled greedily in
sorted order: Start with the empty schedule and add the edges, one by one in sorted
order, to the current schedule as early as possible without creating a conflict.

The labels guide the scheduling phase and allow us to bound the finishing time
of the vertices. To motivate the use of the labels, Appendix A shows that the same
scheduling procedure can yield a solution with cost w(1) times the optimum when
guided by the degrees instead of the labels.



ADAPTIVE LOCAL RATIO 3041

Algorithm 1. ALR (V, E, w).
1. // LABELING STAGE
2. for u € V do

3 {, + nil

4. repeat
5
6

choose u € V' maximizing A = |[UN(u)|

choose @ with support in UN(u)
7. w<—w—min{M d}(u)>0}d)

@ (u)

8. for v € UN(u) ‘ w(v) =0 do
9. ly +— A
10. until every vertex is labeled
11. // SCHEDULING STAGE
12. sort (u,v) € E in lexicographic order of (min{¢y, ¢,}, max{€,,¢,})
13. S < empty schedule
14. for e € E in sorted order do
15. add e to S as early as possible
16. return S

LEMMA 2.1 (see [19]). In the schedule returned by ALR every vertex v € V
finishes no later than £, + d, — 1.

Proof. Let (v,y) be the edge incident on v that is scheduled the latest in S. Note
that (v, y) need not be the last edge (in sorted order) among those edges incident on v
and y. For example, the edge (v,y’) may come after (v,y) in sorted order and yet be
scheduled before (v, y); this can occur if at some early time slot both v and y’ are free
(allowing us to schedule (v,3’)), but y is busy (preventing us from scheduling (v, y)).

Note, however, that (v,y) cannot be scheduled later than one plus the number of
edges incident on v and y that come before (v,y) in sorted order. How many edges
incident on u can there be before (v,y) in sorted order? Clearly, there are at most
d, — 1 such edges. How many edges incident on y are there before (v,y) in sorted
order? We claim that there are at most ¢, — 1 such edges. It follows that (v, y) must
be scheduled not later than ¢, + d, — 1.

Let z € N(y) be such that £, < ¢,. If £, < £,, then (v, y) must come before (z,y)
since

min{l,, by} = £, < £, = min{l,, {,}.
Similarly, if £, > ¢,, then (v, y) must come before (z,y) since
min{¢,, 4y} = min{l,, l,} = ¢, and max{l,,l,} =0, < {; = max{l;,{,}.

Consider the set X = {x € N(y) | £, < £,}. Tt follows that the number of edges
incident on y that come before (y,v) in sorted order is at most |X| — 1. Note that the
value of the labels assigned in line 9 of ALR can only decrease with time. Consider the
first iteration of the algorithm in which the node u chosen in line 5 of ALR was such
that [UN(u)| = £y; at this point in time UN(y) = X. Since u is chosen to maximize
|[UN(u)|, it follows that | X| = [UN(y)| < |UN(u)| = £,. Thus, as was claimed, there
are at most £, — 1 edges incident on y that come before (v,y) in sorted order. O

As it stands, the algorithm is underspecified: We have not described how the
model w is chosen in line 7. It is important to realize, though, that Lemma 2.1



3042 JULIAN MESTRE

holds regardless of our choice of w. Gandhi and Mestre [19] proposed using w(v) =
I[v € UN(u)] as a model, where I[-] is a 0-1 indicator function, and showed that
this is a 3-approximation. To gain some intuition, let us show that the local ratio of
w(v) =Iv € UN(u)] is at most 3.

LEMMA 2.2. If line 7 of ALR always uses w(v) = L[v € UN(u)], then w(S) <
(3 - ﬁ) w(A) for any schedule A, where A = [UN(u)|.

Proof. An obvious lower bound on the cost of A is W(A) = 3, cyn(y) dv- Fur-
thermore, since nodes in UN(u) share u as a common neighbor, it follows that
W(A) 2> ,c(a1? = A(A +1)/2. On the other hand, by Lemma 2.1 we get

B(S) < Y (by+dy—1),

veEUN(u)

< A(A + Y d,

vGUN(u)

Q( 1)t 2

vEUN(u)
4 N
(3 - m) W (A).

The second inequality follows from the fact that the labels that ALR assigns can only
decrease with time. The third inequality follows from the two lower bounds on w(A)
outlined above. |

Since S is a 3-approximation with respect to every model and the input weight
function w is a positive linear combination of these models, it follows that S is 3-
approximate with respect to w as well. It is worth pointing out that the bound on
the local ratio obtained in Lemma 2.2 is tight if we assume that the upper bound
on completion times given by Lemma 2.1 is also tight. (To see this, consider what
happens when the ith vertex in UN(u) has degree d; = i.) Of course, this alone does
not imply a tight bound on the overall approximation guarantee. However, as we will
see in Lemma 3.7, there is a family of instances where the algorithm in [19] produces
a schedule whose cost is 3 — o(1) times optimum.

Note that the degree sequence d; = i can be easily circumvented if we use a
different model: Instead of w(v) = I[v € UN(w)], which may have a local ratio
3— ALH, use the model that gives a 1 to the nodes in UN(u) with maximum degree.
For the latter model, this particular degree sequence has a local ratio of at most 2 — %.
Indeed, in general choosing the better of these two strategies leads to a better local
ratio.

LEMMA 2.3. If line 7 of ALR chooses w(v) = I[v € argmaxweUN(u)d | when
max,cuN(w) de > |BA], and w(v) = I[v € UN(u)] when max,cuynew)ds < [BA],
then g<—~°‘§ < 2.802 for B = 0.555.

Proof. Let z be a node in UN(u) with maximum degree. Furthermore, suppose
dy > |SA]. Then the local ratio of @ can be bounded as follows:

1
< = +1< +1< = +1.

(2.1) A 4, i, S NES 3

W(S)  A+dy—1 A-—1 A1
W

Now let us see what happens when d, < |SA]. Recall that in this case w(z) =1
for all z € UN(u). Consider the order in which the edges between uw and UN(u) are
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scheduled in some feasible solution A, and let dy,ds,...,da be the degree sequence
of nodes in UN(u) listed in this order. Clearly the ith vertex in UN(u) cannot finish
earlier than max{i,d;} in A, so we get the lower bound

(2.2) w(A) > Y, max{i,d;}.
On the other hand, by Lemma 2.1 we get the upper bound
(2.3) w(S) <Y, A+d;, —1.

Consider a degree sequence maximizing the ratio of (2.3) and (2.2). We can
assume without loss of generality that A schedules the edges so that the degrees
d; are in nondecreasing order, since this minimizes (2.2). Furthermore, for every
i < |BA] we must have d; = i, for otherwise we could increase or decrease d; to get
a larger ratio. Also, for every i > |BA] the ratio is largest when d; = |SA|—recall
that we have the constraint that the maximum degree should not exceed |SA]. It
follows that we can restrict our attention to the degree sequence d; = min{i, |SA |},
whose local ratio is

(2.4) = <3—(1-p)>

(A) — A2 A2

i(S) _ A4 S=CFPAE 3A7 - (A [BA)?
w 2

Combining (2.1) and (2.4), we get that the local ratio is
1 2
max B+1,3—(1—ﬁ) .

It is now straightforward to check that this quantity is minimized when 5 ~ 0.555
and that the local ratio attained for this value of § is 2.802. 0

Besides a modest improvement in the approximation guarantee, Lemma 2.3 sug-
gests a general line of attack: In each iteration find a model that minimizes the local
ratio. The rest of the paper is devoted to pursuing this strategy.

3. Minimizing the local ratio. The abstract problem we are to solve is, given
a sequence d = (di,dg, ..., da) corresponding to the degrees of vertices in UN(u), find
weights w = (W1, Wa, . .., Wa) minimizing the local ratio of w.

In order to evaluate the quality of a given model W we first need an upper bound
on w(S), where S is the schedule produced by ALR. For this we use Lemma 2.1 and
the fact that the values of labels assigned in line 9 of ALR can only decrease with time.

DEFINITION 3.1. UB(d, @) = > ;ca) i (di + A — 1).

Similarly, we need a lower bound on @w(A), where A can be any schedule. Note
that A must schedule the edges from UN(u) to u at different time slots; this induces
a total order on UN(u), which we denote by the permutation o : [A] — [A]. Note
that vertex ¢ cannot finish earlier than o () since (u, ) is the o(i)th edge incident on
u to be scheduled, or earlier than d; since all edges incident on ¢ must be scheduled
before it finishes.

DEFINITION 3.2. LB(d, @) = miny.[a}5[a] X_e(a) Wi max{d;, o (i)}

It follows from the above discussion that @w(S) < UB(d, w) and LB(d, w) < w(A)
for all A. Hence, the minimum local ratio for d can be expressed as a function of
UB and LB. A

DEFINITION 3.3. Let p(d) = infy Eggﬁg; be the minimum local ratio of d.
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We now turn our attention to the problem of computing a model @ with a lo-
cal ratio that achieves p(d). This can be done using the program min{UB(d, @) |
LB(d,w) > 1, @ > 0}, which can be written as an LP:

(LP1) min Y (di + A — 1)
i€[A]
subject to
(3.1) > i max{d;, o(i)} > 1 Vo : [A] = [A],
1€[A]

Clearly, (LP1) computes a model @ with local ratio p(d). Even though (LP1) is
exponentially large, it can be solved in polynomial time using the ellipsoid method—
the separation oracle involves solving a minimum assignment problem where the cost
of an edge (i,7) is w; max{d;,j}. The ellipsoid algorithm, however, is not practical,
so below we derive a more succinct formulation. The new formulation is obtained
through a number of step-by-step transformations. First, we rewrite the constraints
(3.1) of (LP1) as a single (nonlinear) constraint:

Ej 55 >1 Vi € [A],
(3.2) min Z ;W max{d;, j} | Ywi; <1 vj € [A], > 1
i.j€(A] zij €{0,1} Vi, j € [A]

Clearly, constraint (3.2) is equivalent to all constraints (3.1) in (LP1) put together.
Then we relax the integrality requirement on the x; ; variables inside the assignment
problem:

Zj Tij > 1 Vi € [A],
(3.3)  mind Y @iy dbimax{d;,j} | Y@ <1 Viela]l, »>1.
i,5€[A] x5 >0 Vi, j € [A]
Since the polytope of the assignment problem is integral [15], constraints (3.3)

and (3.2) are equivalent. Now we replace the LP corresponding to the minimum cost
assignment problem with its dual program

oy | iz <max{di,jhi Vi j € [A]
(3.4) max .EZ[A](% %) Yirz; =20 Vi € [A] =

By the strong duality theorem, constraints (3.3) and (3.4) are equivalent. Finally,
we unpack the left-hand side of (3.4) into (LP1) to obtain the following equivalent
linear programming formulation:

(LP2) min Y (di + A — 1)
i€[A]
subject to
(3.5) Z (yi —2) 2 1,
i€[A]
(36) Yi — %5 < max(di,j) ’UA}Z' VZ,] S [A],
yi,Zi,llA}iZO VZE[A]
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This finishes the description of ALR from Algorithm 1. Namely, in each iteration
of the labeling stage, line 7 solves (LP2) to find the best model for the degree sequence
of nodes in UN(u).

DEFINITION 3.4. Let p = supy p(d) and pa = maxq,q—a p(d).

THEOREM 3.5. ALR is a p-approximation for the data migration problem, and
this is tight.

The proof that the algorithm is a p-approximation follows straightforwardly from
the local-ratio theorem [7]. Let S be the schedule produced by ALR. For every model
w used by ALR, by definition, S is p-approximate with respect to w. Since the input
weight function w is a linear combination of these models, S is p-approximate with
respect to w as well. The tightness claim follows from the next two lemmas.

LEMMA 3.6. For any A, we have pa < paa.-

Proof. Let d be such that pa = p(d). Then define dy, _, = db, = 2d; for each
i € [A]. Let (@',y',2") be a solution to (LP2) for d’ with cost p(d’). Define y; =
Yhi_ 1+ Y, zi = 2,1 +2h,;, and W; = 2(wh;_, + ;). The solution (b, y, z) is feasible
for d since

Nwi-z1 = > i) =1

i€[24] i€[A]
and

/ / / . )
Yi—1 — Z2j—1 < max{dy; _1,2j—1} s 4 ’ R
T yi — 2 < max{d;, j} w;.

/ I < d / J
Yo; — 225 = max{dsy;, 2} Wy,

Furthermore, the cost of (1, y, z) is less than the cost of (@', 1/, 2’):

Z(di—FA—l)wi:Z(di‘FA—l) 2 (wh;_q + ;)

i€[A] i€EA
= > (2dpiz + 24 - 2)
1€[2A]
< >0 (dj+ 20 — 1),
1E€[2A]

The lemma follows since
pa = p(d) < cost(w,y,z) < cost(@',y,2") = p(d') < paa. O

The next lemma shows that for any degree sequence d obeying certain properties,
if ALR chooses a certain model % in line 7 when the vertices in UN(u) have degrees
di,...,da, then there exists an instance where the algorithm constructs a solution
whose cost is gg((jfu’)) (1 — %) times the optimum. Even though the lemma does not
apply to arbitrary degree sequences, it is nevertheless general enough that we can
show the worst-case performance of the algorithm to be tight.

LEMMA 3.7. Let d = (dy,...,da) be a degree sequence such that 1 < d; < A for
all i € [A]. Suppose that line 7 of ALR chooses model W when the vertices in UN(u)
have degrees d. Then the algorithm can produce a schedule with cost gg((i’gj)) (1 — %)
times the optimum.

Proof. Consider the instance in Figure 3.1, namely, a tree with four levels. The
ith node in the second level has weight w;; nodes in other levels have weight zero.
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Fic. 3.1. Tight instance for ALR.

The root has degree A, the ith node in the second level has degree d;, and nodes in
the third level have degree A.

Consider an execution of the algorithm that chooses the root in the first iteration.
As a result, all nodes in the second level get a label of A. In the next ) . (d; — 1)
iterations the leaves are labeled A — 1. Finally, the root gets a label of max; d;, and
the nodes on the third level get a label less than or equal to max; d;. Now consider a
node in the third level; note that the children are labeled A — 1, while its parent is
labeled A. Therefore, the edges between the third and fourth levels will be scheduled
before those edges between the second and third levels. Since d; > 1, the ith node in
the second level has at least one child, and thus it must finish at time d; + A — 2 or
later. On the other hand, the optimal solution has cost precisely LB(d, w). Therefore,
the approximation ratio is at least

LB(d, w) N LB(d, )
UB(d, w) 1
> g (17x):

where the last inequality follows from the fact that UB(d, ) > >-;c(a) A Wi O

As a corollary, we get that the analysis of Gandhi and Mestre [19] is essentially
tight. Recall that their algorithm always uses as a model @; = 1 for all ¢ € [A] on all
degree sequences. Then for the degree sequence

2 ifi =1,
di= 41 ifl<i<A,
A—1 ifi=A,

we have LB(d, ®) = 25 4 1 and UB(d, @) = A% + 2&=1 which implies a local
ratio of 3 — %. By Lemma 3.7 it follows that there are instances where the
algorithm of Gandhi and Mestre [19] returns a (3 — o(1))-approximate solution.

On the other hand, if in each iteration of ALR we use (LP2) to find a model
with minimum local ratio, then the approximation factor becomes p. To argue
that the algorithm can produce solutions with arbitrarily close to p times the op-
timum, let di,...,da be a degree sequence with p(d) close to p. Recall that if
max; d; > A, then p(d) < 2, which in this case can be achieved using the model
w(i) =1 [d; € argmax;c(a)d;]. As we will see shortly, p is strictly larger than 2; thus,
we can safely assume that max; d; < A. Let d’ be a new degree sequence of length 2A
defined as db; _; = dj; = 2d;. This is the sequence used in the proof of Lemma 3.6,
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3 Al pa Al pa
11 20 | 2.4453
I+ F---- il 2|15 30 | 2.5006
— 3| 1.7273 40 | 2.5275
o 7 4 | 1.9310 50 | 2.5447
I 5| 2.0115 60 | 2.5556
| 6 | 2.1042 70 | 2.5667
’ 7 | 2.1863 80 | 2.5728
8 | 2.2129
1 T T T 9 22589 : :
0 20 40 60 80 10 | 2.2857 0 | 1+¢
F1a. 3.2. Ezperimental evaluation of pa = d:r\%?jA p(d).

where it was shown that p(d) < p(d'). The degree sequence d’ has the properties
needed to apply Lemma 3.7, so we know that there are instances where the algorithm
produces a solution with cost p(d') (1 — 5k ) times the optimum. By Lemma 3.6 we
can assume that A is large enough to make this as close to p(d’), and therefore to p,
as desired.

It remains only to bound p. Somewhat surprisingly, a precise characterization in
terms of the golden ratio ¢ = # ~ 1.618 can be derived analytically.

THEOREM 3.8. p=1+ ¢.

The next section is devoted to proving this theorem. Figure 3.2 shows pa for
small values of A obtained through exhaustive search.

4. A tight bound for p. We start by showing that p < 1+ ¢. In a sense, we
need to argue that every degree sequence d has a good model. Recall that in each
iteration of the algorithm a model is found by solving (LP2). At first glance this may
seem like an obstacle since we are essentially treating our LP as a black box. We can,
however, bound p using linear duality.

The idea is to replace (LP2) with its dual problem (LP3) given below. By the
strong duality theorem the optimal solutions of (LP2) and (LP3) have the same cost:

(LP3) max o

subject to
Z xi,jZa VZE[A],
Jjela]
Z Tij S« Vi€ [A]
1€[A]

Z max{dz,]}a:” SdZ—I—A—l Vie [A],

Jjela]

xi,j,azo VZ,]E[A]

Recall that pao = maxg.|q—a p(d). Suppose we modify (LP3) by letting di, ..., da
be variables in [A]. The result is a nonlinear mathematical program for pa:
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(NLPA) max o

subject to

(41) Z Tij > Vie [A],
j€lA]
(42) Z Tij <« V] € [A],
i€[A]
(4.3) > max{d;,jtzi; <di+A-1 Vie [A]
jelA]
xi,j,azo Vi,jE[A],
d; € [A] Vi € [A].
Note that (NLPA) is feasible and its optimal value is always at least 1. For
example, setting z;; = 2352 and d; = A for all 4,j € [A] leads to a solution with

—9_ 1
a=2—-x.

The plan is to show that (NLPa) is upper bounded by 1 + ¢. To that end, let
us first derive some structural properties of the solutions of (NLPA). We can picture
x as a A by A matrix of positive reals, where every row sums up to at least « (4.1)
and every column sums up to at most « (4.2). Note that this implies that every row
and every column of x sum up exactly to «; this fact will be useful in our proofs.

For a given row of z, consider the smallest set of consecutive entries from the left
to right that adds up to at least 1, and call this set the first unit of the row. The
first lemma essentially says that once x and « are chosen, there is a simple rule for
choosing d: Simply set d; to be the largest index in the first unit of the ith row.

LEMMA 4.1. Let (z,d,«) be an optimal solution for (NLPA). Then there exists
another optimal solution (x,d', ), where d; = min{k | Z;ﬂ:l xij > 1},

Proof. First note that the new degree sequence d’ is well defined since o > 1. The
plan is to transform d into d’ step by step. Suppose that d; < min{k | Z?Zl x;; > 1}
for some ¢ € [A]. Then we can increment d; by 1, which will increase the left-
hand side of (4.3) by less than 1 (since Z?;l x;; < 1) and its right-hand side by 1.
Therefore, the modification preserves feasibility, and we can keep doing this until
d; = d. Similarly, if d; > min{k | Z?:l x;; > 1}, we can safely decrease d; without
violating feasibility, because the left-hand side of (4.3) decreases by at least 1 (since
Z?;l x;j > 1), and the right-hand side decreases by 1. O

To prove our upper bound on the cost of (NLPA), we need an optimal solution
where the contribution of the first unit of each row is concentrated on one or two
adjacent entries. The next lemma provides this crucial property. Figure 4.1 provides
an example matrix obeying the conditions stated in the lemma.

LEMMA 4.2. There is an optimal solution (x,d,a) for (NLPA) such that for alli

(i) di =min{k | S5 @5 > 1},

(ii) ;; =0 forall 3 <d; —2, and

(iil) of wia;—1 # 0, then xp q, =0 for all k < i.

Proof. Note that (i) follows from Lemma 4.1. The plan is to modify x row by
row until (ii) and (iii) are satisfied for all rows. After each modification we can invoke
Lemma 4.1, so we can assume that (i) always holds throughout the proof.

First sort the rows of x so that d; < dy < --- < da. For the base case consider
the last row of z; that is, we prove (ii) and (iii) for ¢ = A. Suppose there exists
k < da such that xza , > 0. Recall that every row and every column of x sum up
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1234567

~.
O UL W=

Fic. 4.1. An example matriz complying with Lemma 4.2. Black entries correspond to nonzero
entries in the first unit of each row. White entries are zero, and gray entries are nonzero.

to a. Therefore za 4, < @, and there must be an ¢’ < A such that z; 4, > 0. Let
e = min{xa , i a5 }. Decrease xa i and zy g, by €, and increase za g4, and x; by
e. Note that the update does not affect constraint (4.3) for ¢ or ¢’ and that it preserves
(4.1) and (4.2). However, it may decrease d;» (as a function of ), in which case we
must resort the rows. The update is repeated until 2 ; = 0 for all £ < da.

Assuming that rows in [i + 1, A] obey (ii) and (iii), we show how to modify the
ith row. The idea is very similar to the base case. Suppose there exists k < d; such
that x; ; > 0. If there exists i’ < 4 such that z;/ g, > 0, then we use the same update
as in the base case to decrease x; ;. We can continue to do this until z; 4, = 0 for all
i <iormxy =0forall kK < d;. In the latter case we are done, as the ith row now
obeys (ii) and (iii). Suppose, then, that x4, = 0 for all i’ < i. If z;, = 0 for all
k < d; — 2, then again we are done. Otherwise if x; 5, > 0 for some k < d; — 2, then
we run the update for z; 4,—1. In order to do so, we need to argue that there always
exists ¢’ < 7 such that x; 4,—1 > 0. To that end, we show that z;» q,_1 = 0 for all
i > . If di» > d; + 1, then by (ii) and the fact that d;» > d;, we get d;» q,—1 = 0.
If d;» = d;, then by (iii) and the fact that d; 4, > 0, we get d;» 4,1 = 0. Thus,
since x; 4,—1 < «, there must exist i < ¢ such that z; 4,—1 > 0, which we can use to
perform the update. We repeat the update until x; ;, = 0 for all k¥ < d; — 2, at which
point properties (ii) and (iii) hold for the ith row. O

Now everything is in place to prove the upper bound on the value of (NLPA).

LEMMA 4.3. For any A, the objective value of (NLPa) is upper bounded by
(1+¢) + x5

Proof. Let (z,d,a) be an optimal solution for (NLPA) as in Lemma 4.2. Our
goal is to show that « is less than 1 + ¢ + ﬁ. As before, we sort the rows of = so
that dl SdQ S SdA

Let k be the largest index such that (¢ — 1)k < di. Notice that we are guaranteed
k’s existence since the condition is always met for k = 1.

If k = A, then by constraint (4.3) we have

Z max{da,j} z;; <da+A -1,
Jela]

which together with (4.1) gives us

(4.4) da o <da +A —1.



3050 JULIAN MESTRE

Rearranging the terms in (4.4) and using the fact that (¢ — 1)A < da, we get

A
+l<———F1=¢+1.

@ = da (6 —1)A

Let us consider the case where k < A. Adding up constraints (4.3) for all ¢ such
that k <7 < A, we get

A A A
(4.5) SN max{d,j}wi; < Y (di+A-1).
i=k+4+1 j=1 i=k+1

Let \; = Zf:kﬂ x; ;. We can lower bound the left-hand side of (4.5) as follows:

A A A A A
(46) Z Zmax{di,j}xi,j Z Z Zmax{di,j}xi,j Z Z)\Jj

i=k+1 j=1 i=k+1 j=dy, j=du

From property (i) of Lemma 4.2, it follows that x4, > 0. We claim that z; ; =0
for all i > k and j < di. Indeed, if j < d; — 2, then by property (ii) of Lemma 4.2 it
follows that x; ; = 0. Note that if d; > dj, then j < dj < d; and so x; ; = 0. Hence,
we need only consider the case j = d; — 1 = di — 1. By property (iii) of Lemma 4.2,
if &;,4,—1 # 0, then we should have zj 4, = 0, which would contradict the fact that
Tk,d; = Th,d, > 0. Therefore, z; ; = 0 for all 7 > k and j < di. This implies that
Zf: 4. N = (A—k) a. Also, recall that every row and every column of z sum up to a
and therefore \; < a. Given these constraints on the ); values, the right-hand side
in (4.6) is at its minimum when \; = « for dy < j < dp + A — k — 1, which yields

A A detA—k—1
Z Zmax{di,j}xi,j Z Z Oéj,
i=k+1 j=1 G=dy,
_ AR+ A k-1
2 b
(4.7) >a (A;k) [(2¢—3)k+A_1],

where the last inequality uses the fact that (¢ — 1)k < dj.
Now let us upper bound the right-hand side of (4.5) using the fact that, by the
definition of k, we have d; < (¢ — 1) for all ¢ > k:

A A
Nodi+A-1D<(A-RA-D+ Y (6-1)i
i=k+1 i=k+1
(A—Fk)

(4.8) - [2(A—1)+(¢—1)(A+k+1)]

2

Plugging (4.7) and (4.8) back into (4.5) and rearranging the terms, we get

(-1 (A+k+1)+2(A-1)

(4.9) *= 26— 3)k+A—1
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F1G. 4.2. How to construct a solution for (NLPA) for A =T7.

Using the fact that ¢ —1 = (1 + ¢)(2¢ — 3), we can simplify (4.9) to get
(p—Dk+(d—1)(A-1)+2(¢p—1)+2(A-1)
(20 —-3)k+A -1 ’
(0+1)20=3)k+(0+1)(A-1)+2(¢—1)
(20 —-3)k+A -1 ’
2(p—1)
(20 —3)k+A -1

a <

=146+

2
<1l4+¢+ AT
where the last inequality follows from the setting k& = 1. O

By Lemmas 3.6 and 4.3, we get that p < 1 + ¢. The next lemma finishes the
proof of Theorem 3.8 by showing that p can be arbitrarily close to 1 + ¢.

LEMMA 4.4. For every A, the objective value of (NLPA) is lower bounded by
(1+¢)(1-3).

Proof. The plan is to construct a feasible solution (z,d,«) for (NLPA) with
a=(14¢) (1 — %) Since the cost of the optimal solution can only be larger than
this, the lemma, follows.

Imagine drawing on the Cartesian plane a A by A grid and lines [y = (¢ — 1)z
and lp = A — (2 — ¢)x. Figure 4.2 shows the grid for A = 7. Define the cell (i, j) to
be the square [t —1,4] X [j — 1, j]. Suppose the intersection of cell (i, j) and {; defines
a segment of length L; and that its intersection with lo defines a segment of length
Lo; then we set

0] 1
x5 = cly N +clLs s
where c is a constant that will be chosen shortly to make the solution feasible.
Let o = ¢(1+ ¢) and d; = [(¢—1)i] for ¢ € [A]. Our goal is show that (z,d, @) is
a feasible solution for (NLPA). First let us consider constraint (4.1) for some i € [A].
Let A; = {(¢,7) | 7 € [A]} be the cells used by this constraint. The total length of I
covered by cells in A4; is

VI2+(0-12=1/3-9,
while the total length of I5 covered by cells in A; is
VPP - E 5
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Therefore, it follows that
10) 1
Z Tij=c\3—¢p——=+c\6—-3¢p ——==c(1+9).
A V3—¢ V6 — 3¢

Now consider constraint (4.2) for some j € [A]. Let B; = {(¢,7) | i € [A]} be the
cells used by this constraint. Consider a horizontal strip of width v, intersecting 1,
but not lo; then the total length of I; covered by the strip is

2
" _ V33— _ V3—¢
(¢_1) +9%=m p— =m(l+9) 5

Similarly, consider a horizontal strip of width 7, intersecting lo, but not l;; then the
total length of I3 covered by the strip is

2 /—
<212¢) +Y = ¢ Y2 (14 ¢) /6 = 3¢.

We can think of B; as two horizontal strips of height v; and 7, intersecting {; and I,
respectively, where 7, + v2 = 1. It follows that

S aij=cl+d)ntel+é)n=c(l+e)

1€[A]

It remains only to show that constraint (4.3) is satisfied for all i € [A] when

c=1-— %. The contribution of L; to the z-value of cells in A; is c¢¢, and it is

concentrated on cells (i, [(¢ — 1)i]) and (i, [(¢ — 1)i] — 1). The contribution of Ls to
the z-value of cells in A; is ¢, and it is concentrated on cells (i, [A — (2 — ¢)(i — 1)])
and (i, [A — (2 —¢)(i —1)] — 1). Therefore,

S max{ds, i < [(0 = Vil co+[A = (2 - )i~ D]e,
el = (0= Dl +A =1+ (- D[(6— Vil +[1 - 2 - §)(i - 1)]),
+T1- @) -1,

(
c([(p—1)il+A—-1)+ (¢ —1)[(¢—
( i+1)+2—-(2-9¢)(i—1),

(6= Dil+A=1)+(¢—-1)((¢ -

- (1—%) ([(¢p—1)il+A=1)+(p—1)%i— (2—¢)i + 3,

1)
1)

where the third line follows from the fact that ¢ < 1, the fourth from the relation
[2] < z+ 1, and the sixth because [(¢ —1)i] + A —1 > A for all ¢ > 1. O

5. A fractional local-ratio algorithm. In this section we present an alterna-
tive algorithm for the data migration problem that involves solving a single large LP
and then round the fractional solution using ALR. The algorithm is based on the
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fractional local-ratio technique [9] and the following linear programming formulation:

(LP4) min " w, Cy

ueV

subject to

(5.1) Zmax{du,t} Tetr < Oy VueV, ee E(u),
teT
(5.2) Zre,t 21 VeeE,
teT
(5.3) Z Ter <1 YueV, teT,
ecE(u)
(5.4) Tet, Cy >0 VueV,ecE teT,

where T is a set of time slots and F(u) is the set of edges incident on vertex u. Notice
that in any reasonable solution the edge (u,v) will be scheduled earlier than deg(u) +
deg(v) (otherwise, it would be possible to move the edge earlier without altering the
rest of the schedule). Therefore, using T = {1,...,2n} is enough to capture any
reasonable schedule. The variable r. ; indicates whether edge e is scheduled at time
t, and C, denotes the finishing time of vertex u. Constraint (5.2) asks that every
edge is scheduled, while constraint (5.3) enforces that two edges incident on the same
vertex are not scheduled in the same time slot. Finally, constraint (5.1) captures the
finishing time of vertex w. It is worth noting that this formulation is stronger than
the standard LP formulation for the problem—usually (5.1) is decoupled into two
constraints.

The idea is to first solve (LP4) to obtain an optimal fractional solution (r*,C*).
Then run ALR using the lower bound offered by (r*, C*) to guide the algorithm when
choosing the model w. More specifically, we will select weights @ so as to minimize

> veun(u)(dv + [UN(u)| — 1)

(5.5) —
ZveUN(u) Wy Cv

This can be computed easily, as the minimum ratio must be obtained by setting a
single entry of @ to be nonzero. Thus, we just run ALR implementing line 7 as follows:

dy+ |UN(u)] — 1
(5.6) W(v) + 1 |v = argmin 2 + | *(u)| .
g€UN(u) Oq

THEOREM 5.1. There is an LP rounding (1+ ¢)-approzimation algorithm for the
data migration problem.

Proof. To show that this is indeed a (1 + ¢)-approximation, we need to argue that
(5.5) is upper bounded by 1 + ¢. Suppose for a moment that this is the case. Let S
be the schedule produced by the algorithm, and let (C*,r*) be the fractional used to
guide it. By our assumption, for every model w used we have

w(S) < (14 ¢)w(Cr).
Adding up over all models, we get that S is a (1 + ¢)-approximation:
w(S) < (1+¢) w(C).
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It remains only to show that (5.5) is always less than or equal to 1+ ¢. Suppose
we replace C in (5.5) with the lower bound offered by constraint (5.1) for the edge
(u,v); then we get that the ratio (5.5) is less than or equal to

(5.7) min 2veun@ (o + A = 1)y

w2>0 ZUGUN(U) D er W max{dy, t} T?u7v)>t.

Consider the polytope that captures the problem of assigning edges between u and
UN(u) to time slots in T

R = {r € 0,142

YoierTet > 1 Vec€ (u,UN(u)), }

e€(u,UN(u)) Tet <1 VvteT

Then (5.7) is upper bounded by

. Z’UEUN(’LL) (dU +A - ]‘) Wy
max min

rER >0 ZUGUN(U) Yoo Wo max{dy, t} riyp..’

which in turn is less than or equal to

(5.8) min max Z:”GUN(M) (do + A — 1)y

>0 reR ZUGUN(U) Yoo Wo max{dy, t} riy e

We can think of (5.7) as an easier version of (5.8). Indeed, while in (5.7) we
are to choose weights w for a specific solution 7*, in (5.8) we have to choose weights
that work for all » € R. Without loss of generality we can assume that the inner
maximization problem assigns the edges to the first A time slots. In fact, because the
R is integral, we can equivalently optimize over its extreme points; that is, we can
focus on one-to-one assignments between UN(u) and [A]. Letting di,...,da be the
degree sequence of nodes in UN(u), we get that (5.8) equals

, >icra)(di + A —1) . UB(d, w,)
(5.9) min — - — =min ———2.
@20 Milg.[A][A] Die(a) Wi max{d;, (i)} w>0 LB(d, )

Note that (5.9) is precisely the problem that (LP1) is trying to solve. By Theo-
rem 3.8 it follows that (5.9), and therefore (5.5), is bounded by 1 + ¢. O

6. Concluding remarks. Throughout the paper we have assumed that the
transfer graph G is simple. In practice G is typically a multigraph. Luckily, it is easy
to modify ALR to handle multigraphs. Let F(u,v) denote the set of edges between u
and v. Two modifications must be made to Algorithm 1. First, in line 5 of ALR we
choose a vertex u maximizing A = 37 yn(,) [£(u, v)|. Then in line 7, to compute
the model w we create a degree sequence d, ..., d, by making |E(u,v)| copies of d,
for each v € N(u). We solve (LP2) to get weights @', and then set w(v) to be the
sum of @} for the indices ¢ induced by d,,. With these two modifications, the analysis
easily carries over to multigraphs.

Arguably, the main drawback of ALR is that we are required to solve (LP2) in each
iteration of the algorithm or, alternatively, to solve the larger (LP4) once. We leave as
an open problem the design of purely combinatorial algorithms with an approximation
ratio of 1+ ¢ or better.
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Appendix A. Bad example for a reasonable heuristic. In this section we
study a seemingly reasonable heuristic for unweighted instances, which is based on
the scheduling stage of ALR but using the degrees instead of £ values to sort the edges.
GREEDY-DEGREE first sorts the edges (u,v) € E in nondecreasing value of min(d,,, ds),
breaking ties with max(d,, d,); the edges are then scheduled (in sorted order) as early
as possible without creating a conflict with the partial schedule built so far.

Gandhi and Mestre [19] showed a family of graphs for which an arbitrary greedy
schedule can be a factor Q(¥/n) away from the optimum, where n is the number of
vertices in the transfer graph. However, for those instances the above heuristic per-
forms well—in fact it computes an optimal solution. Unfortunately GREEDY-DEGREE
is not a constant-factor approximation either.

LEMMA A.1. GREEDY-DEGREE can produce a schedule with cost Q (Yn) times
the optimum.

Proof. Our bad instance, shown in Figure A.1, has three layers. The first, second,
and third layers contain ¢, s, and s? nodes, respectively. The first and second layers
are connected with a complete bipartite graph K, ;. The nodes in the third layer are
divided into s groups, each forming a K that is connected to a single node in the
second layer. The parameters ¢ and s will be chosen to get the desired gap.

-
o /
/

N\

i
:

\*

Fia. A.1. A bad instance for GREEDY-DEGREE.

Note that nodes in the first and third layers have degree s; thus, the heuristic
first schedules the edges in the K,’s, and then we are free to schedule the remaining
edges in any order as their endpoints have degree s and ¢ + s. Suppose a solution
51 first schedules the edges from the first to the second layer, while Sy first schedules
the edges from the second to the third layer. In S; the second-layer nodes are busy
for the first ¢ time steps working on the K, edges; as a result, every node in the
third layer finishes by ©(q), and the overall cost is Q(s?¢). On the other hand, in Sy
the third-layer nodes finish by O(s), and the first and second-layer nodes finish by
O(q + s); thus, the overall cost is O((¢ + 5)% 4+ s%). Choosing ¢ = s7, the ratio of
the cost of S7 and Sy is Q(/s). Our example has O(s?) nodes; therefore the greedy
schedule can be an Q({/n) factor away from optimum. O
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3056

2]

[4]

[5]

[7]

(8]

[9]
[10]
[11]

[12]

22]

23]

[24]

[25]

JULIAN MESTRE

REFERENCES

E. ANDERSON, J. HALL, J. HARTLINE, M. HOBBES, A. KARLIN, J. SAIA, R. SWAMINATHAN,
AND J. WILKES, An ezperimental study of data migration algorithms, in Proceedings of the
5th International Workshop on Algorithm Engineering (WAE), Springer, Berlin, 2001, pp.
145-158.

N. BANSAL, L. FLEISCHER, T. KIMBREL, M. MAHDIAN, B. SCHIEBER, AND M. SVIRIDENKO, Fur-
ther improvements in competitive guarantees for QoS buffering, in Proceedings of the 14th
International Colloquium on Automata, Languages, and Programming (ICALP), Springer,
Berlin, 2004, pp. 196—-207.

. BAR-Nov, R. BAR-YEHUDA, A. FREUND, J. S. NAOR, AND B. SCHIEBER, A unified approach

to approximating resource allocation and scheduling, J. ACM, 48 (2001), pp. 1069-1090.

. BAR-NOY, M. BELLARE, M. M. HALLDORSSON, H. SHACHNAI, AND T. TAMIR, On chromatic
sums and distributed resource allocation, Inform. and Comput., 140 (1998), pp. 183-202.
BAR-YEHUDA, One for the price of two: A unified approach for approximating covering

problems, Algorithmica, 27 (2000), pp. 131-144.

. BAR-YEHUDA, Using homogeneous weights for approrimating the partial cover problem, J.

Algorithms, 39 (2001), pp. 137-144.

. BAR-YEHUDA, K. BENDEL, A. FREUND, AND D. RAwWITZ, Local ratio: A unified framework

for approzimation algorithms, ACM Comput. Surv., 36 (2004), pp. 422-463.

BAR-YEHUDA AND S. EVEN, A local-ratio theorem for approzimating the weighted vertex

cover problem, in Analysis and Design of Algorithms for Combinatorial Problems, North-
Holland Math. Stud. 109, North—Holland, Amsterdam, 1985, pp. 27-45.

. BAR-YEHUDA, M. M. HALLDORSSON, J. (S.) NAOR, H. SHACHNAI, AND 1. SHAPIRA, Schedul-
ing split intervals, SIAM J. Comput., 36 (2006), pp. 1-15.

. BAR-YEHUDA AND D. RAawITZ, On the equivalence between the primal-dual schema and the
local ratio technique, SIAM J. Discrete Math., 19 (2005), pp. 762-797.

. E. BIRNBAUM AND K. J. GOLDMAN, An improved analysis for a greedy remote-clique algo-
rithm using factor-revealing LPs, Algorithmica, 55 (2009), pp. 42-59.

F. Caubak, M. X. GOEMANS, AND D. S. HocHBAUM, A primal-dual interpretation of recent
2-approximation algorithms for the feedback vertex set problem in undirected graphs, Oper.
Res. Lett., 22 (1998), pp. 111-118.

K. L. CLARKSON, A modification of the greedy algorithm for vertex cover, Inform. Process.Lett.,
16 (1983), pp. 23-25.

E. G. CorrMaAN, Jr., M. R. GAREY, D. S. JOHNSON, AND A. S. LAPAUGH, Scheduling file
transfers, SIAM J. Comput., 14 (1985), pp. 744-780.

W. J. Cook, W. H. CUNNINGHAM, W. R. PULLYBLANK, AND A. SCHRIJVER, Combinatorial
Optimization, John Wiley & Sons, New York, 1998.

R. GANDHI, M. M. HALLDORSSON, G. KORTSARZ, AND H. SHACHNAI, Improved results for data
migration and open shop scheduling, ACM Trans. Algorithms, 2 (2006), pp. 116-129.

R. GaNDHI, M. M. HALLDORSSON, G. KORTSARZ, AND H. SHACHNAI, Improved bounds for
scheduling conflicting jobs with minsum criteria, ACM Trans. Algorithms, 4 (2008), article
11.

R. GANDHI, S. KHULLER, AND A. SRINIVASAN, Approximation algorithms for partial covering
problems, J. Algorithms, 53 (2004), pp. 55-84.

R. GANDHI AND J. MESTRE, Combinatorial algorithms for data migration to minimize average
completion time, Algorithmica, 54 (2009), pp. 54-71.

M. X. GOEMANS AND D. P. WILLIAMSON, The primal-dual method for approzimation algorithms
and its application to network design problems, in Approximation Algorithms for NP-Hard
Problems, PWS Publishing, Boston, 1996, pp. 144-191.

J. HALL, J. HARTLINE, A. R. KARLIN, J. SA1A, AND J. WILKES, On algorithms for efficient
data migration, in Proceedings of the Twelfth Annual ACM-SIAM Symposium on Discrete
Algorithms (SODA), 2001, pp. 620-629.

N. IMMORLICA, M. MAHDIAN, AND V. S. MIRROKNI, Cycle cover with short cycles, in Proceed-
ings of the 22nd Annual Symposium on Theoretical Aspects of Computer Science (STACS),
Springer, Berlin, 2005, pp. 641-653.

K. JAIN, M. MAHDIAN, E. MARKAKIS, A. SABERI, AND V. V. VAZIRANI, Greedy facility location
algorithms analyzed using dual fitting with factor-revealing LP, J. ACM, 50 (2003), pp.
795-824.

S. KHULLER, Y.-A. KM, AND Y.-C. (J.) WAN, Algorithms for data migration with cloning,
SIAM J. Comput., 33 (2004), pp. 448-461.

Y.-A. KM, Data migration to minimize the average completion time, J. Algorithms, 55 (2005),
pp. 42-57.

B w om® >

© = 0w



ADAPTIVE LOCAL RATIO 3057

[26] Y.-A. KiM, S. KHULLER, AND A. MALEKIAN, Improved algorithms for data migration, in Pro-
ceedings of the 9th International Workshop on Approximation Algorithms for Combinato-
rial Optimization Problems (APPROX), Springer, Berlin, 2006, pp. 164-175.

[27] D. MARX, Complezity results for minimum sum edge coloring, Discrete Appl. Math., 157
(2009), pp. 1034-1045.

[28] T. NisHIZEKI AND K. KASHIWAGI, On the 1.1 edge-coloring of multigraphs, SIAM J. Discrete
Math., 3 (1990), pp. 391-410.

[29] M. QUEYRANNE AND M. SVIRIDENKO, New and improved algorithms for minsum shop schedul-
ing, in Proceedings of the Eleventh Annual ACM-SIAM Symposium on Discrete Algorithms
(SODA), 2000, pp. 871-878.

[30] D. P. WILLIAMSON, The primal-dual method for approzimation algorithms, Math. Program.,
91 (2002), pp. 447-478.

[31] D. P. WiLLIAMSON, L. A. HarL, J. A. HOOGEVEEN, C. A. J. HURKENS, J. K. LENSTRA, S. V.
SEVAST’JANOV, AND D. B. SHMOYS, Short shop schedules, Oper. Res., 45 (1997), pp. 288—
294.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


