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1. INTRODUCTION

As the World Wide Web has been used to build increasingly complex applications, devel-
opers have been constrained by the Web’s static document model. “Active” content can add
simple animations to a page, but it can also transform the Web into a “platform” for writing
and distributing programs. A variety of mobile code systems such as Java [Gosling et al.
1996], JavaScript [Flanagan 1997], ActiveX [Microsoft Corporation 1996], and Shock-
wave [Schmitt 1997] make this possible.

Users and developers love mobile code, but it raises serious security concerns. Software
distribution over the Internet has been common for years, but the risks are greatly ampli-
fied with Web plug-ins and applets by virtue of their ubiquity and seamless integration.
Users are often not even aware of mobile code’s presence. Mobile code systems must have
correspondingly stronger security to compensate for the increased exposure to potentially
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hostile code.
This paper considers the problem of securely supporting mobile code on real-world sys-

tems. Unlike traditional operating systems, Web browsers must rely on software mecha-
nisms for basic memory safety, both for portability and performance. Currently, there is
no standard for constructing secure services above basic memory safety primitives. We
explain three different strategies and their implementations in Java: several vendors [Gold-
stein 1996; Electric Communities 1996] have built capability systems, Netscape and Mi-
crosoft have extensions to Java’s stack introspection, and we designed an add-on to Mi-
crosoft Internet Explorer which hides or replaces Java classes. We analyze these systems
in terms of established security criteria and conclude with a discussion of appropriate en-
vironments in which to deploy each strategy.

1.1 The Advantages of Software Protection

Historically, memory protection and privilege levels have been implemented in hardware:
memory protection via base / limit registers, segments, or pages; and privilege levels via
user / kernel mode bits or rings [Schroeder and Saltzer 1972]. Recent mobile code systems,
however, rely on software rather than hardware for protection. The switch to software
mechanisms is being driven by two needs: portability and performance.

1.1.0.1 Portability. The first argument for software protection is portability. A user-
level software product like a browser must coexist with a variety of operating systems. For
a Web browser to use hardware protection, the operating system would have to provide
access to the page tables and system calls, but such mechanisms are not available univer-
sally across platforms. Software protection allows a browser to have platform-independent
security mechanisms.

1.1.0.2 Performance. Second, software protection offers significantly cheaper cross-
domain calls1. To estimate the magnitude of the performance difference, we did two simple
experiments. The results below should not be considered highly accurate, since they mix
measurements from different architectures. However, the effect we are measuring is so
large that these small inaccuracies do not affect our conclusions.

First, we measured the performance of a null call between Common Object Model
(COM) objects on a 180 MHz PentiumPro PC running Windows NT 4.0. When the two
objects are in different tasks, the call takes 230 sec; when the called object is in a dy-
namically linked library in the same task, the call takes only 0.2 sec — a factor of 1000
difference. While COM is a very different system from Java, the performance disparity ex-
hibited in COM would likely also appear if hardware protection were applied to Java. This
ratio appears to be growing even larger in newer processors [Ousterhout 1990; Anderson
et al. 1991].

The time difference would be acceptable if cross-domain calls were very rare. But mod-
ern software structures, especially in mobile code systems, are leading to tighter binding
between domains.

To illustrate this fact, we then instrumented the Sun Java Virtual Machine (JVM)
(JDK 1.0.2 interpreter running on a 167 MHz UltraSparc) to measure the number of calls
across trust boundaries, that is, the number of procedure calls in which the caller is either

1In Unix, a system-call crosses domains between user and kernel processes. In Java, a method call between applet
and system classes also crosses domains because system classes have additional privileges.
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Workload time crossings crossings/sec

CaffeineMark 40.9 1135975 26235
SunExamples 138.7 5483828 35637

Fig. 1. Number of trust-boundary crossings for two Java workloads. Time is the total user+system CPU time
used, in seconds. Crossings is the number of method calls which cross a trust boundary. The last column is their
ratio: the number of boundary crossings per CPU-second.

more trusted or less trusted than the callee. We measured two workloads. CaffeineMark2

is a widely used Java performance benchmark, and SunExamples is the sum over 29 of
the 35 programs3 on Sun’s sample Java programs page4. (Some of Sun’s programs run
forever; we cut these off after 30 seconds.) Note that our measurements almost certainly
underestimate the rate of boundary crossings that would be seen on a more current JVM
implementation that used a just-in-time (JIT) compiler to execute much more quickly.

Figure 1 shows the results. Both workloads show roughly 30000 boundary crossings
per CPU-second. Using our measured cost of 0.2 sec for a local COM call, we estimate
that these programs spend roughly 0.5% of their time crossing trust boundaries in the Java
system with software protection (although the actual cost in Java may be significantly
cheaper).

Using our measured cost of 230 sec for a cross-task COM call, we can estimate the cost
of boundary crossings for both workloads in a hypothetical Java implementation that used
hardware protection. The cost is enormous: for CaffeineMark, about 6 seconds per useful
CPU-second of work, and for SunExamples, about 8 seconds per useful CPU-second. In
other words, a naı̈ve implementation of hardware protection would slow these programs
down by a factor of 7 to 9. This is unacceptable.

Why are there so many boundary crossings? Surely the designers did not strive to in-
crease the number of crossings; most likely they simply ignored the issue, knowing that the
cost of crossing a Java protection boundary was no more than a normal function call. What
our experiments show, then, is that the natural structure of a mobile code system leads to
very frequent boundary crossings.

Of course, systems using hardware protection are structured differently; the develop-
ers do what is necessary to improve performance (i.e., buffering calls together). In other
words, they deviate from the natural structure in order to artificially reduce the number
of boundary crossings. At best, this neutralizes the performance penalty of hardware pro-
tection at a cost in both development time and the usefulness and maintainability of the
resulting system. At worst, the natural structure is sacrificed and a significant performance
gap still exists.

1.2 Memory Protection vs. Secure Services

Most discussions of software protection in the OS community focus on memory protec-
tion: guaranteeing a program will not access memory or execute code for which it is not
authorized. Software fault isolation [Wahbe et al. 1993], proof-carrying code [Necula and
Lee 1996], and type-safe languages are three popular ways to ensure memory protection.

2http://www.webfayre.com/pendragon/cm2/
3We omitted internationalization examples and JDK 1.1 applets.
4http://www.javasoft.com/applets/applets.html
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1.2.1 Software Memory Protection. Wahbe et al. [1993] introduced software fault iso-
lation. They showed they could rewrite load, store, and branch instructions to validate all
memory access with an aggregate 5–30% slowdown. By eliminating these checks where
possible, and optimizing the placement of the remaining checks, a perhaps acceptable
slowdown is achieved in a software-only implementation. The theory is still the same
as hardware-based protection: potentially dangerous operations are dynamically checked
for safety before their execution.

Necula and Lee [1996] introduced proof-carrying code. Proof-carrying code eliminates
the slowdown associated with software fault isolation by statically verifying a proof that
a program respects an agreed upon security policy when the program is loaded. After the
proof is verified, the program can run at full speed. Few limits are put on the form of the
program; it can be hand-tuned assembly language. The major difficulty at the moment is
generating the proofs: for now, they are written by hand with the help of a non-interactive
theorem prover. Research is underway to automate proof generation. One promising idea
is to have the compiler for a safe language generate a proof of memory safety during the
compilation process.

The language-based protection model, exemplified by Java, can be traced back at least to
the Burroughs B-5000 in 1961 [Levy 1984] and is also used in current research operating
systems such as SPIN [Bershad et al. 1995]. Memory accesses can be controlled with a
safe language [Milner and Tofte 1991]. If the language has a mechanism for enforcing
abstraction boundaries (in Java, this means ensuring that private variables and methods
are not accessible outside their class), then the system can force control to flow through
security checks before executing any dangerous code. Language-based safety can use
either dynamic type checking [Rees 1996; Borenstein 1994] or static type checking (as
is mostly the case in Java [Gosling et al. 1996; Drossopoulou and Eisenbach 1997]). The
major tradeoff is performance versus theoretical complexity. The static system should be
faster, because it only checks safety once, before the program starts. Dynamic checking is
simpler, because there is no need to prove a type soundness theorem: at each step during
execution, a local check is sufficient to ensure the absence of type errors. Note that while
static type checking may be theoretically complex, the implementation can be quite simple.

1.2.2 Secure Services. While memory protection is necessary and important, there is
much more to security than memory protection. Memory protection is sufficient for pro-
grams that do calculations without invoking system services, but more interesting programs
use a rich set of operating system services such as shared files, graphics, authentication,
and networking. The operating system code implementing these services must define and
correctly enforce its own security policy pertaining to the resources it is managing. For
example, the GUI code must define and enforce a policy saying which code can observe
and generate which GUI events. Memory protection can keep hostile code from directly
reading the GUI state, but it cannot keep a hostile program from tricking the GUI code into
telling it about events it shouldn’t see5.

Seltzer et al. [1996] studied some of the security problems involved in creating an exten-
sible operating system. They argue that memory protection is only part of the solution; the
bulk of their paper is concerned with questions of how to provide secure services. Consider

5GUI event manipulation may seem harmless, but observing GUI events could allow an attacker to see passwords
or other sensitive information while they are typed. Generated GUI events would allow an attacker to create
keystrokes to execute dangerous commands.

4



the security flaws that have been found in Unix. Very few are related to hardware memory
protection: almost all of the flaws have been in trusted services such as sendmail and
fingerd. Perfect memory protection would not prevent these flaws.

The challenge, then, is not only getting memory protection but providing secure sys-
tem services. This paper considers how secure services can be built solely with software
protection.

2. SECURITY IN JAVA

Though we could in principle use any of several mobile code technologies, we will base
our analysis on the properties of Java. Java is a good choice for several reasons: it is widely
used and analyzed in real systems, and full source code is available to study and modify.

Java uses programming language mechanisms to enforce memory safety. The JVM en-
forces the Java language’s type safety, preventing programs from accessing memory or
calling methods without authorization [Lindholm and Yellin 1996]. Existing JVM imple-
mentations also enforce a simple “sandbox” security model which prohibits untrusted code
from using any sensitive system services.

The sandbox model is easy to understand, but it prevents many kinds of useful programs
from being written. All file system access is forbidden, and network access is only allowed
to the host where the applet originated. While untrusted applets are successfully prevented
from stealing or destroying users’ files or snooping around their networks, it is also im-
possible to write a replacement for the users’ local word processor or other common tools
which rely on more general networking and file system access.

Traditional security in Java has focused on two separate, fixed security policies. Local
code, loaded from specific directories on the same machine as the JVM, is completely
trusted. Remote code, loaded across a network connection from an arbitrary source, is
completely untrusted.

Since local code and remote code can co-exist in the same JVM, and can in fact call
each other, the system needs a way to determine if a sensitive call, such as a network or file
system access, is executing “locally” or “remotely.” Traditional JVMs have two inherent
properties used to make these checks:

—Every class in the JVM which came from the network was loaded by a ClassLoader, and
includes a reference to its ClassLoader. Classes which came from the local file system
have a special system ClassLoader. Thus, local classes can be distinguished from remote
classes by their ClassLoader.

—Every frame on the call stack includes a reference to the class running in that frame.
Many language features, such as the default exception handler, use these stack frame
annotations for debugging and diagnostics.

Combined together, these two JVM implementation properties allow the security system
to search for remote code on the call stack. If a ClassLoader other than the special system
ClassLoader exists on the call stack, then a policy for untrusted remote code is applied.
Otherwise, a policy for trusted local code is used.

To enforce these policies, all the potentially dangerous methods in the system were
designed to call a centralized SecurityManager class which checks if the action requested
is allowed (using the mechanism described above), and throws an exception if remote
code is found on the call stack. The SecurityManager is meant to implement a reference
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monitor [Lampson 1971; National Computer Security Center 1985] — always invoked,
tamperproof, and easily verifiable for correctness.

In practice, this design proved insufficient. First, when an application written in Java
(e.g., the HotJava Web browser) wishes to run applets within itself, the low-level file system
and networking code has a problem distinguishing between direct calls from an applet and
system functions being safely run on behalf of an applet. Sun’s JDK 1.0 and JDK 1.1
included specific hacks to support this with hard-coded “ClassLoader depths” (measuring
the number of stack frames between the low-level system code and the applet code).

In addition to a number of security-related bugs in the first implementations [Dean et al.
1996], many developers complained that the sandbox policy, applied equally to all applets,
was too inflexible to implement many desirable “real” applications. The systems presented
here can all distinguish between different “sources” of programs and provide appropriate
policies for each of them.

3. APPROACHES

We now present three different strategies for resolving the inflexibility of the Java sandbox
model. All three strategies assume the presence of digital signatures to identify what prin-
cipal is responsible for the program. This principal is mapped to a security policy. After
that, we have identified three different ways to enforce the policy:

Capabilities. A number of traditional operating systems were based on unforgeable
pointers which could be safely given to user code. Java provides a perfect environment
for implementing capabilities.

Extended stack introspection. The current Java method of inspecting the stack for un-
privileged code can be extended to include principals on the call stack.

Name space management. An interesting property of dynamic loading is the ability to
create an environment where different applets see different classes with the same names.
By restricting an applet’s name space, we can limit its activities.

In this section, we will focus on how each method implements interposition of protective
code between potentially dangerous primitives and untrusted code. In section 4, we will
compare these systems against a number of security-relevant criteria.

3.1 Common Underpinnings

Security mechanisms can be defined by how they implement interposition: the ability to
protect a component by routing all calls to it through a reference monitor. The reference
monitor either rejects each call, or passes it through to the protected component; the refer-
ence monitor can use whatever policy it likes to make the decision. Since a wide variety of
policies may be desirable, it would be nice if the reference monitor were structured to be
extensible without being rewritten. As new subsystems need to be protected, they should
be easy to add to the reference monitor.

Traditionally, extensible reference monitors are built using trusted subsystems. For ex-
ample, the Unix password file is read-only, and only a setuid program can edit it. In a
system with domain and type enforcement [Badger et al. 1995], the password database
would have a type that is only editable by programs in the appropriate domain. In ei-
ther case, the operating system has no a priori knowledge of the password database or
password-changing utilities, but instead has security mechanisms general enough to pro-
tect the data by only allowing a small number of programs access to it. Clark and Wilson
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[1987] offers a particularly cogent argument in favor of the use of trusted subsystems and
abstraction boundaries in the security of commercial systems.

3.1.1 Digital Signatures as Principals. To implement any security policy, Java needs
a notion of principal. In a traditional operating system, every user is a principal6. For
Java, we wish to perform access control based on the “source” of the code, rather than
who is running it. This is solved by digitally signing the applet code. These signatures
represent endorsements of the code by the principal who signed it7 asserting that the code
is not malicious and behaves as advertised. When a signature is verified, the principal may
be attached to the class object within the JVM. Any code may later query a class for its
principal. This allows a group of classes meant to cooperate together to query each others’
principal and verify that nothing was corrupted.

There is no reason a program cannot have multiple signatures, and hence multiple prin-
cipals. This means we must be able to combine potentially conflicting permissions granted
to each principal, much as a traditional operating system must resolve permissions when a
user belongs to multiple groups. One way to solve this problem is to choose a dominating
principal, generally the principal about whom the user has the strongest feelings, and treat
the program as though it were signed only by the dominating principal. Some systems also
define an algebra for combining policies.

3.1.2 Policies and Users. Each system needs a policy engine which can store security
policy decisions on stable storage, answer questions about the current policy, and query
the user when an immediate decision is necessary. The details of what is stored, and what
form user queries take, depend on the specific abstractions defined by each system.

To clarify the policy engine’s role, consider the file system protection mechanisms in
Unix. The “policy decisions” in a Unix file system are the file permission bits for each
directory and file; these are stored on disk. The role of policy engine is played by code
in the kernel that maintains the permission bits and uses them to decide which file access
requests to allow.

In Java, a critical issue with the policy engine is how to help non-technical users make
security-relevant decisions about who they trust to access particular resources. To simplify
the user interface, we want to pre-define groups of common privileges and given them user-
friendly names. For example, a “typical game privileges” group might refer to specific
limited file system access, full-screen graphics, and network access to the game server.
Such groupings allow a single dialog box to be presented to a user which does not burden
the user with a long series of individual privilege decisions and their corresponding dialog
boxes.

3.1.3 Site Administration. Another way to remove complexity from users is to move
the work to their system administrators. Many organizations prefer to centrally adminis-
trate their security policy to prevent users from accidentally or maliciously violating the
policy.

These organizations need hooks into the Web browser’s policy mechanism to either pre-
install and “lock down” all security choices or at least to pre-approve applications used

6Principal and target, as used in this paper, are the same as subject and object, as used in the security literature,
but are more clear for discussing security in object-oriented systems.
7Because a signature can be stripped or replaced by a third-party, there is no strong way for a signature to
guarantee authorship.
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by the organization. If an organization purchases a new product, all users should not be
burdened with dialogs asking them to grant it privileges. Likewise, if a Web site is known
to be malicious, an administrator could block it from ever asking any user for a privilege.

Both Netscape and Microsoft have extensive support for centralized policy adminis-
tration in their Web browsers. While malicious users may not necessarily be prevented
from reinstalling their Web browser (or operating system) to override the centralized se-
curity policies, normal users can at least benefit from their site administrators’ work to
pre-determine which applications should and should not be trusted.

3.2 First Approach: Capabilities

In many respects, Java provides an ideal environment to build a traditional capability sys-
tem [Fabry 1974; Levy 1984]. Electric Communities [1996] and Goldstein [1996]8 have
implemented such systems. This section discusses general issues for capabilities in Java,
rather than specifics of the Electric Communities or JavaSoft systems.

Dating back to the 1960’s, hardware and software-based capability systems have often
been seen as a good way to structure a secure operating system [Hardy 1985; Neumann
et al. 1980; Tanenbaum et al. 1986]. Fundamentally, a capability is an unforgeable pointer
to a controlled system resource. To use a capability, a program must have been first ex-
plicitly given that capability, either as part of its initialization or as the result of calling
another capability. Once a capability has been given to a program, the program may then
use the capability as much as it wishes and (in some systems) may even pass the capability
to other programs. This leads to a basic property of capabilities: any program which has a
capability must have been permitted to use it9.

3.2.1 Capabilities in Java. In early machines, capabilities were stored in tagged mem-
ory. A user program could load, store, and execute capabilities, but only the kernel could
create a capability [Levy 1984]. In Java, a capability is simply a reference to an object.
Java’s type safety prevents object references from being forged. It likewise blocks access
to methods or member variables which are not labeled public.

The current Java class libraries already use a capability-style interface to represent open
files and network connections. However, static method calls are used to acquire these
capabilities. In a more strongly capability-based system, all system resources (including
the ability to open a file in the first place) would be represented by capabilities. In such a
system, an applet’s top-level class would be passed an array of capabilities when initialized.
In a flexible security model, the system would evaluate its security policy before starting
the applet, then pass it the capabilities for whatever resources it was allowed. If an applet
is to be denied all file system access, for example, it need only not receive a file system
capability. Alternately, a centralized “broker” could give capabilities upon request, as a
function of the caller’s identity.

3.2.2 Interposition. Java capabilities would implement interposition by providing the
exclusive interface to system resources. Rather than using the File class, or the public
constructor of FileInputStream, a program would be required to use a file system

8The Java Electronic Commerce Framework (JECF) uses a capability-style interface, extending the signed applet
support in JDK 1.1. More information about JavaSoft’s security architecture plans can be found in Gong [1997a].
9For example, the combination to open a safe represents a capability. The safe has no way to verify if the
combination has been stolen; any person entering the correct combination can open the door. The security of the
safe depends upon the combination not being leaked by an authorized holder.
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// In this example, any code wishing to open a file must first obtain
// an object which implements FileSystem.

interface FileSystem {
public FileInputStream getInputStream(String path);

}

// This is the primitive class for accessing the file system. Note that
// the constructor is not public -- this restricts creation of these
// objects to other code in the same package.

public class FS implements FileSystem {
FS() {}

public FileInputStream getInputStream(String path) {
return internalOpen(path);

}

private native FileInputStream internalOpen(path);
}

// This class allows anyone holding a FileSystem to export a subset of
// that file system. Calls to getInputStream() are prepended with the
// desired file system root, then passed on to the internal FileSystem
// capability.

public class SubFS implements FileSystem {
private FileSystem fs;
private String rootPath;

public SubFS(String rootPath, FileSystem fs) {
this.rootPath = rootPath;
this.fs = fs;

}

public FileInputStream getInputStream(String path) {
// to work safely, this would need to properly handle ‘..’ in path
return fs.getInputStream(rootPath + "/" + path);

}
}

Fig. 2. Interposition of a restricted file system root in a capability-based Java system. Both FS and SubFS
implement FileSystem, the interface exported to all code which reads files.

capability which it acquired on startup or through a capability broker. If a program did not
receive such a capability, it would have no other way to open a file.

Since a capability is just a reference to a Java object, the object can implement its own
security policy by checking arguments before passing them to its private, internal methods.
In fact, one capability could contain a reference to another capability inside itself. As long
as both objects implement the same Java interface, the capabilities could be indistinguish-
able from one another.

For example, imagine we wish to provide access to a subset of the file system — only
files below a given subdirectory. One possible implementation is presented in figure 2. A
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SubFS represents a capability to access a subtree of the file system. Hidden inside each
SubFS is a FileSystem capability; the SubFS prepends a fixed string to all pathnames
before accessing the hidden FileSystem. Any code which already possesses a handle to
a FileSystem can create a SubFS, which can then be passed to an untrusted subsystem.
Note that a SubFS can also wrap another SubFS, since SubFS implements the same
interface as FS.

Also note that with the current Java class libraries, a program wishing to open
a file can directly construct its own FileInputStream. To prevent this, either
FileInputStreammust have non-public constructors, or the FileInputStream
class must be hidden from programs. This restriction would also apply to other file-related
Java classes, such as RandomAccessFile. While the Java language can support capa-
bilities in a straightforward manner, the Java runtime libraries (and all code depending on
them) would require significant changes.

3.3 Second Approach: Extended Stack Introspection

This section presents an extension to Java’s current stack-introspection mechanism10. This
approach is taken by both Netscape11 and Microsoft12 in version 4.0 of their respective
browsers. JavaSoft is working on a similar design [Gong 1997b]. Although the designs of
Netscape and Microsoft differ in many ways, there is a core of similarity. Accordingly, we
will first describe the common elements and then discuss the differences.

As in the other approaches, extended stack introspection uses digital signatures to match
pieces of incoming byte code to principals, and a policy engine is consulted to determine
which code has permission for which targets.

3.3.1 Basic Design. Three fundamental primitives are necessary to use extended stack
introspection:

—enablePrivilege(target)

—disablePrivilege(target)

—checkPrivilege(target)

When a dangerous resource (such as the file system) needs to be protected, two steps
are necessary: a target must be defined for the resource, and the system must call
checkPrivilege() on the target before accessing the protected resource.

When code wishes to use the protected resource, it must first call
enablePrivilege() on the target associated with that resource. This will con-
sult the policy engine to see whether the principal of the caller is permitted to use the
resource. If permitted, it will create an enabled privilege. After accessing the resource, the
code will call disablePrivilege() to discard the enabled privilege.
checkPrivilege(target) searches for an enabled privilege to the given target. If

one is not found, an exception is thrown.

3.3.2 Improved Design. The design as described so far is simple, but it requires a few
refinements to make it practical. First, it is clear that enabled privileges must apply only to

10This approach is sometimes incorrectly referred to as “capability-based security” in some marketing literature.
11http://developer.netscape.com/library/documentation/signedobj/
12http://www.microsoft.com/ie/ie40/browser/security/sandbox.htm
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the thread that created them. Otherwise, an unfortunately timed thread switch could leak
privileges to untrusted code.

Second, the basic design is flawed in that an enabled privilege could live forever if the
programmer neglected to disable it on all paths out of the method that created it. This
error is easy to make, especially in the presence of exceptions, so the design is refined to
attach enabled privileges to a hidden and protected field of the stack frame of the method
that created them. This would cause the privileges to be discarded automatically when the
method that created them exits.

The design has one more serious weakness: it is subject to luring attacks in which
trusted code that has some privileges enabled is tricked into calling into untrusted code.
This would have the effect of delegating the enabled privileges to the untrusted code, which
could exploit them to do damage. Calls from trusted to untrusted code are common, for
example in callbacks associated with Java’s system library functions such as the Abstract
Windowing Toolkit.

The solution to luring attacks is to use a more restricted stack-frame searching algorithm
in checkPrivilege(). This algorithm, which both Netscape and Microsoft use, is
shown in figure 3. The algorithm searches the frames on the caller’s stack in sequence,
from newest to oldest. The search terminates, allowing access, upon finding a stack frame
that has an appropriate enabled privilege. The search terminates, forbidding access (and
throwing an exception), upon finding a stack frame which is forbidden by the policy engine
from accessing the target.

This neatly eliminates luring attacks: untrusted code cannot exploit the privileges of its
caller, because the stack search will terminate upon finding the untrusted stack frame. A
callee can sometimes use the privileges of its caller, but only those privileges that the callee
could have requested for itself.

We note that Netscape and Microsoft take different actions when the search reaches the
end of the stack uneventfully: Netscape denies permission and Microsoft allows it. The
Netscape approach follows the principle of least privilege, since it requires that privileges
be explicitly enabled before they can be used. The Microsoft approach, on the other hand,
may be easier for developers, since no calls to enablePrivilege() are required in
the common case where independent untrusted or semi-trusted applets are using more-
trusted system libraries. It also allows local, trusted Java applications to use the same JVM
without modification: they run as a trusted principal so all of their accesses are allowed by
default13.

3.3.3 Example: Creating a Trusted Subsystem. A trusted subsystem can be imple-
mented as a class that enables some privileges before calling a system method to access
the protected resource. Untrusted code would be unable to directly access the protected
resource, since it would be unable to create the necessary enabled privilege. Figure 4
demonstrates how code for a trusted subsystem may be written.

Several things are notable about this example. The classes in figure 4 do not need to be
signed by the system principal (the all-powerful principal whose privileges are hard-wired
into the JVM). They could be signed by any trusted principal. This allows third parties to
gradually extend the security of the JVM without opening the entire system to attack.

13Netscape’s stack introspection is currently only used in their Web browser, so compatibility with existing Java
applications is not an issue.
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checkPrivilege(Target target) {
// loop, newest to oldest stack frame
foreach stackFrame {

if(stackFrame has enabled privilege for target) return Allow;

if(policy engine forbids access to target by class executing
in stackFrame) return Forbid;

}

// if we get here, we fell off the end of the stack
if(Netscape) return Forbid;
if(Microsoft) return Allow;

}

Fig. 3. The stack walking algorithm used by Netscape and Microsoft.

With the trusted subsystem, an applet has two ways to open a file: call through
TrustedService, which will restrict it to a subset of the file system, or request
UniversalFileRead privileges for itself. There are no other ways to enable privileges
for the UniversalFileRead target, so there are no other ways to open a file. Note that,
even should the applet try to create an instance of FS and then call getInputStream()
directly, the low-level file system call (inside java.io.FileInputStream) will still
fail.

3.3.4 Details. The Netscape and Microsoft implementations have many additional
features beyond those described above. We will attempt to describe a few of these en-
hancements and features here.

3.3.4.1 “Smart Targets”. Sometimes a security decision depends not only on which
resource (the file system, network, etc.) is being accessed, but on which specific part of the
resource is involved, for example, on exactly which file is being accessed. Since there are
too many files to create targets for each one, both Microsoft and Netscape have a form of
“smart targets” which have internal parameters and can be queried dynamically for access
decisions. Details are beyond the scope of this paper.

3.3.4.2 Who can define targets?. The Netscape and Microsoft systems both offer a
set of predefined targets that represent resources that the JVM implementation wants to
protect; they also offer ways to define new targets. The Microsoft system allows only
fully trusted code to define new targets, while the Netscape system allows anyone to define
new targets. In the Netscape system, targets are named with a (principal, string) pair, and
the system requires that the principal field match the principal who signed the code that
created the target. Built-in targets belong to the predefined principal System.

Allowing anyone to define new targets, as Netscape does, allows third-party library de-
velopers to define their own protected resources and use the system’s stack-introspection
mechanisms to protect them. The drawback is that users may be asked questions regarding
targets that the Netscape designers did not know about. This makes it harder to give the
user guidance. Guidance from the principal that defined the target is probably safe to use,
since the defining principal is the one whose security depends on proper use of the target.
Still, it may be questionable to rely on third-party developers for part of the security user
interface.
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// this class shows how to implement a trusted subsystem with
// stack introspection

public class FS implements FileSystem {
private boolean usePrivs = false;

public FS() {
try {

PrivilegeManager.checkPrivilege("UniversalFileRead");
usePrivs = true;

} catch (ForbiddenTargetException e) {
usePrivs = false;

}
}

public FileInputStream getInputStream(String path) {
// only enable privileges if they were there when we were constructed

if(usePrivs)
PrivilegeManager.enablePrivilege("UniversalFileRead");

return new java.io.FileInputStream(path);
}

}

// this class shows how a privilege is enabled before a potentially
// dangerous operation

public class TrustedService {
public static FileSystem getScratchSpace() {

PrivilegeManager.enablePrivilege("UniversalFileRead");

// SubFS class from the previous example
return new SubFS("/tmp/TrustedService", new FS());

}
}

Fig. 4. This example shows how to build a FileSystem capability (see figure 2) as an example of a pro-
tected subsystem using extended stack introspection. Note that figure 2’s SubFS can work unmodified with this
example.

Principal Privileges
UntrustedApplet()

SubFS.getInputStream()

FS.getInputStream()

new FileInputStream()System

SecurityManager.checkRead()

PrivilegeManager.checkPrivilege()

System

System

user

System

System +UniversalFileRead

Fig. 5. This figure shows the call stack (growing downward) for a file system access by an applet using the code
in figure 4. The grey areas represent stack frames running with the UniversalFileRead privilege enabled.
Note that the top system frames on the stack can run unprivileged, even though those classes have the system
principal.
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3.3.4.3 Signing Details. Microsoft and Netscape also differ over their handling of dig-
ital signatures. In the Microsoft system, each bundle of code carries at most one signa-
ture14, and the signature contains a list of targets that the signer thinks the code should be
given access to. Before the code is loaded, the browser asks the policy engine whether the
signer is authorized to access the requested targets; if so, the code is loaded and given the
requested permissions.

In the Netscape system, code may have several signers, and signatures mention no tar-
gets. Instead, once the code is loaded, the code itself must tell the policy engine which
targets it will want access to. The decision whether to grant access to those targets is made
by the policy engine, based on the identities of the signers. Applets are strongly advised
to request their privileges at startup, though this rule is not enforced. Failure to request
privileges on startup might lead, for example, to the user working with a document-editing
applet and then discovering that he cannot save his work without violating his security
policy.

Since the Netscape system allows a class to be signed by several principals, there must
be a way to combine the policy engine’s opinions about each of the signers into a single
policy decision. This is done by using a “consensus voting” rule. Intuitively, consensus
voting means that one negative vote can force access to be forbidden, while at least one
positive vote (and no negative votes) is required in order to allow access. Since the local
user and site administrator may not know all of the signers, the policy engine can be told
to vote “abstain” for an unknown signer.

Allowing multiple signers, as Netscape does, seems better than requiring a single singer.
Since different users and sites may trust different signers, multiple signatures are required
in order to produce a single signed object that everyone will accept. With a single-signature
scheme, the server has to have multiple versions of the code (one for each signer) and must
somehow figure out which version to send to which client. Also, one signer might sign a
subset of the classes, creating a trusted subsystem within a potentially untrusted applet.

Putting the target-access requests in the signature, as Microsoft does, provides superior
flexibility in another dimension. It allows a signature to be a partial endorsement of a
piece of code. For example, a site administrator might sign an outside applet, saying (in
effect), “The local security policy allows this applet to access outside network addresses,
but nothing more.”

Many other details of the Microsoft and Netscape designs are omitted here for brevity.

3.4 Third Approach: Name Space Management

This section presents a modification to Java’s dynamic linking mechanism which can be
used to hide or replace the classes seen by an applet as it runs.

We have implemented a full system based on name space management, as an extension
to Microsoft Internet Explorer 3.0. Our implementation did not modify the JVM itself, but
changed several classes in the Java library. The full system is implemented in 4500 lines
of Java, most of which manages the user interface.

We first give an overview of what name space management is and how it can be used as
a security mechanism. Then we describe our implementation in detail.

14Actually, a sequence of signatures is allowed, but the present implementation recognizes only the first one.
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Original name Alice Bob

java.net.Socket security.Socket java.net.Socket
java.io.File — security.File
. . . . . . . . .

Fig. 6. Different principals see different name spaces. In this example, code signed by Alice cannot see the File
class, and for Bob it has been replaced with compatible subclasses.

3.4.1 Design. With name space management, we enforce a given security policy by
controlling how names in a program are resolved into runtime classes. We can either
remove a class entirely from the name space (thus causing attempts to use the class to fail),
or we can cause its name to refer to a different class which is compatible with the original.
This technique is used in Safe-Tcl [Borenstein 1994] to hide commands in an untrusted
interpreter. Plan 9 [Pike et al. 1990] can similarly attach different programs and services
to the file system viewed by an untrusted process.

In an object-oriented language, classes represent resources we wish to control. For
example, a File class may represent the file system and a Socket class may represent
networking operations. If the File class, and any other class which may refer to the file
system, is not visible when the remote code is linked to local classes, then the file system
will not be available to be attacked. Instead, an attempt to reference the file system would
be equivalent to a reference to a class which did not exist at all; an error or exception would
be triggered.

To implement interesting security policies, we can create environments which replace
sensitive classes with compatible ones that check their arguments and conditionally call the
original classes. These new classes can see the original sensitive classes, but the mobile
code cannot. For example, a File class could be replaced with one that prepended the
name of a subdirectory (see figure 6), much like the capability-based example in figure 2.
In both cases, only a sub-tree of the file system is visible to the untrusted mobile code.
In order for the program to continue working correctly, each substituted class must be
compatible with the original class it replaces (i.e., the replacement must be a subclass of
the original).

To make name space management work as a flexible and general access control scheme,
we introduce the notion of a configuration, which is a mapping from class names to imple-
mentations (i.e., Java class files). These configurations correspond to the privilege groups
discussed in section 3.1.2. When mobile code is loaded, the policy engine determines
which configuration is used for the code’s name space, as a function of its principal. If the
principals have not yet been seen by the system, the user is consulted for the appropriate
configuration.

An interesting property of this system is that all security decisions are made statically,
before the mobile code begins execution. Once a class has been hidden or replaced, there
is no way to get it back.

3.4.2 Implementation in Java. Name space management in Java is accomplished
through modifying the Java ClassLoader. A ClassLoader is used to provide the name
implementation mapping. Every class keeps a reference to a ClassLoader which is con-
sulted for dynamic binding to other classes in the Java runtime. Whenever a new class is
referenced, the ClassLoader provides the implementation of the new class (see figure 7).
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System

...
FileSystem fs = new FileSystem();
File f = fs.openFile applet

class
loader

applet
class

loader

Foo.java

Fig. 7. A ClassLoader resolves every class in an applet. If these classes reference more classes, the same
ClassLoader is used.

System

...
FileSystem fs = new FileSystem();
File f = fs.openFile

PCLPCL

Foo.java

AliceAlice

Policy
Engine
Policy
Engine

Fig. 8. Changing the name space: A PrincipalClassLoader (PCL) replaces the original class loader. The class
implementation returned depends on the principal associated with the PrincipalClassLoader and the configuration
in effect for that principal.

Usually in a Web browser, an AppletClassLoader is created for each applet. The Applet-
ClassLoader will normally first try to resolve a class name against the system classes (such
as java.io.File) which ship with the browser. If that fails, it will look for other classes
from the same network source as the applet. If two applets from separate network locations
reference classes with the same name that are not system classes, each will see a different
implementation because each applet’s AppletClassLoader looks to separate locations for
class implementations.

Our implementation works similarly, except we replace each applet’s AppletClassLoader
with a PrincipalClassLoader which enforces the configuration appropriate for the princi-
pals attached to that class (see figure 8). When resolving a class reference, a Principal-
ClassLoader can

(1) throw a ClassNotFoundException if the calling principal is not supposed to see
the class at all (exactly the same behavior that the applet would see if the class had
been removed from the class library – this is essentially a link-time error),

(2) return the class in question if the calling principal has full access to it, or

(3) return a subclass, as specified in the configuration for the applet’s principal.

In the third case we hide the expected class by binding its name to a subclass of the original
class. Figure 9 shows a class, security.File, which can replace java.io.File.
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When an applet calls new java.io.File("foo"), it will actually get an instance of
security.File, which is compatible in every way with the original class, except it
restricts file system access to a subdirectory. It might appear that this could be circum-
vented by using Java’s super keyword. However, Java bytecode has no notion of super,
which is resolved entirely at compile time. Note that, to achieve complete protection, other
classes such as FileInputStream, RandomAccessFile, etc. need to be replaced as
well, as they also allow access to the file system.

Name space management also allows third-party trusted subsystems to be distributed as
part of untrusted applets (see section 3.3.3). The classes of the trusted subsystem will have
different principals from the rest of the applet. Thus, those classes may be allowed to see
the “real” classes which are hidden from other applet classes.

The viability of name space management is unknown for future Java systems. New Java
features such as the reflection API (a feature of JDK 1.1 which allows dynamic inquiry
and invocation of a class’s methods) could defeat name space management entirely. Also,
classes which are shared among separate subsystems may be impossible to rename without
breaking things (e.g., both file system and networking classes use InputStream and
OutputStream). Both reflection and the class libraries could be redesigned to work
properly with name space management.

package security;
public class File extends java.io.File {

// Note that System.getUser() would not be available in a system
// purely based on name space management. In the current
// implementation, getUser() examines the call stack for a
// PrincipalClassLoader. A cleaner implementation would want to
// generate classes on the fly with different hard-coded prefixes.

private String fixPath(String path) {
// to work safely, this would need to properly handle ‘..’ in path
return "/tmp/" + System.getUser().getName() + "/" + path;

}

public File(String path) {
super(fixPath(path));

}

public File(String path, String name) {
super(fixPath(path), name);

}
}

Fig. 9. Interposition in a system with name space management. We assume that at runtime we can find out who
the currently running principal is.

4. ANALYSIS

Now that we have presented three systems, we need a set of criteria to evaluate them. This
list is derived from Saltzer and Schroeder [1975].
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Economy of mechanism. Designs which are smaller and simpler are easier to inspect
and trust.

Fail-safe defaults. By default, access should be denied unless it is explicitly granted.

Complete mediation. Every access to every object should be checked.

Least privilege. Every program should operate with the minimum set of privileges nec-
essary to do its job. This prevents accidental mistakes becoming security problems.

Least common mechanism. Anything which is shared among different programs can be
a path for communication and a potential security hole, so as little data as possible should
be shared.

Accountability. The system should be able to accurately record “who” is responsible for
using a particular privilege.

Psychological acceptability. The system should not place an undue burden on its users.

Several other practical issues arise when designing a security system for Java.

Performance. We must consider how our designs constrain system performance. Secu-
rity checks which must be performed at run-time will have performance costs.

Compatibility. We must consider the number and depth of changes necessary to inte-
grate the security system with the existing Java virtual machine and standard libraries.
Some changes may be impractical.

Remote calls. If the security system can be extended cleanly to remote method invoca-
tion, that would be a benefit for building secure, distributed systems.

We will now consider each criterion in sequence.

4.1 Economy of Mechanism

Of all the systems presented, name space management is possibly the simplest. The im-
plementation requires redesigning the ClassLoader as well as tracking the different name
space configurations. The mechanisms that remove and replace classes, and hence provide
for interposition, are minimal. However, they affect critical parts of the JVM and a bug in
this code could open the system to attack.

Extended stack introspection requires some complex changes to the virtual machine. As
before, changes to the JVM could destabilize the whole system. Each class to be protected
must explicitly consult the security system to see if it has been invoked by an authorized
party. This check adds exactly one line of code, so its complexity is analogous to the
configuration table in name space management. And, as with name space management,
any security-relevant class which has not been modified to consult the security system can
be an avenue for system compromise.

Unmodified capabilities are also quite simple, but they have well-known problems with
confinement (see section 4.3). A capability system modified to control the propagation
of capabilities would have a more complex implementation, possibly requiring stack in-
trospection or name space management to work properly. A fully capability-based Java
would additionally require redesigning the Java class libraries to present a capability-style
interface — a significant departure from the current APIs, although capability-style classes
(“factories”) are used internally in some Java APIs.

An interesting issue with all three systems is how well they enable code auditing — how
easy it is for an implementor to study the code and gain confidence in its correctness. Name
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space management includes a nice list of classes which must be inspected for correctness.
With both capabilities and stack introspection, simple text searching tools such as grep
can locate where privileges are acquired, and the propagation of these privileges must be
carefully studied by hand. Capabilities can potentially propagate anywhere in the system.
Stack annotations, however, are much more limited in their ability to propagate.

4.2 Fail-safe Defaults

Name space management and stack introspection have similar fail-safe behavior. If a po-
tentially dangerous system resource has been properly modified to work with the system, it
will default to deny access. With name space management, the protected resource cannot
be named by a program, so it is not reachable. With stack introspection, requests to enable
a privilege will fail by default. Likewise, when no enabled privilege is found on the stack,
access to the resource will be denied by default. (Microsoft sacrifices this property for
compatibility reasons.)

In a fully capability-based system, a program cannot do anything unless an appropriate
capability is available. In this respect, a capability system has very good fail-safe behavior.

4.3 Complete Mediation

Barring oversights or implementation errors (discussed in sections 4.1 and 4.2), all three
systems provide mechanisms to interpose security checks between identified targets and
anyone who tries to use them.

However, an important issue is confinement of privileges [Lampson 1973]. It should
not generally be possible for one program to delegate a privilege to another program (that
right should also be mediated by the system). This is the fundamental flaw in an unmodi-
fied capability system; two programs which can communicate object references can share
their capabilities without system mediation. This means that any code which is granted
a capability must be trusted to care for it properly. In a mobile code system, the number
of such trusted programs is unbounded. Thus, it may be impossible to ever trust a simple
capability system. Likewise, mechanisms must be in place to revoke a capability after it
is granted. Many extensions to capabilities have been proposed to address these concerns.
Kain and Landwehr [1987] proposes a taxonomy for extensions and survey many systems
which implement them.

Fundamentally, extended capability systems must either place restrictions on how capa-
bilities can be used, or must place restrictions on how capabilities can be shared. Some sys-
tems, such as ICAP [Gong 1989], make capabilities aware of “who” called them; they can
know who they belong to and become useless to anyone else. The IBM System/38 [Berstis
et al. 1980] associates optional access control lists with its capabilities, accomplishing the
same purpose. Other systems use hardware mechanisms to block the sharing of capabil-
ities [Karger and Herbert 1984]. For Java, any such technique would be problematic. To
make a capability aware of who is calling it, a certain level of introspection into the call
stack must be available. To make a capability object unshareable, you must either remove
its class from the name space of potential attackers, or block all communication channels
that could be used for an authorized program to leak it (either blocking all inter-program
memory-sharing or creating a complex system of capability-sharing groups).

Name space management can potentially have good confinement properties. For ex-
ample, if a program attempts to give an open FileInputStream to another program
which is forbidden access to the file system, the receiving program will not be able to see

19



the FileInputStream class. Unfortunately, it could still likely see InputStream
(the superclass of FileInputStream), which has all the necessary methods to use the
object. If InputStream were also hidden, then networking code would break, as it also
uses InputStream. This problem could possibly be addressed by judicious redesign of
the Java class libraries.

Stack introspection has excellent confinement. Because the stack annotations are not di-
rectly accessible by a program, they can neither be passed to nor stolen by another program.
The only way to propagate stack annotations is through method calls, and every subsequent
method must also be granted sufficient privilege to use the stack annotation. The system’s
access control matrix can thus be thought of as mediating delegation rights for privileges.
Because the access matrix is consulted both at creation and at use of privileges, privileges
are limited to code which is authorized to use them.

4.4 Least Privilege

The principle of least privilege applies in remarkably different ways to each system we
consider.

With name space management, privileges are established when the program is linked. If
those privileges are too strong, there is no way to revoke them later — once a class name
is resolved into an implementation, there is no way to unlink it.

In contrast, capabilities have very desirable properties. If a program wishes to discard
a capability, it only needs to discard its reference to the capability. Likewise, if a method
only needs a subset of the program’s capabilities, the appropriate subset of capabilities may
be passed as arguments to the method, and it will have no way of seeing any others. If a
capability needs to be passed through the system and then back to the program through
a call-back (a common paradigm in GUI applications), the capability can be wrapped in
another Java object with non-public access methods. Java’s package scoping mecha-
nism provides the necessary semantics to prevent the intermediate code from using the
capability.

Stack introspection provides an interesting middle-ground. A program which enables a
privilege and calls a method is implicitly passing a capability to that method. If a privilege
is not enabled, the corresponding target cannot be used. This allows straightforward audit-
ing of system code to verify that privileges are enabled only for a limited time and used
safely. If a call path does not cross a method that enables its privileges, then that call path
cannot possibly use the privilege by accident. Also, there is a disablePrivilege()
method which can explicitly remove a privilege before calling into untrusted code. Most
importantly, when the method which enabled a privilege exits, the privilege disappears
with it. This limits the lifetime of a privilege.

4.5 Least Common Mechanism

The principle of least common mechanism concerns the dangers of sharing state among
different programs. If one program can corrupt the shared state, it can then corrupt other
programs which depend on it. This problem applies equally to all three Java-based systems.
An example of this problem was Hopwood’sinterface attack [Dean et al. 1996], which
combined a bug in Java’s interface mechanism with a shared public variable to ultimately
break the type system, and thus circumvent system security.

This principle is also meant to discuss the notion of covert storage channels [Lampson
1973], an issue in the design of multi-level secure systems [National Computer Security
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Center 1985]. Java presently makes no effort to limit or control covert channels, but this
could be an interesting area for future work.

4.6 Accountability

In the event that the user has granted trust to a program which then abuses that trust, logging
mechanisms will be necessary to prove that damages occurred and then seek recourse.

In each system, the interposed protection code can always record what happened, but it
requires more effort to identify the principal responsible.

In the stack introspection system, every call to enable a privilege can be logged; an
administrator can learn which principal enabled the privileges to damage the system.

In a capability system, a capability can remember the principal to which it was granted
and log this information when invoked. If the capability can be leaked to another program
(see section 4.3), the principal logged will not be the same as the principal responsible for
using the capability. A modified capability system would be necessary for strong account-
ability.

With name space management, information about principals is not generally available
at run-time. This information could possibly be associated with Java threads or stored in
static variables behind interposed classes. Likewise, capabilities could store a principal in
a private variable.

This is all hypothetical, unfortunately, since current browsers do not provide the tamper-
resistant logging necessary for trustworthy auditing. Once available, any of these architec-
tures should be able to use it.

4.7 Psychological Acceptability

The user interface is the most important aspect of the security system. If a Web browser
shows its security dialog box too often, users will learn to ignore its contents and hit “OK”
to continue what they were doing.

All three systems here can present the same fundamental interface to a user. When
signed mobile code arrives in the Web browser, the user can be queried whether they
trust the signatory. The original version of Microsoft’s Authenticode [Microsoft Corpo-
ration 1996] followed a “shrink-wrap” model — once the software was installed, it had
unrestricted access to the user’s machine. The systems here can provide the user more
fine-grained control over which privileges are granted. One promising strategy is for the
Web browser to allow common “profiles” of privileges with intuitive-sounding names (e.g.,
“typical game privileges”) rather than a low-level list of primitives (limited file access, lim-
ited network access, full-screen video, etc.).

The user must become involved in security decisions at some point. The important
question is when. There are two choices: either when the applet is loading or when the
applet attempts a privileged operation. Both times have advantages and disadvantages. The
advantages of asking early are that the user does not spend time working in an applet only
to find out that they cannot save their work, and the applet cannot generate a series of fake
security dialogs to get the user in the habit of clicking “OK”.15 The disadvantage is that
the user must decide what privileges to grant an applet before the applet starts running,
so a user cannot try out an applet first. The advantage of asking the user later is that the

15While the sandbox model puts up a warning strip on windows opened by untrusted code, windows opened by
JavaScript have no such warning.
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applet has done as much as it can without privilege, so the user may quit the applet first,
and never see a security dialog. The disadvantages are the vulnerability to the spoofing
outlined above, and the fact that the user may be stuck with no way to save their last hour
of work. It is not clear that either strategy is always correct.

All of the architectures discussed in this paper potentially allow for security dialogs to
occur either early or late. The dialog can always be presented early, and the answer remem-
bered for later. A capability system could use the late strategy by displaying the dialog only
when a privileged capability is requested. The stack introspection model naturally accom-
modates the late strategy, by presenting the dialog when checking whether a privilege is
enabled, i.e., as a privileged operation is requested. For name space management, imple-
menting the late strategy would be based on the lazy nature of dynamic linking in Java:
a class does not have to be loaded until it is actually needed. Netscape’s implementation
of stack introspection uses the late strategy, while Microsoft’s stack introspection and our
name space management use the early strategy.

In all cases, the user’s security preferences can be saved persistently, to prevent repeated
dialog boxes. Additionally, these persistent privileges could be preset by the user’s site
administrator, further reducing the need for dialog boxes.

4.8 Performance

As discussed in section 1, performance is one of the attractions of language-based protec-
tion. Because hardware protection is so much slower than any of the systems presented in
this paper, we will instead discuss the performance differences among the three software
systems. In all cases, we are assuming that the JVM uses a JIT compiler to generate and
execute efficient machine code.

The stack introspection system has the highest runtime costs. At runtime, system classes
must check whether the current enabled privileges allow them to proceed. At worst, this
will have cost proportional to the current stack depth. These checks occur less often then
one might think. Currently, stack introspection is used only to guard when a file or network
connection is opened (an already expensive operation). The input and output streams act as
capabilities for the open file or network connection and need no further security checks on
read and write operations. While a specific input or output stream could leak, the general
ability to open a file or network connection would still be contained.

Name space management does not incur any overhead at runtime, nor do unmodified
capability systems. However, all systems must pay similar runtime costs when they imple-
ment interposition layers (i.e., to validate or limit arguments to low-level system routines).

4.9 Compatibility

One lesson we learned from the implementations of both name space management and
extended stack introspection is that language based protection can be implemented on top
of a type-safe language without diverging much from the original specification of that
language. For both name space management and stack introspection, old applets, those
written against the original Java API and unaware of the new security mechanisms, will
continue to run unmodified in browsers equipped with the new authorization scheme. As
long as they only use features allowed by the traditional sandbox security policy, they will
notice no difference.

A notable exception are capability systems. As mentioned in section 4.1, a capability
system would require a new library API and thus completely break compatibility with
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traditional Java APIs.

4.10 Remote Calls

Recent systems are beginning to offer convenient distributed programming in Java, using
a distributed object model similar to that of SRC network objects [Birrell et al. 1993] or
CORBA [Siegel 1996]. It would be highly desirable for language based security schemes
to easily extend to a distributed environment. A single security policy and implementation
mechanism could deal naturally with both local and remote code.

Capabilities extend quite naturally across a network. If remote object references include
an unguessable string of bits (i.e., 128 random bits), then a remote capability reference
has all the security properties of a local capability [Tanenbaum et al. 1986; Gong 1989]
(assuming all communication is suitably encrypted to prevent eavesdropping). Unfortu-
nately, the confinement issues discussed in section 4.3 become even more problematic. If
the capability is leaked to a third party, then the third party has just as much power to
use the capability as its intended holder. By themselves, networked capabilities offer no
way for an object to identify its remote caller. However, if the remote method invocation
used a cryptographically authenticated channel (as provided by SSL [Freier et al. 1996] or
Taos [Wobber et al. 1994]), the channel’s remote identity might be useful. Gong [1989]
and van Doorn et al. [1996] describe implementations of this.

Name space management is comparable to the directory services offered by most RPC
systems. The directory server, which can be reached through a well-known mechanism, is
used to map names to objects. An interesting possibility would be for a secure directory
server to provide different objects to different remote identities.

Stack introspection is interesting because it helps answer the question “on whose be-
half is this request running?”. This can become very complex to answer when RPCs pass
through a number of different systems, calling one another. Secure RPC standards [Hu
1995; Object Management Group 1996] refer to this as delegation. When Java code is
receiving a remote method call and invoking another one, the stack annotations could pos-
sibly help mediate the delegation information.

Actually building a secure RPC system using any of the mechanisms in Java is future
work. Current Java RPC systems, with the possible exception of Electric Communities
[1996], have no provisions for flexible security policies.

5. CONCLUSION

Software-based protection systems are coming into common use, driven by their inherent
advantages in both performance and portability. Software fault isolation, proof-carrying
code, or language-based mechanisms can be used to guarantee memory-safety. Secure
system services cannot be built without these mechanisms, but may require additional sys-
tem support to work properly.

We have described three designs which support interposition of security checks between
untrusted code and important system resources. Each design has been implemented in Java
and both extended stack introspection and name space management have been integrated
in commercial Web browsers.

All three designs have their strengths and weaknesses. For example, capability systems
are implemented very naturally in Java. However, they are only suitable for applications
where programs are not expecting to use the standard Java APIs, because capabilities re-
quire a stylistic departure in API design.
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Name space management offers good compatibility with existing Java applets but Java’s
libraries and newer Java mechanisms such as the reflection API may limit its use.

Extended stack introspection also offers good compatibility with existing Java applets
and has reasonable security properties, but its complexity is troubling and it relies on sev-
eral artifacts of Sun’s Java Virtual Machine implementation.

We believe the best solution is to combine elements of these techniques. Name space
management allows transparent interposition of security layers between system and applet
code with no run-time performance penalty. Stack introspection can allow legacy system
code to run with less than full privileges without being rewritten in a capability style. Yet,
capabilities provide a well understood extension to remote procedure calls. Understanding
how to create such a hybrid system is a main area for future research.
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