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1. Experimentation in Political Science

James N. Druckman, Donald P. Green, James H. Kuklinski and Arthur Lupiai

In his 1909 American Political Science Association presidential address, A. Lawrence
Lowell advised the fledgling discipline against following the model of the natural sciences: “We
are limited by the impossibility of experiment. Politics is an observational, not an experimental
science...” (Lowell 1910, 7). The lopsided ratio of observational to experimental studies in
political science, over the one hundred years since Lowell’s statement, arguably affirms his
assessment. The next hundred years are likely to be different. The number and influence of
experimental studies are growing rapidly as political scientists discover ways of using
experimental techniques to illuminate political phenomena.

The growing interest in experimentation reflects the increasing value that the discipline
places on causal inference and empirically-guided theoretical refinement. Experiments facilitate
causal inference through the transparency and content of their procedures, most notably the
random assignment of observations (a.k.a., subjects or experimental participants) to treatment
and control groups. Experiments also guide theoretical development by providing a means for
pinpointing the effects of institutional rules, preference configurations, and other contextual
factors that might be difficult to assess using other forms of inference. Most of all, experiments
guide theory by providing stubborn facts — that is to say, reliable information about cause and
effect that inspires and constrains theory.

Experiments bring new opportunities for inference along with new methodological
challenges. The goal of the Cambridge Handbook of Experimental Political Science is to help

scholars more effectively pursue experimental opportunities while better understanding the



challenges. To accomplish this goal, the Handbook offers a review of basic definitions and
concepts, compares experiments with other forms of inference in political science, reviews the
contributions of experimental research, and presents important methodological issues. It is our
hope that discussing these topics in a single volume will help facilitate the growth and
development of experimentation in political science.

1. The Evolution and Influence of Experiments in Political Science

Social scientists answer questions about social phenomena by constructing theories,
deriving hypotheses, and evaluating these hypotheses by empirical or conceptual means. One
way to evaluate hypotheses is to intervene deliberately in the social process under investigation.
An important class of interventions is known as experiments. An experiment is a deliberate test
of a causal proposition, typically with random assignment to conditions.” Investigators design
experiments to evaluate the causal impacts of potentially informative explanatory variables.

While scientists have conducted experiments for hundreds of years, modern
experimentation made its debut in the 1920s and 1930s. It was then that, for the first time, social
scientists began to use random assignment in order to allocate subjects to control and treatment
groups." One can find examples of experiments in political science as early as the 1940s and
1950s. The first experimental paper in the American Political Science Review (APSR) appeared
in 1956 (Eldersveld 1956)." In that study, the author randomly assigned potential voters to a
control group that received no messages, or to treatment groups that received messages
encouraging them to vote via personal contact (which included phone calls or personal visits) or
via a mailing. The study showed that more voters in the personal contact treatment groups turned
out to vote than those in either the control group or the mailing group; personal contact caused a

relative increase in turnout. A short time after Eldersveld’s study, an active research program



using experiments to study international conflict resolution began (e.g., Mahoney and Druckman
1975; Guetzkow and Valadez 1981), and, later, a periodic but now extinct journal, The
Experimental Study of Politics, began publication (also see Brody and Brownstein 1975).

These examples are best seen as exceptions, however. For much of the discipline’s
history, experiments remained on the periphery. In his widely-cited methodological paper from
1971, Lijphart (1971) states, “The experimental method is the most nearly ideal method for
scientific explanation, but unfortunately it can only rarely be used in political science because of
practical and ethical impediments” (684). In their oft-used methods text, King, Keohane, and
Verba (1994) provide virtually no discussion of experimentation, stating only that experiments
are helpful in so far as they “provide a useful model for understanding certain aspects of non-
experimental design” (125).

A major change in the status of experiments in political science occurred during the last
decades of the twentieth century. Evidence of the change is visible in Figure 1-1. This figure
comes from a content analysis of the discipline’s widely-regarded flagship journal, the APSR.
The figure shows a sharp increase, in recent years, in the number of articles using a random-
assignment experiment. In fact, more than half of the 71 experimental articles that appeared in
the APSR during its first 103 years were published after 1992. Other signs of the rise of
experiments include the many graduate programs now offering courses on experimentation,
National Science Foundation support for experimental infrastructure, and the proliferation of
survey experiments in both private and publicly supported studies.”

[Figure 1-1 here]
Experimental approaches have not been confined to single subfields or approaches.

Instead, political scientists have employed experiments across fields, and have drawn on and



developed a notable range of experimental methods. These sources of diversity make a unifying
Handbook particularly appealing for the purpose of facilitating coordination and communication
across varied projects.

2. Diversity of Applications

Political scientists have implemented experiments for various purposes to address a
variety of issues. Roth (1995) identifies three non-exclusive roles that experiments can play, and
a cursory review makes clear that political scientists employ them in all three ways. First, Roth
describes “searching for facts,” where the goal is to “isolate the cause of some observed
regularity, by varying details of the way the experiments were conducted. Such experiments are
part of the dialogue that experimenters carry on with one another” (22). These types of
experiments often complement observational research (e.g., work not employing random
assignment) by arbitrating between conflicting results derived from observational data.
“Searching for facts” describes many experimental studies that attempt to estimate the
magnitudes of causal parameters, such as the influence of racial attitudes on policy preferences
(Gilens 1996) or the price-elasticity of demand for public and private goods (Green 1992).

A second role entails “speaking to theorists,” where the goal is “to test the predictions [or
the assumptions] of well articulated formal theories [or other types of theories]... Such
experiments are intended to feed back into the theoretical literature — i.e., they are part of a
dialogue between experimenters and theorists” (Roth 1995, 22). The many political science
experiments that assess the validity of claims made by formal modelers epitomize this type of
correspondence (e.g., Ostrom, Walker, and Gardner 1992; Morton 1993; Fréchette, Kagel, and
Lehrer 2003)." The third usage is “whispering in the ears of princes,” which facilitates “the

dialogue between experimenters and policy-makers... [The] experimental environment is



designed to resemble closely, in certain respects, the naturally occurring environment that is the
focus of interest for the policy purposes at hand” (Roth 1995, 22). Cover and Brumberg’s (1982)
field experiment examining the effects of mail from members of the U.S. Congress on their
constituents' opinions exemplifies an experiment that whispers in the ears of legislative
“princes.”

Although political scientists might share rationales for experimentation with other
scientists, their attention to focal aspects of politically relevant contexts distinguishes their
efforts. This distinction parallels the use of other modes of inference by political scientists. As
Druckman and Lupia (2006) argue, “[c]ontext, not methodology, is what unites our discipline...
Political science is united by the desire to understand, explain, and predict important aspects of
contexts where individual and collective actions are intimately and continuously bound” (109).
The environment in which an experiment takes place is thus of particular importance to political
scientists.

And, while it might surprise some, political scientists have implemented experiments in a
wide range of contexts. Examples can be found in every subfield. Applications to American
politics include not only topics such as media effects (e.g., [yengar and Kinder 1987),
mobilization (e.g., Gerber and Green 2000), and voting (e.g., Lodge, McGraw, and Stroh 1989),
but also studies of congressional and bureaucratic rules (e.g., Eavey and Miller 1984; Miller,
Hammond, and Kile 1996). The field of international relations, in some ways, lays claim to one
of the longest ongoing experimental traditions with its many studies of foreign policy decision-
making (e.g., Geva and Mintz 1997) and international negotiations (e.g., D. Druckman 1994).
Related work in comparative politics explores coalition bargaining (e.g., Riker 1967; Fréchette et

al. 2003) and electoral systems (e.g., Morton and Williams 1999); and recently, scholars have



turned to experiments to study democratization and development (Wantchekon 2003), culture
(Henrich et al. 2004) and identity (e.g., Sniderman, Hagendoorn, and Prior 2004; Habyarimana et
al. 2007). Political theory studies include explorations into justice (Frohlich and Oppenheimer
1992) and deliberation (Simon and Sulkin 2001).

Political scientists employ experiments across subfields and for a range of purposes. At
the same time, many scholars remain unaware of this range of activity, which limits the extent to
which experimental political scientists have learned from one another. For example, scholars
studying coalition formation and international negotiations experimentally can benefit from
talking to one another, yet there is little sign of engagement between the respective contributors
to these literatures. Similarly, there are few signs of collaboration amongst experimental scholars
who study different kinds of decision-making (e.g., foreign policy decision-making and voting
decisions). Of equal importance, scholars within specific fields who have not used experiments
may be unaware of when and how experiments can be effective. A goal of this Handbook is to
provide interested scholars with an efficient and effective way to learn about a broad range of
experimental applications, how these applications complement and supplement non-experimental
work, and the opportunities and challenges inherent in each type of application.

3. Diversity of Experimental Methods

The most apparent source of variation in political science experiments is where they are
conducted. To date, most experiments have been implemented in one of three contexts:
laboratories, surveys, and the field. These types of experiments differ in terms of where
participants receive the stimuli (e.g., messages encouraging them to vote), with that exposure

taking place, respectively, in a controlled setting, in the course of a phone, in-person, or web-



based survey, or in a naturally occurring setting such as the voter’s home (e.g., in the course of
everyday life, and often without the participants’ knowledge).""

Each type of experiment presents methodological challenges. For example, scholars have
long bemoaned the artificial settings of campus-based laboratory experiments and the
widespread use of student-aged subjects. While experimentalists from other disciplines have
examined implications of running experiments “on campus,” this literature is not often cited by
political scientists (e.g., Dipboye and Flanagan 1979; Kardes 1996; Kiihberger 1998; Levitt and
List 2007). Some political scientists claim that the problems of campus-based experiments can be
overcome by conducting experiments on representative samples. This may be true. However, the
conditions under which such changes produce more valid results have not been broadly
examined (see, e.g., Greenberg 1987).""

Survey experiments, while not relying on campus-based “convenience samples,” also
raise questions about external validity. Many survey experiments, for example, expose subjects
to phenomena they might have also encountered prior to participating in an experiment, which
can complicate causal inference (Gaines, Kuklinski, and Quirk 2007).

Field experiments are seen as a way to overcome the artificiality of other types of
experiments. In the field, however, there can be less control over what experimental stimuli
subjects observe. It may also be more difficult to get people to participate due to an inability to
recruit subjects or to subjects’ unwillingness to participate as instructed once they are recruited.

Besides where they are conducted, another source of diversity in political science
experiments is the extent to which they follow experimental norms in neighboring disciplines,

such as psychology and economics. This diversity is notable because psychological and

economic approaches to experimentation differ from each other. For example, where



psychological experiments often include some form of deception, economists consider it taboo.
Psychologists rarely pay subjects for specific actions they undertake during an experiment.
Economists, on the other hand, often require such payments (Smith 1976). Indeed, the inaugural
issue of Experimental Economics stated that submissions that used deception or did not pay
participants for their actions would not be accepted for publication.™

For psychologists and economists, differences in experimental traditions reflect
differences in their dominant paradigms. Since most political scientists seek first and foremost to
inform political science debates, norms about what constitutes a valid experiment in economics
or psychology are not always applicable. So, for any kind of experiment, an important question
to ask is: which experimental method is appropriate?

The current debate about this question focuses on more than the validity of the inferences
that different experimental approaches can produce. Cost is also an issue. Survey and field
experiments, for example, can be expensive. Some scholars question whether the added cost of
such endeavors (compared to, say, campus-based laboratory experiments) is justifiable. Such
debates are leading more scholars to evaluate the conditions under which particular types of
experiments are cost-effective. With the evolution of these debates has come the question of
whether the immediate costs of fielding an experiment are offset by what Green and Gerber
(2002) call the “downstream benefits of experimentation.” Downstream benefits refer to
subsequent outcomes that are set in motion by the original experimental intervention, such as the
transmission of effects from one person to another or the formation of habits. In some cases, the
downstream benefits of an experiment only become apparent decades afterward.

In sum, the rise of an experimental political science brings both new opportunities for

discovery and new questions about the price of experimental knowledge. This Handbook is



organized to make the broad range of research opportunities more apparent and to help scholars
manage the challenges with greater effectiveness and efficiency.

4. The Volume

In concluding his book on the ten most fascinating experiments in the history of science,
Johnson (2008) explains that “I’ve barely finished the book and already I’m second-guessing
myself” (158). We find ourselves in an analogous situation. There are many exciting kinds of
experimental political science on which we can focus. While the Handbook’s content does not
cover all possible topics, we made every effort to represent the broad range of activities that
contemporary experimental political science entails. The content of the Handbook is as follows.

We begin with a series of chapters that provide an introduction to experimental methods
and concepts. These chapters provide detailed discussion of what constitutes an experiment, as
well as the key considerations underlying experimental designs (i.e., internal and external
validity, student subjects, payment, and deception). While these chapters do not delve into the
details of precise designs and statistical analyses (see, e.g., Keppel and Wickens 2004; Morton
and Williams 2010), their purpose is to provide a sufficient base for reading the rest of the
Handbook. We asked the authors of these chapters not only to review extant knowledge, but also
to present arguments that help place the challenges of, and opportunities in, experimental
political science in a broader perspective. For example, our chapters regard questions about
external validity (i.e., the extent to which one can generalize experimental findings) as
encompassing much more than whether a study employs a representative (or, at least, non-
student) sample. This approach to the chapters yields important lessons about when student-

based samples, and other common aspects of experimental designs, are and are not problematic.™



The next set of chapters contains four essays written by prominent scholars who each
played an important role in the development of experimental political science.™ These essays
provide important historical perspectives and relevant biographical information on the
development of experimental research agendas. The authors describe the questions they hoped to
resolve with experiments and why they think that their efforts succeeded and failed as they did.
These essays also document the role experiments played in the evolution of much broader fields
of inquiry.

The next six sections of the Handbook explore the role of political science experiments
on a range of scholarly endeavors. The chapters in these sections clarify how experiments
contribute to scientific and social knowledge of many important kinds of political phenomena.
They describe cases in which experiments complement non-experimental work, as well as cases
where experiments advance knowledge in ways that non-experimental work cannot. Each
chapter describes how to think about experimentation on a particular topic and provides advice
about how to overcome practical (and, when relevant, ethical) hurdles to design and
implementation.

In developing this part of the Handbook, we attempted to include topics where
experiments have already played a notable role. We devoted less space to “emerging” topics in
experimental political science that have great potential to answer important questions but that are
still in early stages of development. Examples of such work include genetic and neurobiological
approaches (e.g., Fowler and Schreiber 2008), non-verbal communication (e.g., Bailenson et al.
2008), emotions (e.g., Druckman and McDermott 2008), cultural norms (e.g. Henrich et al.
2004), corruption (e.g., Ferraz and Finan 2008; Malesky and Samphantharak 2008), ethnic

identity (e.g., Humphreys, Posner, and Weinstein 2002), and elite responsiveness (e.g., Esterling,
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Lazer, and Neblo 2009; Richardson and John 2009). Note that the Handbook is written in such a
way that any of the included chapters can be read and used without having read the chapters that
precede them.

The final section of the book covers a number of advanced methodological debates. The
chapters in this section address the challenges of making causal inferences in complex settings
and over time. As with the earlier methodological chapters, these chapters do more than review
basic issues, they also develop arguments on how to recognize and adapt to such challenges in
future research.

The future of experimental political science offers many new opportunities for creative
scholars. It also presents important challenges. We hope that this Handbook makes the
challenges more manageable for you and the opportunities easier to seize.

5. Conclusion

In many scientific disciplines, experimental research is the focal form of scholarly
activity. In these fields of study, disciplinary norms and great discoveries are indescribable
without reference to experimental methods. For the most part, political science is not such a
science. Its norms and great discoveries often come from scholars who integrate and blend
multiple methods. In a growing number of topical areas, experiments are becoming an
increasingly common and important element of a political scientist’s methodological tool kit (see
also Falk and Heckman 2009). Particularly in recent years, there has been a massive expansion in
the number of political scientists who see experiments as useful and, in some cases,
transformative.

Experiments appeal to our discipline because of their potential to generate stark and

powerful empirical claims. Experiments can expand our abilities to change how critical target
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audiences think about important phenomena. The experimental method produces new inferential
power by inducing researchers to exercise control over the subjects of study, to randomly assign

subjects to various conditions, and to carefully record observations. Political scientists who learn
how to design and conduct experiments carefully are often rewarded with a clearer view of cause
and effect.

While political scientists disagree about a great many methodological matters, perhaps
there is a consensus that political science best serves the public when its findings give citizens
and policymakers a better understanding of their shared environs. When such understandings
require stark and powerful claims about cause and effect, the discipline should encourage
experimental methods. When designed in a way that target audiences find relevant, experiments

can enlighten, inform, and transform critical aspects of societal organization.
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Figure 1-1. Experimental Articles in the APSR

Figure 1
Experimental Articles in the APSR

Number of articles

f‘Parts of this chapter come from Druckman, Green, Kuklinski, and Lupia (2006).

" This definition implicitly excludes so-called natural experiments, where nature initiates a random process. We
discuss natural experiments in the next chapter.

" Brown and Melamed (1990) explain that “[rJandomization procedures mark the dividing line between classical
and modern experimentation and are of great practical benefit to the experimenter” (3).

" Gosnell’s (1926) well known voter mobilization field study was not strictly an experiment as it did not employ
random assignment.

¥ The number of experiments has not only grown, but experiments appear to be particularly influential in shaping
research agendas. Druckman, Green, Kuklinski, and Lupia (2006) compared the citation rates for experimental
articles published in the APSR (through 2005) with the rates for (a) a random sample of approximately six non-
experimental articles in every APSR volume where at least one experimental article appeared, (b) that same random
sample narrowed to include only quantitative articles, and (c) the same sample narrowed to two articles on the same
substantive topic that appeared in the same year as the experimental article or in the year before it appeared. They
report that experimental articles are cited significantly more often than each of the comparison groups of articles
(e.g., respectively, 47%, 74% and 26% more often).

" The theories need not be formal; for example, Lodge and his colleagues have implemented a series of experiments
to test psychological theories of information processing (e.g., Lodge, McGraw, and Stroh 1989; Lodge, Steenbergen,
and Brau 1995).

" In some cases, whether an experiment is one type or another is ambiguous (e.g., a web-survey administered in a
classroom); the distinctions can be amorphous.

" As Campbell (1969) states, “...had we achieved one, there would be no need to apologize for a successful
psychology of college sophomores, or even of Northwestern University coeds, or of Wistar staring white rats” (361).
" Of the laboratory experiments identified as appearing in the APSR through 2005, half employed induced value
theory, such that participants received financial rewards contingent on their performance in the experiment. Thirty-
one percent of laboratory experiments used deception; no experiments used both induced value and deception.

* Perhaps the most notable topic absent from our introductory chapters is ethics and institutional review boards. We
do not include a chapter on ethics because it is our sense that, to date, it has not surfaced as a major issue in political
science experimentation. Additionally, more general relevant discussions are readily available (e.g., Singer and
Levine 2003; Hauck 2008). Also see Halpern (2004) on ethics in clinical trials. Other methodological topics for
which we do not have chapters include internet methodology and quasi-experimental designs.

* Of course, many others played critical roles in the development of experimental political science, and we take
some comfort that most of these others have contributed to other volume chapters.
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I. Designing Experiments
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2. Experiments: An Introduction to Core Concepts

James N. Druckman, Donald P. Green, James H. Kuklinski and Arthur Lupia i

The experimental study of politics has exploded in the past two decades. Part of that
explosion takes the form of a dramatic increase in the number of published articles that use
experiments. Perhaps less evident, and arguably more important, experimentalists are exploring
topics that would have been unimaginable only a few years ago. Laboratory researchers have
studied topics ranging from the effects of media exposure (Iyengar and Kinder 1987) to the
conditions under which groups solve collective action problems (Ostrom et al. 1992), and, at
times, have identified empirical anomalies that produced new theoretical insights (McKelvey and
Palfrey 1992). Some survey experimenters have developed experimental techniques to measure
prejudice (Kuklinski et al. 1997) and its effects on support for policies such as welfare or
affirmative action (Sniderman and Piazza 1995), while others have explored the ways in which
framing, information, and decision cues influence voters’ policy preferences and support for
public officials (Druckman 2004; Tomz 2007). And while the initial wave of field experiments
focused on the effects of campaign communications on turnout and voters’ preferences
(Eldersveld 1956; Gerber and Green 2000; Wantchekon 2003), researchers increasingly use field
experiments to study phenomena as varied as election fraud (Hyde 2009), representation (Butler
and Nickerson 2009), counterinsurgency (Lyall 2009), and interpersonal communication
(Nickerson 2008).

With the rapid growth and development of experimental methods in political science

come a set of terms and concepts that political scientists must know and understand. In this
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chapter, we review concepts and definitions that often appear in the Handbook chapters. We also
highlight features of experiments that are unique to political science.

1. What Is An Experiment?

In contrast to modes of research that address descriptive or interpretive questions,
researchers design experiments to address causal questions. A causal question invites a
comparison between two states of the world: one in which some sort of intervention is
administered (a treated state; i.e., exposing a subject to a stimulus) and another in which it is not
(an untreated state). The fundamental problem of causal inference arises because we cannot
simultaneously observe a person or entity in its treated and untreated states (Holland 1986).

Consider, for example, the causal effect of viewing a presidential debate. Rarely are the
elections of 1960, 1980, 1984, or 2000 recounted without mentioning the critical role that
debates played in shaping voter opinion. What is the basis for thinking that viewing a
presidential debate influences the public’s support for the candidates? We do not observe how
viewers of the debate would have voted had they not seen the debate. We do not observe how
non-viewers would have voted had they watched (Druckman 2003). Nature does not provide us
with the observations we would need to make the precise causal comparisons that we seek.

Social scientists have pursued two empirical strategies to overcome this conundrum:
observational research and experimental research. Observational research involves a comparison
between people or entities subjected to different treatments (at least, in part, of their own
choosing). In the example referenced above, suppose that some people watched the debates,
while others did not. To what extent can we determine the effect of debate-watching by
comparing the post-debate behaviors of viewers and non-viewers? The answer depends on the

extent to which viewers and non-viewers are truly comparable. It might be that most debate
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watchers already supported one candidate, while most non-watchers favored the other. In such
cases, observed differences between the post-debate opinions of watchers and non-watchers
could stem largely from differences in the opinions they held before the debate even started.
Hence, to observe that viewers and non-viewers express different views about a candidate after a
debate does not say unequivocally that watching the debate caused these differences.

In an effort to address such concerns, observational researchers often attempt to compare
treated and untreated people only when they share certain attributes, such as age or ideology.
Researchers implement this general approach in many ways (e.g., multiple regression analysis,
case-based matching, case control methodology), but all employ a similar underlying logic: find
a group of seemingly comparable observations that have received different treatments, then base
the causal evaluation primarily or exclusively on these observations.

Such approaches often fail to eliminate comparability problems. There might be no way
to know whether individuals who look similar in terms of a (usually limited) set of observed
attributes would in fact have responded identically to a particular treatment. Two groups of
individuals who look the same to researchers could differ in multiple and unmeasured ways (e.g.,
openness to persuasion). This problem is particularly acute when people self-select into or out of
a treatment. Whether people decide to watch or not watch a debate, for example, might depend
on unmeasured attributes that predict which candidate they support (e.g., people who favor the
front-running candidate before the debate might be more likely to watch the debate than those
who expect their candidate to lose).

Experimental research differs from observational research in that the entities under study
are randomly assigned to different treatments. Here, treatments refer to potentially causal

interventions. For example, an experimenter might assign some people to watch a debate (one
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treatment) and assign others to watch a completely different program (a second treatment). In
some, but not all designs, there also is a control group that does not receive a treatment (e.g.,
they are neither told to watch nor discouraged from watching the debate) and/or multiple
treatment groups (e.g., each group is told to watch a different part of the debate). Random
assignment means that each entity being studied has an equal chance to be in a particular
treatment condition.”

Albertson and Lawrence (2009) and Mullainathan et al. (2010), for example, discuss
experiments with encouragement designs in which the researcher randomly encourages some
survey respondents to view an upcoming candidate debate (treatment group) and neither
encourages or discourages others (control group). After the debate, the researcher conducts a
second interview with both groups in order to ascertain whether they watched the debate and to
measure their candidate preferences.

How does random assignment overcome the fundamental problem of causal inference?
Suppose for the time being that everyone who was encouraged to view the debate did so and that
no one watched unless encouraged. Although we cannot observe a given individual in both
his/her treated and untreated states, random assignment enables the researcher to estimate the
average treatment effect. Prior to the intervention, the randomly assigned treatment and control
groups have the same expected responses to viewing the debate. Apart from random sampling
variability, in other words, random assignment provides a basis for assuming that the control
group behaves as the treatment group would have behaved had it not received the treatment (and
vice versa). By comparing the average outcome in the treatment group to the average outcome in
the control group, the experimental researcher estimates the average treatment effect. Moreover,

the researcher can perform statistical tests to clarify whether the differences between groups
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happened simply by chance (sampling variability) rather than as a result of experimental
treatments.

When we speak of an experiment in this Handbook, we mean a study in which the units
of observation (typically, subjects or human participants in an experiment) are randomly
assigned to different treatment or control groups (although see note 2). Experimental studies can
take many forms. It is customary to classify randomized studies according to the settings in
which they take place: a lab experiment involves an intervention in a setting created and
controlled by the researcher; a field experiment takes place in a naturally occurring setting; and a
survey experiment involves an intervention in the course of an opinion survey (which might be
conducted in-person, over the phone, or via the web). This classification scheme is not entirely
adequate, however, as studies often blend different aspects of lab, field, and survey experiments.
For example, some experiments take place in lab-like settings, such as a classroom, but require
the completion of a survey that contains the experimental treatments (e.g., the treatments might
entail providing individuals with different types of information about an issue).

2. Random Assignment or Random Sampling?

When evaluating whether a study qualifies as an experiment, by our definition, random
assignment should not be confused with random sampling. Random sampling refers to a
procedure by which participants are selected for certain kinds of studies. A common random
sampling goal is to choose participants from a broader population in a way that gives every
potential participant the same probability of being selected into the study. Random assignment
differs. It does not require that participants be drawn randomly from some larger population.
Experimental participants might come from undergraduate courses or from particular towns. The

key requirement is that a random procedure, such as a coin flip, determines whether they receive

23



a particular treatment. Just as an experiment does not require a random sample, a study of a
random sample need not be an experiment. A survey that merely asks a random sample of adults
whether they watched a presidential debate might be a fine study, but it is not an experimental
study of the effects of debate-viewing because watching or not watching the debate was not
randomly assigned.

The typical social science experiment uses a between-subjects design, insofar as the
researcher randomly assigns participants to distinct treatment groups. An alternative approach is
the within-subjects design in which a given participant is observed before and after receiving a
treatment (e.g., there is no random assignment between subjects). Intuitively, the within-subjects
design seems to overcome the fundamental problem of causal inference; in practice, it is often
vulnerable to confounds — meaning, unintended and uncontrolled factors that influence the
results. For example, suppose that a researcher measures subjects’ attitudes toward a candidate
before they watch a debate and then again after they have watched it, to determine whether the
debate changed their attitudes. If subjects should hear attitude-changing news about the
candidate after the first measurement and prior to the second, or if simply filling out the pre-
debate questionnaire induces them to watch the debate differently than they otherwise would
have watched, a comparison of pre- and post-attitudes will produce misleading conclusions about
the effect of the debate.™

3. Internal and External Validity

Random assignment enables the researcher to formulate the appropriate comparisons, but
random assignment alone does not ensure that the comparison will speak convincingly to the
original causal question. The theoretical interpretation of an experimental result is a matter of

internal validity — “did in fact the experimental stimulus [e.g., the debate] make some significant
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difference [e.g., in attitude toward the candidate] in this specific instance” (Campbell 1957,
297)." In the preceding example, the researcher seeks to gauge the causal effect of viewing a
televised debate, but if viewers of the debate are inadvertently exposed to attitude-changing
news, the estimated effect of viewing the debate will be conflated with the effect of hearing the
news.

The interpretation of the estimated causal effect also depends on what the control group
receives as a treatment. If, in the above example, the control group watches another TV program
that airs campaign commercials, the researcher must understand the treatment effect as the
relative influence of viewing debates compared to viewing commercials." This comparison
differs from a comparison of those who watch a debate with those who, experimentally, watch
nothing.

More generally, every experimental treatment entails subtle nuances that the researcher
must know, understand, and explicate. Hence, in the example above, he or she must judge
whether the causative agent was viewing a debate per se, viewing any 90 minute political
program, or viewing any political program of any length. Researchers can, and should, conduct
multiple experiments or experiments with a wide array of different conditions in an effort to
isolate the precise causative agent but, at the end of the day, they must rely on theoretical
stipulations to decide which idiosyncratic aspects of the treatment are relevant and explain why
they, and not others, are relevant.

Two aspects of experimental implementation that bear directly on internal validity are
noncompliance and attrition. Noncompliance occurs when those assigned to the treatment group
do not receive the treatment, or when those assigned to the control group inadvertently receive

the treatment (e.g., those encouraged to watch do not watch or those not encouraged do watch).
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In this case, the randomly assigned groups remain comparable, but the difference in their average
outcomes measures the effect of the experimental assignment rather than actually receiving the
treatment. The appendix to this chapter describes how to draw causal inferences in such
circumstances.

Attrition involves the failure to measure outcomes for certain subjects (e.g., some do not
report their vote preference in the follow-up). Attrition is particularly problematic when it afflicts
some experimental groups more than others. For example, if debate viewers become more
willing than non-viewers to participate in a post-debate interview, comparisons between
treatment and control group could be biased. Sometimes researchers unwittingly contribute to the
problem of differential attrition by exerting more effort to gather outcome data from one of the
experimental groups or by expelling participants from the study if they fail to follow directions
when receiving the treatment.

A related concern for experimental researchers is external validity. Researchers typically
conduct experiments with an eye toward questions that are bigger than ‘What is the causal effect
of the treatment on this particular group of people?’ For example, they may want to provide
insight about voters generally, despite having data on relatively few voters. How far one can
generalize from the results of a particular experiment is a question of external validity: the extent
to which the “causal relationship holds over variations in persons, settings, treatments, and
outcomes” (Shadish et al. 2002, 83)."

As suggested in the Shadish et al. quote, external validity covers at least four aspects of
experimental design: whether the participants resemble the actors who are ordinarily confronted
with these stimuli, whether the context (including the time) within which actors operate

resembles the context (and time) of interest, whether the stimulus used in the study resembles the
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stimulus of interest in the world, and whether the outcome measures resemble the actual
outcomes of theoretical or practical interest. The fact that several criteria come into play means
that experiments are difficult to grade in terms of external validity, particularly since the external
validity of a given study depends on what kinds of generalizations one seeks to make.

Consider the external validity of our example of the debate-watching encouragement
experiment. The subjects in encouragement studies come from random samples of the
populations of adults or registered voters. Random sampling bolsters the external validity of the
study insofar as the people in the survey better reflect the target population. However, if certain
types of people comply with encouragement instructions more than others, then our post-
treatment inferences will reflect differences between compliers and non-compliers that are
unrelated to any effects of watching the debate.

A related concern in such experiments is whether the context and time at which
participants watch the debate resembles settings to which the researcher hopes to generalize. Are
the viewers allowed to ignore the debate and read a magazine if they wish (as they could outside
of the study)? Are they watching with the same types of people they would watch with outside of
the study? There also are questions about the particular debate program used in the study (e.g.,
the stimulus): does it typify debates in general? To the extent that it does not, it will be harder to
make general claims about debate-viewing that are regarded as externally valid. Before
generalizing from the results of such an experiment, we would need to know more about the
tone, content, and context of the debate. ™"

Finally, suppose our main interest is in how debate-viewing affects Election Day
behaviors. If we wish to understand how exposure to debates affects voting, a questionnaire

given on Election Day might be regarded as a better measurement than one taken immediately
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after the debate and well before the election, since behavioral intentions may change after the
debate but before the election.

Whether any of these concerns make a material difference to the external validity of an
experimental finding can be addressed as part of an extended research program in which scholars
vary relevant attributes of the research design, such as the subjects targeted for participation, the
alternative viewing (or reading) choices available (to address the generalizability of effects from
watching a particular debate in a particular circumstance), the types of debates watched, and the
timing of post-debate interviews. A series of such experiments could address external validity
concerns by gradually assessing how treatment effects vary depending on different attributes of
experimental design.

4. Documenting and Reporting Relationships

When researchers detect a statistical relationship between a randomly assigned treatment
and an outcome variable, they often want to probe further to understand the mechanisms by
which the effect is transmitted. For example, having found that watching a televised debate
increased the likelihood of voting, they ask why watching the debate has this effect. Is this
because viewers become more interested in the race? Do they feel more confident about their
ability to cast an intelligent vote? Do debates elevate their feelings of civic duty? Viewing a
debate could change any of these mediating variables.

Assessing the extent to which potential mediating variables explain an experimental
effect can be challenging. Analytically, a single random assignment (viewing a debate vs. not
viewing) makes it difficult if not impossible to isolate the mediating pathways of numerous
intervening variables. To clarify such effects, a researcher needs to design several experiments,

all with different kinds of treatments. In the debate example, a researcher could ask different
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subjects to watch different kinds of debates, with some treatments likely to affect interest in the
race and others to heighten feelings of civic duty. Indeed, an extensive series of experiments
might be required before a researcher can make convincing causal claims about causal pathways.

In addition to identifying mediating variables, researchers often want to understand the
conditions under which an experimental treatment affects an important outcome. For example,
do debates only affect (or affect to a greater extent) political independents? Do debates matter
only when held in close proximity to Election Day? These are questions about moderation,
wherein the treatment’s effect on the outcome differs across levels of other variables (e.g.,
partisanship, timing of debate [see Baron and Kenny 1986]). Documenting moderating
relationships typically entails the use of statistical interactions between the moderating variable
and the treatment. This approach, however, requires sufficient variance on the moderating
variable. For example, to evaluate whether debates affect only independents, the subject
population must include sufficient numbers of otherwise comparable independents and non-
independents.

In practice, pinpointing mediators and moderators often requires theoretical guidance and
the use of multiple experiments representing distinct conditions. This gets at one of the great
advantages of experiments — they can be replicated and extended in order to form a body of
related studies. Moreover, as experimental literatures develop, they lend themselves to meta-
analysis, a form of statistical analysis that assesses the conditions under which effects are large
or small (Borenstein et al. 2009). Meta-analyses aggregate all of the experiments on a given topic
into a single dataset and test whether effect sizes vary with certain changes in the treatments,
subjects, context, or manner in which the experiments were implemented. Meta-analysis can

reveal statistically significant treatment effects from a set of studies that, analyzed separately,
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would each generate estimated treatment effects indistinguishable from zero. Indeed, it is this
feature of meta-analysis that argues against the usual notion that one should always avoid
conducting experiments with low statistical power, or a low probability of rejecting the null
hypothesis of no effect (when there is in fact an effect).” A set of low power studies taken
together might have considerable power, but if no one ever launches a low power study, this
needed evidence cannot accumulate (for examples of meta-analyses in political science, see
Druckman 1994; Lau et al. 1999).™

Publication bias threatens the accumulation of experimental evidence through meta-
analysis. Some experiments find their way into print more readily than others. Those that
generate statistically significant results and show that the effect of administering a treatment is
clearly non-zero are more likely to be deemed worthy of publication by journal reviewers,
editors, and even authors themselves. If statistically significant positive results are published
while weaker results are not, the published literature will give a distorted impression of a
treatment’s influence. A meta-analysis of results that have been published selectively might be
quite misleading. For example, if only experiments documenting that debates affect voter
opinion survive the publication process, while those that report no effects are never published,
then the published literature may provide a skewed view of debate effects. For this reason,
researchers who employ meta-analysis should look for symptoms of publication bias, such as the
tendency for smaller studies to generate larger treatment effects.

As the discussions of validity and publication bias suggest, experimentation is no
panacea.” The interpretation of experimental results requires intimate knowledge of how and

under what conditions an experiment was conducted and reported. For this reason, it is

incumbent on experimental researchers to give a detailed account of the key features of their
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studies, including: 1) who the subjects are and how they came to participate in the study, 2) how
the subjects were randomly assigned to experimental groups, 3) what treatments each group
received, 4) the context in which they received them, 5) what the outcome measures were, and 6)
all procedures used to preserve comparability between treatment and control groups, such as
outcome measurement that is blind to participants’ experimental assignments and the
management of non-compliance and attrition possibilities.

5. Ethics and Natural Experiments

Implementing experiments in ways that speak convincingly to causal questions is
important and challenging. Experiments that have great clarifying potential can also be
expensive and difficult to orchestrate, particularly in situations where the random assignment of
treatments means a sharp departure from what would ordinarily occur. For experiments on
certain visible or conflictual topics, ethical problems might also arise. Subjects might be denied a
treatment that they would ordinarily seek or be exposed to a treatment they would ordinarily
avoid. Even if the ethical problems are manageable, such situations might also require
researchers to garner potential subjects’ explicit consent to participate in the experimental
activities. Subjects might refuse to consent or the consent form might prompt them to think or
behave in ways they otherwise would not; in both instances challenging the external validity of
the experiment. Moreover, some studies include deception, an aspect of experimental design that
raises not only ethical qualms but also practical concerns about jeopardizing the credibility of the
experimental instructions in future experiments.

Hence, the creative spark required of a great experimental study is not just how to test an
engaging hypothesis, but how to conduct a test while effectively managing practical and ethical

constraints. In some cases, researchers address such practical and ethical hurdles by searching for
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and taking advantage of random assignments that occur naturally in the world. These natural
experiments include instances where random lotteries determine which men are drafted for
military service (e.g., Angrist 1990), which incoming legislators enjoy the right to propose
legislation (Loewen et al. 2009), or which Pakistani Muslims obtain visas allowing them to make
the pilgrimage to Mecca (Clingingsmith et al. 2008). The term natural experiment is sometimes
defined more expansively to include events that happen to some people and not others, but the
happenstance is not random. The adequacy of this broader definition is debatable; but when the
mechanism determining whether or not people are exposed to a potentially relevant stimulus is
sufficiently random, then these natural experiments can provide scholars with an opportunity to
conduct research on topics that would ordinarily be beyond an experimenter’s reach.
6. Conclusion

That social science experiments take many forms reflects different judgments about how
best to balance various research aims. Some scholars prefer laboratory experiments to field
experiments on the grounds that the lab offers the researcher tighter control over the treatment
and how it is presented to subjects. Others take the opposite view on the grounds that
generalization will be limited unless treatments are deployed, and outcomes assessed,
unobtrusively in the field. Survey experiments are sometimes preferred on the grounds that a
large and representative sample of people can be presented with a broad array of different stimuli
in an environment where detailed outcome measures are easily gathered. Finally, some scholars
turn to natural experiments in order to study historical interventions or interventions that could
not, for practical or ethical reasons, be introduced by researchers.

The diversity of experimental approaches reflects in part different tastes about which

research topics are most valuable, as well as ongoing debates within the experimental community
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about how best to attack particular problems of causal inference. So it is difficult to make broad
claims about “the right way” to run experiments in many substantive domains. In many respects,
experimentation in political science is still in its infancy, and it remains to be seen which
experimental designs, or combinations of designs, provide the most reliable political insights.
That said, a good working knowledge of this chapter’s basic concepts and definitions can further
understanding of the reasons behind the dramatic growth in the number and scope of experiments
in political science, as well as the ways in which others are likely to evaluate and learn from the

experiments that a researcher develops.

Appendix: An Introduction to the Neyman-Rubin Causal Model

The logic underlying randomized experiments is often explicated in terms of a notational
system that has its origins in Neyman (1923) and Rubin (1974). For each individual i let Y, be
the outcome if i is not exposed to the treatment, and Y; be the outcome if i is exposed to the
treatment. The treatment effect is defined as:

(1) ©=Yy—Yo

In other words, the treatment effect is the difference between two potential states of the world,
one in which the individual receives the treatment, and another in which the individual does not.
Extending this logic from a single individual to a set of individuals, we may define the average
treatment effect (ATE) as follows:

(2) ATE = E(7 )= E(Yu)- E(Yi).

The concept of the average treatment effect implicitly acknowledges the fact that the treatment
effect may vary across individuals. The value of 1; may be especially large, for example, among

those who seek out a given treatment. In such cases, the average treatment effect in the
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population may be quite different from the average treatment effect among those who actually
receive the treatment.

Stated formally, the concept of the average treatment effect among the treated may be
written:

(3)  ATT = E(@|Ti=1)= E(Yu|Ti=1) - E(Y|T)=1),

where 7;=1 when a person receives a treatment. To clarify the terminology, Y;;|7;=1 is the
outcome resulting from the treatment among those who are actually treated, whereas Y| T;=1 is
the outcome that would have been observed in the absence of treatment among those who are
actually treated. By comparing equations (2) and (3), we see that the average treatment effect
need not be the same as the treatment effect among the treated.

This framework can be used to show the importance of random assignment. When
treatments are randomly administered, the group that receives the treatment (7;=1/) has the same
expected outcome as the group that does not receive the treatment (7;=0) would if it were
treated:

(4)  EMulTi=1) = EYy|Ti=0).

Similarly, the group that does not receive the treatment has the same expected outcome, if
untreated, as the group that receives the treatment, if it were untreated:

(5)  E(|T=0) = E(Yo|Ti=1)

Equations (4) and (5) are termed the independence assumption by Holland (1986) because the
randomly assigned value of 7; conveys no information about the potential values of Y;. Equations
(2), (4), and (5) imply that the average treatment effect may be written:

(6)  ATE = E(v) = E(Yu|T)=1) — E(Y;y|T;=0).
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Because E(Y;;|T;=1) and E(Y;y|T;=0) may be estimated directly from the data, this equation
suggests a solution to the problem of causal inference. To estimate an average treatment effect,
we simply calculate the difference between two sample means: the average outcome in the
treatment group minus the average outcome in the control group. This estimate is unbiased in the
sense that, on average across hypothetical replications of the same experiment, it reveals the true
average treatment effect.

Random assignment further implies that independence will hold not only for Y;, but for
any variable X; that might be measured prior to the administration of the treatment. For example,
subjects’ demographic attributes or their scores on a pre-test are presumably independent of
randomly assigned treatment groups. Thus, one expects the average value of X; in the treatment
group to be the same as the control group; indeed, the entire distribution of X; is expected to be
the same across experimental groups. This property is known as covariate balance. It is possible
to gauge the degree of balance empirically by comparing the sample averages for the treatment
and control groups.

The preceding discussion of causal effects skipped over two further assumptions that play
a subtle but important role in experimental analysis. The first is the idea of an exclusion
restriction. Embedded in equation (1) is the idea that outcomes vary as a function of receiving
the treatment per se. It is assumed that assignment to the treatment group only affects outcomes
insofar as subjects receive the treatment. Part of the rationale for using blinded placebo groups in
experimental design is the concern that subjects’ knowledge of their experimental assignment
might affect their outcomes. The same may be said for double-blind procedures: when those who
implement experiments are unaware of subjects’ experimental assignments, they cannot

intentionally or inadvertently alter their measurement of the dependent variable.
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A second assumption is known as the stable unit treatment value assumption, or SUTVA.
In the notation used above, expectations such as E(Y;;|T;=t;) are all written as if the expected
value of the treatment outcome variable Y;; for unit i only depends upon whether or not the unit
gets the treatment (whether ¢#; equals one or zero). A more complete notation would allow for the
consequences of treatments 7 through 7, administered to other units. It is conceivable that
experimental outcomes might depend upon the values of ¢;, t,,..., t.1, ti+4, ..., t, as well as the
value of #;:

E(Yy|Ti=t;, To=ts, ..., Tei=tig, Ti=ti, Tivi=tisg, ..., Ti=t)
By ignoring the assignments to all other units when we write this as E£(Y;;|7;=¢;) we assume away
spillovers (or multiple forms of the treatment) from one experimental subject to another.
Noncompliance

Sometimes only a subset of those who are assigned to the treatment group is actually
treated, or a portion of the control group receives the treatment. When those who get the
treatment differ from those who are assigned to receive it, an experiment confronts a problem of
noncompliance. In experimental studies of get-out-the-vote canvassing, for example, non-
compliance occurs when some subjects that were assigned to the treatment group remain
untreated because they are not reached (see Gerber, Green, Kaplan, and Kern 2010).

How experimenters approach the problem of noncompliance depends on their objectives.
Those who wish to gauge the effectiveness of an outreach program may be content to estimate
the so-called intent-to-treat effect, that is, the effect of being randomly assigned to the treatment.
The intent-to-treat effect is essentially a blend of two aspects of the experimental intervention:
the rate at which the assigned treatment is actually delivered to subjects and the effect it has on

those who receive it. Some experimenters are primarily interested in the latter. Their aim is to
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measure the effects of the treatment on Compliers, people who receive the treatment if and only
if they are assigned to the treatment group.

When there is noncompliance, a subject’s group assignment, Z;, is not equivalent to 7,
whether the subject gets treated or not. Let D;=1/ when a subject assigned to the treatment group
is treated, and let D;=0 when a subject assigned to the treatment group is not treated. Define a
subset of the population, called Compliers, who get the treatment when assigned to the treatment
group but not otherwise. Compliers are subjects for whom D;=1 and Dy=0. Note that whether a
subject is a Complier is a function of both subject characteristics and the particular features of

the experiment and is not a fixed attribute of a subject.

When treatments are administered exactly according to plan (£: =T>V 1), the average
causal effect of a randomly assigned treatment can be estimated simply by comparing mean
treatment group outcomes and mean control group outcomes. What can be learned about
treatment effects when there is noncompliance? Angrist et al. (1996) present a set of sufficient
conditions for estimating the average treatment effect for the subgroup of subjects who are
Compliers. Here we will first present a description of the assumptions and the formula for
estimating the average treatment effect for the Compliers. We then examine the assumptions
using an example.

In order to estimate the average treatment effect among Compliers, we must assume that
assignment Z is random. In addition, we must make four additional assumptions: the exclusion
restriction, SUTVA, monotonicity, and a non-zero causal effect of the random assignment. The
exclusion restriction implies that the outcome for a subject is a function of the treatment they
receive but is not otherwise influenced by their assignment to the treatment group. SUTVA

implies that a subject’s outcomes depend only on the subject’s own treatment assignment and not
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on the treatment assignment of any other subjects. Monotonicity means that there are no Defiers,
that is, no subjects who would receive the treatment if assigned to the control group and would
not receive the treatment if assigned to the treatment group. The final assumption is that the
random assignment has some effect on the probability of receiving the treatment. With these
assumptions in place, the researcher may estimate the average treatment effect among compliers
in a manner that will be increasingly accurate as the number of observations in the study
increases. Thus, while the problem of experimental crossover constrains a researcher’s ability to
draw inferences about the average treatment effect among the entire population, accurate

inferences can often be obtained with regard to the average treatment effect among Compliers.
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f.We thank Holger Kern for helpful comments.
" In the social sciences, in contrast to the physical sciences, experiments tend to involve use of random assignment
to treatment conditions. Randomly treatments are one type of “independent variable.” Another type comprises
“covariates” that are not randomly assigned but nonetheless predict the outcome.
"Natural scientists frequently use within-subjects designs because they seldom contend with problems of memory
and anticipation when working with “subjects” like electrons. Clearly, natural scientists conduct “experiments”
(with interventions) even if they do not employ between-subjects random assignment. Social scientists, confronted
as they are by the additional complexities of working with humans, typically rely on between-subjects experimental
designs, where randomization ensures that the experimental groups are, in expectation, identical.

That said, in some cases, particularly in economics (and, hence some of the work discussed in this
Handbook), participants are not randomly assigned to distinct between-subject treatment conditions since the
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purpose of the experiment is to test well-specified theoretical predictions. Even in these cases, however, researchers
randomly assign participants to distinct roles in the experiment (Guala 2005, 79; Morton and Williams 2010, 28-29).
For example, the dictatorship experiment entails allowing a subject to decide how much of a fixed sum of money to
keep for him or herself and how much to give to another subject. This experiment is used to test predictions about
self-interest (e.g., do subjects act entirely in their self-interest or do they split the difference?), yet subjects are
randomly assigned to the roles (e.g., of giving or receiving money).

" Related to internal validity is statistical conclusion validity, defined as “the validity of inferences about the
correlation (covariation) between treatment and outcome” (Shadish et al. 2002, 38). Statistical conclusion validity
refers specifically and solely to the “appropriate use of statistics to infer whether the presumed independent and
dependent variables co-vary,” and not at all to whether a true causal relationship exists (Shadish et al. 2002, 37).

¥ Internal validity is a frequent challenge for experimental research. For this reason, experimental scholars often
administer manipulation checks, evaluations that document whether subjects experience the treatment as intended by
the experimenter.

"' Related is construct validity which is “the validity of inferences about the higher order constructs that represent
sampling particulars” (Shadish et al. 2002, 38).

"' This is related to the aforementioned internal validity concern about whether the content of the debate itself
caused the reaction, or whether any such programming would have caused it. The internal validity concern is about
the causal impact of the presumed stimulus — is the cause what we believe it is (e.g., the debate and not any political
programming)? The external validity concern is about whether that causal agent reflects the set of causal variables
to which we hope to infer (e.g., is the content of the debate representative of presidential debates?).

Y Statistical power refers to the probability that a researcher will reject the null hypothesis of no effect when the
alternative hypothesis is indeed true.

" Early lab and field studies of the mass media fall into this category. Iyengar et al.’s (1982) influential lab study of
TV news had fewer than twenty subjects in some of the experimental conditions. Panagopoulos and Green’s (2008)
study of radio advertising comprised a few dozen mayoral elections. Neither produced overwhelming statistical
evidence on its own, but both have been bolstered by replications.

* The volume does not include explicit chapters on meta-analysis or publication bias, reflecting, in part, the still
relatively recent rise in experimental methods (i.e., in many areas, there is not yet a sufficient accumulation of
evidence). We imagine these topics will soon receive considerably more attention within political science.
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3. Internal and External Validity

Rose McDermott

One of the challenges in conducting interdisciplinary work, or in attempting to
communicate across disciplinary boundaries relates to the implicit norms which infuse different
fields. Much like trying to speak across cultures, it often becomes frustrating to translate or make
explicit differing assumptions underlying appropriate inferential methods and strategies. To
make matters worse, status differentials often exacerbate these divergences, privileging one set
of disciplinary norms over another, such that decisions about ideal methods do not always rest
entirely on the appropriateness of a particular technique for a given project.

Such differences clearly affect the implementation of experimental methodology across
the fields of psychology, economics, and political science. One of the areas in which these biases
inflict misunderstanding surround issues related to internal and external validity. In political
science, concerns with external validity often border on the monomaniacal, leading to the
neglect, if not the complete dismissal, of attention to the important issues involved in internal
validity. In psychology, the reverse emphasis predominates. In behavioral economics, the focus
depends more on the primary function of the experiment. Since both internal and external
validity remain important in assessing the quality, accuracy, and utility of any given
experimental design, it facilitates optimal experimental design to concentrate on attempting to
maximize both, but the nature of the enterprise often requires explicit consideration of the trade-
offs between them.

The purpose of an experiment informs the degree to which emphasis should be placed on

internal versus external validity. In some cases, as for example when studying some universal

42



human experience such as vision, college students are unlikely to significantly differ from the
broader population on the dimension under investigation, and therefore the additional external
validity which would be provided by replication across time and population will not be as
important. In other circumstances, such as a study of the effect of testosterone on decision
making in combat, external validity depends on finding participants in combat, or the entire
purpose of the study becomes vitiated. Of course, the primary purpose of such a study would not
aim for external validity, but rather for a deeper understanding of the effects of the endocrine
system on social relationships.

Recognition of the methodological goals promoted by internal and external validity
remains critical to the enterprise of achieving robust experimental findings. Perhaps the best way
to conceptualize the balance between internal and external validity in experimental design is to
think about them in a two-step temporal sequence. Internal validity comes first, both sequentially
and practically. Without first establishing internal validity, it remains unclear what process
should be explored in the real world. An experimenter has to know that the conclusions result
from the manipulations imposed before trying to extrapolate those findings into other contexts.
External validity follows, as replications across time and populations seek to delineate the extent
to which these conclusions can generalize.

This chapter proceeds in four parts. Separate discussions of internal and external validity
encompass the first two sections. A brief third part notes the trade-offs in value and practical
logistics between the two. A meditation on future prospects for improving validity concludes.

1. Internal Validity

Campbell (1957) considered an experiment internally valid if the experimenter finds a

significant difference between the treatment and control conditions. These differences are then
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assumed to provide a meaningful reflection of the causal processes at play. As long as no reason
exists to assume that some extraneous mediating factor systematically influenced subjects’
responses, observers can attribute changes in the dependent variable to systematic manipulations
across the independent variables. From this perspective, internal validity is enhanced by
experiments that are well designed, carefully controlled and meticulously measured so that
alternative explanations for the phenomena under consideration can be excluded. In other words,
internal validity refers to the extent to which an experimenter can be confident their findings
result from their experimental manipulations, although still remain uncertain as to how the
mechanism might work in various settings or across diverse individuals. Shadish, Cook, and
Campbell (2002) remain careful to note that internally valid findings remain discrete to the
specific experimental context in which they are explored; generalization of any uncovered causal
phenomena then depends on extensions to other populations, contexts, and situations which
involve attempts to achieve external validity.

Internal validity remains intrinsically tied to experimental, as opposed to mundane,
realism (Aronson et al. 1990; McDermott 2002). To the extent that subjects become
psychologically engaged in the process they confront, internal validity intensifies. Similarly,
internal validity diminishes in the face of subject disengagement, just as one might expect any
action that would distract a subject would rob the study of its ability to specify and consolidate
the causal factor of interest. If subjects approach a task with skepticism or detachment, genuine
responses fade and strategic incentives come to the fore. This raises the possibility that measures
obtained do not accurately reflect the process being manipulated, but rather manifest a different
underlying construct altogether. It does not matter if the experimental environment does not

overtly mimic the real world setting as long as the subject experiences the relevant forces the
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investigator seeks to elicit. Because of this, the internal experience of the experiment for the
subject need not necessarily reflect outside appearances.

The success of the experiment depends on the subject taking the task seriously, and
experimenters can foster such engagement to the degree they can create and establish a situation
which forces psychological investment on the part of subjects. For example, if an experimenter
wants to study, say, processes of cooperation, it does not matter if the subject would be unlikely
to run across the actual partners presented, as long as she responds to other subjects just as she
would to any other potential ally. Similarly, it should not matter in a study of aggression that
subjects are unlikely to have money taken from them as a result of their behavior in a simple
economic game, as long as this behavior stimulates anger in them the way an actual theft or
injustice would. The critical operative feature in such experimental designs revolves around the
ability of the experimenter to create a psychological situation which realistically elicits the
dynamics under consideration. In other words, internal validity equates to the manipulation of a
psychological response.

Comparisons with Experimental Economics

Roth (1995) described three main purposes for experiments in economics, and this
analysis was extended and applied to political science by Druckman et al. (2006). These goals
included extending theoretical models, which he referred to as: 1) “speaking to theorists,” 2) data
generation, which he called “searching for facts,” and 3) searching for meaning or policy
applications, which he described as “whispering in the ears of princes.” Importantly, each of
these functions requires slightly different foci and may engender greater concern with one type

of validity over another.
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In speaking to theorists, at least in experimental economics, the focus typically revolves
around providing an experimental test of a formal model. In this context, economists tend to
secure internal validity within the experimental paradigm itself. In such cases, a formal
mathematical model will be generated, and then its predictions will be tested in an experimental
setting to see how well or how closely actual human behavior conforms to the hypothetical
expectation. The formal model may then be adjusted to accommodate the findings brought forth
by the experiment. In such tests, focus on internal validity would remain almost exclusive, since
scholars remain less concerned with the extent of generalization outside the lab and more
interested in the performance of the model.

In searching for facts, the purpose of the experiment revolves around generating new
data. This goal can take several forms. Sometimes investigators are inspired by previous
experimental results, failure, or lacunae to explore an aspect of previous studies or theory that
did not make sense, or resulted in inconsistent or inconclusive findings. Often in experimental
economics these studies evolve almost as conversations between scholars using different
theoretical or methodological tools to examine their variables of interest from differing
perspectives. Many of the studies in experimental economics which seem to undertake endless
variations on the theme of how people behave in the ultimatum game are motivated, at least in
part, by the desire of investigators to define precisely those conditions under which a particular
behavior, like fairness, will emerge, sustain, or dissipate. Sequences of studies can generate new
hypotheses, or reveal novel areas of inquiry. Fehr’s work on altruistic punishment followed such
a sequence of inquiry into the extent and bounds of human cooperation (Fehr and Gachter 2002;
Fehr and Fischbacher 2003; de Quervain et al. 2004). Such experimental research often points to

alternative explanations for enduring puzzles, as when neuroeconomists began to explore
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potential biological and genetic exigencies in motivating particular economic behavior, including
risk (Sokol-Hessner et al. 2009).

Similar progress can be seen in psychology within the dialogue which emerged following
the original studies of judgmental heuristics and biases conducted by Tversky and Kahneman
(1974). Gigerenzer (1996) and others began to challenge the assumption that such biases
represented mistakes in the human inferential process, and instead demonstrated that when such
dynamics were experimentally tested in ecologically valid contexts, such as when people are
called upon to detect cheaters, such ostensible errors in judgment evaporate.

Finally, whispering in the ears of princes speaks to the ways in which experimental
designs can be generated to address central concerns held by policy makers and other decision
makers. Here the obvious emphasis would lie more in the realm of external validity, since results
would need to speak to broad populations in order to be of use to policy makers. However,
importantly, such studies retain no real utility to the extent that they do not first measure what
they claim to examine. Herein lies an important trade-off between attempting to create an
experiment whose characteristics resemble situations familiar and important to many individuals,
involving perhaps choices between political candidates, financial risk, or choices over health care
or employment benefits, and retaining control over the manipulation and measurement of
complex or multi-dimensional variables.

Threats to Internal validity

Campbell and Stanley (1966) delineated nine primary threats to internal validity which
often lie outside the experimenter’s ability to control. Their discussion remains the definitive
characterization of the kinds of problems which most risk confidence in attributing changes in

the dependent variable to manipulations of the independent variable. These challenges include
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selection, history, maturation, repeated testing, instrumentation, regression toward the mean,
mortality, experimenter bias, and selection-maturation interaction. Each of these threats presents
critical challenges to good experimental design. The most important for purposes of examining
validity relate to attrition — or mortality effects — and subject noncompliance, because high rates
of either can influence both internal and external validity.

Mortality or attrition effects occur when subjects drop out of an experiment, or are
otherwise lost to follow-up. This only poses a threat to internal validity to the extent that this
occurs subsequent to random assignment (Kiesler et al. 1969). If subjects drop out prior to such
assignment, it may constitute a threat to the external validity of the experiment, but not to the
internal validity of its findings. However, if subjects in one condition are dropping out of an
experiment at a higher rate than those in another condition, it may be the case that such attrition
is in fact potentiated by the treatment itself. This relates to the issue of intention-to-treat (Angrist,
Imbens, and Rubin 1996) When dealing with questions of noncompliance, observers must
estimate the weighted average of two different effects, where it is usual to divide the apparent
effect from the proportion of the people who actually receive the treatment. This source of
invalidity (nonexposure to treatment) thus remains correctable under certain assumptions
(Nickerson 2005). For example, if an experimenter does not come to your door, he knows he did
not have an effect on the measured outcome. Therefore if an effect is observed, then the
experimenter must search for the cause elsewhere. If scholars prove willing to make some
assumptions about the lack of effect on those who were not treated, it becomes possible to
statistically back out the effect of the putative causal variable on those who were treated. In that
way, observers can see the raw difference, and not merely the effects of biases in validity within

the design itself, on the people who received it.
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This can be particularly problematic in medical studies if a certain drug causes
prohibitive side effects which preclude a high percentage of people from continuing treatment. In
such cases, subject mortality itself constitutes an important dependent variable in the experiment.
In medical research, this issue is sometimes discussed in terms of intent-to-treat effects, where
the normative prescription requires analyzing data subsequent to randomization regardless of a
subject’s adherence to treatment or subsequent withdrawal, noncompliance or deviation from the
experimental protocol. This can bias results if the withdrawal from the experiment resulted from
the treatment itself and not from some other extraneous factor.

Of course, subject mortality poses a much more severe threat in between-subject designs,
especially in matched or blocked designs where the loss of one subjects becomes equivalent to
the loss of two. This does not mean that a block design allows experimenters to drop blocks in
the face of attrition. Drawing on examples from field experiments in voter mobilization
campaigns, Nickerson (2005) demonstrates how this strategy produces bias except under special
circumstances.

Proxy outcomes do not always constitute a valid measure of the topic of interest. For
example, in AIDS research, focusing on numbers of T-cells as indicators of immune system
function may prove helpful for researchers, but only remains significant for patients to the extent
that these values correlate significantly with clinical outcomes of interest, such as quality of life,
or longevity itself. In medicine, it is often the case that proxy measures which are assumed to
correlate with outcome measures of concern actually represent orthogonal values; the best recent
example relates to findings that even well controlled blood sugar does not fully mitigate the risk
of heart disease among diabetics. Political discussions suffer from a similar dynamic. In work on

the influence of negative advertising on voting, the important effect exerts itself not only to the
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immediate influence on voter choice, but also relates to downstream effects, such as suppression
of overall voter turnout. In turn, scholars might not be so interested in this variable if they were
not focused on vote choice, but remained more concerned with the sources of public opinion on
its own. Often researchers care about the reaction to the stimuli as much as they care about its
immediate effect. Whether questions surrounding internal or external validity in circumstances
involving proxy, intervening and intermediate variables remain problematic often depends on
whether a scholar is interested in the immediate or the downstream effect of a variable.

In addition, mortality often arises as an issue in iterated contexts not so much because
subjects die, but rather because long term follow-ups are often so costly and difficult that interim
measures are instituted as dependent variables to replace the real variables of interest. In the
statistics literature, these are referred to as “principal surrogates.” So, for example, in medical
experiments, blood sugar is treated as the variable of interest in studies of diabetes rather than
longevity. Transitional voter turnout remains monotonically related to political legitimacy;
however, it does not appear obvious that an observer gets more purchase on such larger overall
issues using proxy variables. Such a focus hid the finding that many blood sugar medications,
which indeed controlled blood sugar, nonetheless potentiated higher rates of cardiovascular
related deaths than uncontrolled blood sugar caused.

Another problem is active or passive forms of noncompliance. Many standard forms of
analysis assume that everyone who receives treatment experiences similar levels of engagement
with the protocol, but this assumption often remains faulty, since noncompliance rates can be
nontrivial. Noncompliance raises the prospect of artificially inducing treatment values into the
estimated outcome effects. If this happens, it may not necessarily introduce systematic bias, but

it may also not provide any useful information about the process the experimenter seeks to
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understand. If subjects are not paying attention, or thinking about something unrelated to the task
at hand, then it will remain unclear whether or not the manipulation actually exerted an effect.
Null results under such conditions may represent true negatives, implying no effect where one
may exist if subjects attended to the manipulation as intended. Angrist et al (1996) propose use
of instrumental variables with the Rubin Causal Model in order to circumvent this problem.
Arceneaux, Gerber, and Green (2006) demonstrate the superiority of the instrumental variables
approach over a matching analysis in a large-scale voter mobilization experiment.

Instrumental variables are sometimes used when there is concern that the treatment and
unobserved factors that might affect the outcome (i.e., the disturbance term) might be correlated
in some significant way. To be clear, the issue is not the assigned treatment, but rather the actual
treatment as received and experienced by the subject. These effects can differ for a number of
reasons, not least among them subject noncompliance. When this happens, the concern arises
that the treatment received by the subject is somehow related to the disturbance term. If this
occurs, we could not know the true effect regardless of the analysis, because the disturbance
remains unobserved. An instrumental variable is one which exerts its effect through an influence
on the independent variable but has no direct effect on the dependent variable, nor is it
systematically related to unobserved causes of the dependent variable. In order words, it is only
related to the dependent variable through the mediating effect of the endogenous independent
variable. Gerber and Green (2000) provide an example of this with regard to voter turnout
effects. In their study, random assignment to treatment determines whether a subject is
successfully canvassed, which in turn appears to affect turnout. Assignment to the condition of
being canvassed, which is random, remains unrelated to the disturbance term. The assignment to

the condition of being canvassed only influences turnout through actual contact with voters; no
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backdoor paths exist that would cause people to be affected, either directly or indirectly, by their
assignment to being canvassed or not, other than their contact with the canvasser. Because of the
expense involved in large experimental studies, researchers sometimes use instrumental
observational variables to gain traction on the problem at hand. In other words, they tend to be
used to try to infer causality by imaging that the independent variable is near random (Sovey and
Green 2010) when experimental studies designed to determine true causation might not be
possible for one reason or another.

Of course, the key to success depends on selecting valid variables. This can be difficult,
but often nature or government can supply a useful instrument to use. For example, Miguel,
Sayanth, and Sergenti (2004) use weather as an instrumental variable to examine the relationship
between economic shocks and civil conflict. Certainly hurricanes, fires, or policy changes in
large programs such as welfare might serve similar purposes. Such instrumental variables are
feasible to the extent that the independent variable provides consistent estimates of causal effects
when the instruments are independent of the disturbance term and correlated in a substantial way
with the endogenous independent variable of interest. Successfully identifying such an
instrument can help triangulate on the relationships and treatments of interest, but often finding
such instruments can prove challenging. Alternative strategies for dealing with problems where
the treatment and the outcome may be correlated exist, including intent-to-treat effects, which
were discussed above.

Other, unrelated concerns, can also compromise prospects for the development of an
effective experimental protocol and merit some consideration as well. Importantly, different
kinds of experimental design pose greater risks in some areas than in others, and recognizing

which designs present which challenges can prevent inadvertent error.
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Several particularly problematic areas exist. Pseudoexperimental designs, where the
researcher is not able to manipulate the independent variable, as well as experimental designs,
which do not allow for the randomization of subjects across condition for practical or ethical
reasons, present greater challenges for internal validity than more controlled laboratory
experiments. In addition, field experiments raise the specter of subject noncompliance to a higher
degree than more restricted laboratory settings.

Further, certain content areas of investigation may pose greater threats to internal validity
than other topics. Honesty in investigating socially sensitive subjects, such as race or sex, may be
compromised by subjects’ desire for positive impression management. They may not want to
admit the extent to which they harbor or espouse views that they know others may find
offensive. Less obtrusive measurements, such as those involving reaction time tests, or implicit
association measure, may help circumvent this problem. Alternatively, techniques which do not
rely on subject report, such as analyses of brain waves or hormonal or genetic factors, may
obviate the need for subject honesty, depending on the topic under investigation.

Regardless, certain realities inevitably constrain the ability of an investigator to know
whether or not subjects are sufficiently engaged in an experimental task so as to justify reliance
on the data generated by them. Any systematic restrictions in the performance of subjects can
potentially contaminate the internal validity of the results obtained. The following discussion
highlights some of the ways in which subjects can, intentionally or otherwise, impede internal
validity in experimental tests. Some of these categories overlap with Campbell and Stanley,
while others introduce additional concerns.

Good experimentalists should strive for the goal of trying to design an experiment from

the subject’s perspective, with an eye toward understanding what the person will see, hear and
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experience in the setting created, and not with the singular purpose of achieving the fastest, most
efficient way to collect the data they need. This becomes particularly important in behaviorally
oriented tasks. Subject involvement is not an altruistic goal, but rather one that should be
motivated entirely by enlightened self-interest. To the extent that the experimentalist can create
an engaging, involving, and interesting task environment, many of the following issues may be
ameliorated. True, most subjects remain motivated to participate in experiments because of the
incentives offered, whether money, credit, or some other benefit. But it behooves any
conscientious experimenter to keep in mind that many, if not most, subjects will want to try to
figure out what the experiment is “really” about, and strive to discover what the experimenter
wants, either to comply, resist, or simply as a matter of curiosity. The job of the experimenter is
to make the task sufficiently absorbing that the subject finds it more interesting to concentrate on
the task at hand than to try to game the experiment. One of the most effective and efficient ways
to achieve this goal is to engage in pre-experimental pilot testing to see which stimuli or tasks
elicit the most subject engagement. Particularly entrepreneurial experimenters can corral friends
and relatives to test alternative scenarios to enhance subjects’ psychological involvement in a
study. If an experimentalist invokes this strategy of pilot testing, it becomes absolutely
imperative to solicit as much information from subjects in post-test debriefing in order to learn
how they perceived the situation, how they understood their task, what systematic biases or
misinterpretations might have emerged from the experimenter’s perspective, and how the
procedure might be improved. Asking pilot subjects what they think might have increased their
interest can prove a disarmingly straightforward and surprisingly successful strategy for

enhancing future subject engagement.
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Problems affecting prospects for internal validity arise when anything interferes with the
ability to attribute changes in the dependent variables to manipulations in the independent
variable. Sometimes, but not always, this can occur if subjects intentionally change their
behavior to achieve a particular effect. Perhaps they want to give the experimenter what they
think she wants, although they can easily be wrong about the experimenter’s goals. Or they may
want to intentionally thwart the investigator’s purpose. Intentional subject manipulation of
outcomes can even induce treatment values into the experiment artificially.

Most of these concern related to subjects strategically trying to manipulate their
responses for reasons having nothing to do with the experimental treatment can be obviated by
randomization, except to the extent that such attempts at deceiving the experimenter are either
systematic or widespread in effect. Sometimes such efforts only affect the inferential process to
the extent that subjects are able to successfully guess the investigator’s hypotheses. Often it does
not matter if the subject knows the purpose of an experiment; observers want to test
straightforward conscious processes. However, if knowledge of the experimenter’s hypothesis
encourages subjects to consciously attempt to override their more natural instincts within the
confines of the experiment, then the possibility of systematic interference with internal validity
arises. Obviously, this is most problematic under conditions which require experimental
deception. Since over 80 percent of psychology experiments in top journals utilize some kind of
deception and almost no experiments in economics journals do, the issue of subjects guessing an
experimenter’s hypothesis remains more problematic in some disciplines than in others.

If this is a concern, one way to potentially control for such effects is to probe subjects
after the experiment to see if they guessed deception was operative or discerned the true purpose

of the experiment. Every effort should be made to keep subjects within the analysis, but skeptical
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subjects can be compared separately with more susceptible subjects to determine any differences
in response. If no differences exist, data can be collapsed; if differences emerge, they might be
reported, especially if they suggest a bias in treatment effect resulting from individual differences
in acceptance of the protocol. If there is no deception but the subject knows what the experiment
is about, the problem of subjects intentionally trying to manipulate results is not eliminated;
however, again, to the extent that such efforts are small and random, their should be minimized
by processes of randomization across condition.

In addition, of course, any of these challenges to internal validity can be exacerbated to
the extent that they occur concomitantly or interact in unexpected or unpredictable ways.
Ways to Improve

Many of the ways to circumvent challenges to internal validity have been alluded to in
the course of the discussion above. Well designed experiments with strong control, careful
design and systematic measurement go a long way toward alleviating many of these concerns.

Perhaps the single most important strategy experimenters can employ to avoid risks to
internal validity is develop procedures to optimize experimental realism for subjects. Designing
an experiment which engages subjects’ attention and curiosity will ensure that the dynamic
processes elicited in the experimental condition mimic those which are evoked under similar real
world conditions. No amount of time that goes into trying to develop an involving experiment
from the perspective of the subject will be wasted in terms of maximizing the resemblance
between the psychological experience in the experiment and that of the unique real world
environment they both inhabit and create.

2. External Validity

56



While psychologists pay primary attention to issues associated with internal validity,
political scientists tend to focus, almost exclusively, on problems associated with external
validity. External validity refers to the generalizability of findings from a study, or the extent to
which conclusions can be applied across different populations or situations. Privileging of
external validity often results from a misunderstanding that generalizability can result from, or be
contained within, a single study, as long as it is large enough, or broad enough. This is almost
never true. External validity results primarily from replication of particular experiments across
diverse populations and different settings, using a variety of methods and measures. As Aronson
et al. (1990) state succinctly: “No matter how similar or dissimilar the experimental context is to
a real-life situation, it is still only one context: we cannot know how far the results will
generalize to other contexts unless we carry on an integrated program of systematic replication”
(77).

Some of the reason for the difference in disciplinary emphasis results from divergent
purposes. Most psychologists, like many economists, use experiments primarily to test theory,
rather than to make generalizations of such theory to broader populations. Their primary research
goal focuses on explicating and elucidating basic operating principles underlying common
human behaviors, such as cooperation or discrimination, and then distilling these processes
through the crystalline filter of replication to delineate the boundaries of their manifestation and
expression in real world contexts. Replication which establishes external validity can, and
should, take many forms. If a genuine cause and effect relationship exists across variables, it
should emerge over time, within different context, using various methods of measurement, and
across population groups, or the boundaries of their operation should become defined (Smith and

Mackie 1995). Aronson et al. describe this process best:
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Bringing the research out of the laboratory does not necessarily make it more
generalizable or “true”; it simply makes it different. The question of which
method—*artificial “laboratory experiments versus experiments conducted in the

real world-will provide the more generalizable results is simply the wrong

question. The generalizability of any research finding is limited. This limitation

can be explicated only by systematically testing the robustness of research results

across different empirical realizations of both the independent and dependent

variables via systematic replication to test the extent to which different

translations of abstract concepts into concrete realizations yield similar results

(Aronson et al. 1990, 82).

Of course it remains important to examine the extent to which the outcomes measured in
a laboratory setting find analogues in real world contexts. External validity can be examined in
various ways, including measuring various treatment effects in real world environments,
exploring the diverse context in which these variables emerges, investigating the various
populations it affects, and looking at the way basic phenomena might change in response to
different situations. Some of these factors can be explored in the context of a controlled
laboratory setting, but some might be more profitably addressed in field contexts. However,
experimenters should remain aware of the trade-offs involved in the ability to control and
measure carefully defined variables with a richer understanding of the extent to which these
factors might interact with other unknowns outside the laboratory setting.

While the concerns regarding external validity certainly remain legitimate, it is important
to keep it mind that they should only arise to the extent that sufficient prior attention has been
paid to assuring that a study embodies internal validity first. As Aronson et al. (1990), rightly
state: “internal validity is, of course, the more important, for if random or systematic error makes
it impossible for the experimenter even to draw any conclusions from the experiment, the

question of the generality of these conclusions never arises” (75).

Threats to External Validity
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Most concerns that political scientists express regarding external validity reflect their
recognition of the artificial nature of the laboratory setting. The notion here is that the trivial
tasks presented to subjects offer a poor analogue to the real world experiences that individuals
confront in trying to traverse their daily political and social environments. This characterization
of a controlled laboratory experiment, while often accurate, reflects a privileging of mundane as
opposed to experimental realism. The benefit of such a stripped-down stylized setting is that it
offers the opportunity to carefully operationalize and measure the variables of interest, and then,
through multiple tests on numerous populations, begin to define the conditions under which
generality might obtain. The reason it becomes so critical to uncover these mechanisms is
because unless an investigator knows the underlying principles operating in a given dynamic, it
will prove simply impossible to ascertain which aspect of behavior is causing which effect within
the context of real world settings where many other variables and interactions occur
simultaneously. One of the most dramatic examples of this process occurred in the famous
Milgram (1974) experiment; Milgram set out to explain the compliance of ordinary Germans
with Nazi extermination of the Jews. Testing at Yale was designed to provide a control condition
for later comparison with German and Japanese subjects. Prior to the experiment, every
psychiatrist consulted predicted that only the worst, most rare psychopaths would administer the
maximum amount of shock. But the careful design of the experiment allowed Milgram to begin
to uncover the subtle and powerful effects of obedience on behavior.

Experimental realism remains more important than mundane realism in maximizing
prospects for internal validity because it is more likely to elicit the critical dynamic under
investigation; more highly stylized or abstract experimental protocols can risk both internal and

external validity by failing to engage subjects’ attention or interest. Creative design can
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sometimes overcome these difficulties, even in laboratory settings, as clever experimentalists
have found ways to simulate disrespect, for example, by having a confederate “accidentally”
bump into a subject rudely (Cohen and Nisbett 1994) or simulating an injury (Darley and Latane
1968), for example.

Restricted subject populations can also limit the degree of potential generalizability from
studies as well, although the degree to which this problem poses a serious threat varies with the
topic under investigation. While in general it is better to have more subjects across a wider
demographic range, depending on the content of study, it may be more important to obtain more
subjects, rather than explicitly diverse ones. Common sense, in combination with practical
logistics such as costs, should guide judgment concerning how best to orchestrate this balance.

Several other threats to external validity exist, some of which mirror those which can
compromise internal validity. Subject mortality raises a concern for external validity to the extent
that such mortality takes place prior to randomization; recall that mortality subsequent to
randomization compromises internal validity. Prior to randomization, subject mortality may
compromise the representativeness of the study population.

Selection bias, in terms of nonrandom sampling, represents another threat to external
validity which also threatens internal validity as described above. If subjects are drawn from too
restrictive a sample, or an unrepresentative sample, then obviously more replication will be
required in order to generalize the results with confidence. This is becoming an increasing
concern with the huge increase in Internet samples, where investigator knowledge and control of
their subject populations can become extremely restricted. It can be virtually impossible to know
whether the person completing the Internet survey is who they say they are, much less whether

they are attending to the tasks in any meaningful way. With unrepresentative samples of
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students, it is still possible to reason about the ways in which they may not be representative of a
larger population, by having superior abstract cognitive skills for example. But with an Internet
sample, even this ability to determine the ways in which one sample may differ from another
becomes extremely challenging.

The so-called Hawthorne effect poses another threat to external validity. This
phenomenon, named after the man who precipitated its effect when it was first recognized, refers
to the way in which people change their behavior simply because they know they are being
monitored (Roethlisberger and Dickson 1939). Surveillance alone can change behavior in ways
which can influence the variable being measured. Without such monitoring and observation,
behavior, and thus results, might appear quite different. Sometimes this effect can be desirable,
such as when observation is used to enforce compliance with particular protocols, reminding
subjects to do a certain thing in a particular way or at a specific time. Technology such as
personal handheld devices can help facilitate this process as well. But other times such self
consciousness can affect outcome measures in more biased ways.

External interference, or interference between units, presents a complex and nuanced
potential confound (see Sinclair’s chapter in this volume). Behavior in the real world operates
differently than in more sanitized settings precisely because there is more going on at any given
time and, often, more is at stake in the psychic world of the subject. Moreover, the same
variables may not operate the same way in two different situations precisely because other
factors may exacerbate or ameliorate the appearance of any given response within a particular
situation. Interference thus can occur not only as a result of what happens within a given

experimental context, but also as a consequence of the way such responses can change when
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interacting with diverse and unpredictable additional variables in real world contexts which can
operate to suppress, potentiate, or otherwise overwhelm the expression of the relevant processes.

Perhaps the biggest concern that political scientists focus on with regard to external
validity revolves around issues related to either the artificiality or triviality of the experimental
situation, although certainly it is possible for the opposite criticism, that subjects pay too much
attention to stimulus materials in experiments, to be leveled as well. For example, in looking at
the effect of television advertising, subjects may pay much closer attention to such ads in the lab
than they would in real life, where they might be much more likely to change channels or walk
out of the room when the ads come on. Clearly, it would be next to impossible for experimenters
to replicate most aspects of real life in a controlled way. Time constraints, cultural norms, and
subject investment will preclude such mirroring (Walker 1976). However, it is often the case that
such cloning is not necessary in order to study a particular aspect of human behavior, and the
ability to isolate such phenomena, and explore its dimensions, can compensate for the more
constrained environmental setting by allowing investigators to delineate the precise
microfoundational mechanisms underlying particular attitudes and behaviors of interest. The
benefits that can derive from locating such specificity in the operation of the variable under
investigation can make the ostensible artificiality worthwhile.
Ways to Improve

Given that political scientists tend to be united in their concern for politically relevant
contexts (Druckman and Lupia 2006), external validity will continue to serve as a central focus
of concern for those interested in experimental relevance for broader societal contexts. Several
strategies can help maximize the potential for increasing such relevance and broader

applicability, first and foremost being reliance on replication across subjects, time, and situation.
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In general, anything that multiplies the ways in which a particular dynamic is investigated can
facilitate prospects for external validity. To be clear, external validity occurs primarily as a
function of this strategy of systematic replication. Conducting a series of experiments which
include different populations, involve different situations, and utilize multiple measurements
establishes the fundamental basis of external validity. A single study, no matter how many
subjects it encompasses, or how realistic the environment, cannot alone justify generalization
outside the population and domain in which it was conducted.

One of the most important ways to enhance external validity involves increasing the
heterogeneity of the study populations, unless of course one is only trying to generalize to
homogenous population, such as veterans, or republicans, or women, in which case the study of
focal populations remains optimal. Including subjects from different age groups, sexes, various
races, and diverse socio-economic or educational statuses, for example, increases the
representativeness of the sample, and potentiates prospects for generalization. Again, common
sense should serve as a guide as to which populations should be studied for any given topic.
Studies involving facial recognition of emotion, for example, can benefit greatly from employing
subjects with focal brain lesions because their deficits in recognition can inform researchers as to
the processes necessary for intact processing of these attributes. In this case, fewer subjects with
particularly illuminating characteristics can provide greater leverage than a larger number of less
informative ones.

Increasing the diversity of circumstances or situations in which a particular phenomenon
is investigated can also heighten external validity. Exploring a particular process, such as

cooperation, in a variety of settings can prove particularly helpful for discovering contextual
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boundaries on particular processes, locating environmental cues which trigger such dynamics,
and illustrating the particular dimensions of its operation.

Using multiple measures, or multiple types of measures, as well as doing everything
possible to improve the quality of measures employed, can greatly enhance external validity as
well. This might involve finding multiple dependent measures to assess downstream effects,
either over time or across space (Green and Gerber 2002). In many medical studies, intervening
variables are often used as proxies to determine intermediary effects if the critical outcome
variable does not occur frequently, or takes a long time to manifest, although some problems
associated with this technique were noted above as well. Proper and careful definition of the
variables under consideration, both those explicitly being studied and measured, as well as those
expected to impact these variables differentially in a real world setting, remains crucial to
isolating the conditions under which particular processes are predicted to occur.

3. Balance between Internal and External Validity

Obviously it goes without saying that it is best to strive to maximize both internal and
external validity. But sometimes this is not possible within the practical and logistical constraints
of a given experimental paradigm. Maximizing internal validity may diminish the ability to
extrapolate the findings to situations and populations outside those specifically studied.
Privileging external validity often neglects important aspects of internal experimental control so
that the true cause of reported findings remains unclear. It remains important to explicitly and
clearly recognize the inherent nature of the trade-offs between them.

Two principle trade-offs exist between internal and external validity. First, the balance
between these types of validity clearly reflects a difference in value. Attention to internal validity

optimizes the ability of an investigator to achieve confidence that changes in the dependent
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variables truly resulted from the manipulation of the independent variable. In other words,
methodological and theoretical clarity emerge from careful and conscientious documentation of
variables and measures. The experimenter can rest assured that the processes investigated
returned the results produced; in other words, investigators can believe that they studied what
they intended, and that any effect was produced by the manipulated purported cause.

On the other hand, concentration on external validity by expanding subject size or
representativeness can increase confidence in generalizability, but only to the extent that
extraneous or confounding hypotheses can be eliminated or excluded from contention. If
sufficient attention has gone into securing details assuring internal validity, then the window
between the laboratory and the outside world can become more transparent.

Second, trade-offs between internal and external validity exist in practical terms as well.
Internal validity can take time and attention to detail in operationalizing variables, comparing
measures and contrasting the implications of various hypotheses. Most of this effort takes place
prior to actually conducting the experiment. Working toward enhancing external validity requires
more enduring effort, since by definition the effort must sustain beyond a single study and
encompass a sequence of experiments. In addition, securing additional populations or venues
may take time after the experiment is designed.

Such trade-offs between internal and external validity emerge inevitably over the course
of experimental work. Depending on topic, a given experimenter may concentrate on
maximizing one concern over the other within the context of any particular study. But awareness
of the requisite trade-offs in value and practice can be important in balancing the intent and
implementation of any given experiment.

4. Future Work
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Striving to maximize internal and external validity in every experiment remains a
laudable goal, even if optimizing both can sometimes prove unrealistic in any particular study.
Certain things can be done to improve and increase validity in general depending on the
substance of investigation.

Particular methodological techniques or technologies may make it easier to enhance
validity in part by making measures less obtrusive, allowing fewer channels for subjects to
consciously accommodate or resist experimental manipulation. These can become particularly
useful when studying socially sensitive topics such as race or sex. Such strategies include
implicit association tests (IAT) and other implicit measures of attention (see Lodge and Taber’s
chapter in this volume). Instruments such as these can allow investigators to obtain responses
from subjects without the subjects necessarily being aware of either the topic, or being able to
control their reactions consciously. Similarly, reaction time tests can also provide measures of
speed and accuracy of association in ways that can bypass subjects’ conscious attempts to
deceive or manipulate observers. While some subjects may be able to consciously slow their
response to certain stimuli, although it is unclear why they would choose to do so, it may be
impossible for them to perform more rapidly than their inherent capacity allows.

Of course, other forms of subliminal tests exist, although they tend to be less widely
known or used in political science than in other fields such as psychology or neuroscience.
Neuroscientists for example often use eye tracking devices in order to follow what a subjects
observes without having to rely on less accurate self-report measures. Physiological measures,
including heart rate, galvanic skin response, or eye blink function can also be employed for this
purpose. Clearly, the most common technology at the moment in both psychology and

neuroscience involve functional magnetic resonance imagery to locate particular geographies in
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the brain. Blood and saliva tests for hormonal or genetic analysis can also provide useful and
effective, if more intrusive, indirect measures of human functioning. I have leveraged these
measures in my own work exploring the genetic basis of aggression (McDermott et al. 2009) and
sex differences in aggression (McDermott and Cowden 2001); in this way, such biological
measures can be used to explore some factors underlying conflict. These technologies offer the
advantage of circumventing notoriously unreliable or deceptive self-report to obtain responses
which can be compared either within, or between, subjects in determining potential sources for
particular attitudes and behaviors of interest. Such efforts can enhance prospects for internal

validity and increase the ease and speed with which external validity can be achieved as well.
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4. Students as Experimental Participants: A Defense of the “Narrow Data Base”

James N. Druckman and Cindy D. Kam :

An experiment entails randomly assigning participants to various conditions or
manipulations. Given common consent requirements, this means experimenters need to recruit
participants who, in essence, agree to be manipulated. The ensuing practical and ethical
challenges of subject recruitment have led many researchers to rely on convenience samples of
college students. For political scientists who put particular emphasis on generalizability, the use
of student participants often constitutes a critical, and according to some reviewers, fatal problem
for experimental studies.

In this chapter, we investigate the extent to which using students as experimental
participants creates problems for causal inference. First, we discuss the impact of student
subjects on a study’s internal and external validity. In contrast to common claims, we argue that
student subjects do not intrinsically pose a problem for a study’s external validity. Second, we
use simulations to identify situations when student subjects are likely to constrain experimental
inferences. We show that such situations are relatively limited; any convenience sample poses a
problem only when the size of an experimental treatment effect depends upon a characteristic on
which the convenience sample has virtually no variance. Third, we briefly survey empirical
evidence that provides guidance on when researchers should be particularly attuned to taking
steps to ensure appropriate generalizability from student subjects. We conclude with a discussion
of the practical implications of our findings. In short, we argue that student subjects are not an
inherent problem to experimental research; moreover, the burden of proof—of student subjects

being a problem—should lie with critics rather than experimenters.

70



1. The “Problem” of Using Student Subjects

Although internal validity may be the “sine qua non” of experiments, most researchers
use experiments to make generalizable causal inferences (Shadish et al. 2002, 18-20). For
example, suppose one implements a laboratory study with students and finds a causal connection
between the experimental treatment (e.g., a media story about welfare) and an outcome of
interest (e.g., support for welfare). An obvious question is whether the relationship found in the
study exists within a heterogeneous population, in various contexts (e.g., a large media
marketplace), over time. This is an issue of external validity, which refers to the extent to which
the “causal relationship holds over variations in persons, settings, treatments [and timing], and
outcomes” (Shadish et al. 2002, 83). McDermott (2002) explains that “External validity...
tend[s] to preoccupy critics of experiments. This near obsession... tend[s] to be used to dismiss
experiments” (334).

A point of particular concern involves generalization from the sample of experimental
participants — especially when, as is often the case, the sample consists of students — to a larger
population of interest. Indeed, this was the focus of Sears’ (1986) widely cited article, “College
Sophomores in the Laboratory: Influences of a Narrow Data base on Social Psychology’s View
of Human Nature.”" Many political scientists employ “the simplistic heuristic of ‘a student
sample lacks external generalizability’” (Kam et al. 2007, 421). Gerber and Green (2008) explain
that “If one seeks to understand how the general public responds to social cues or political
communication, the external validity of lab studies of undergraduates has inspired skepticism
(Sears 1986; Benz and Meier 2008)” (358). In short, social scientists in general and political

scientists in particular view student subjects as a major hindrance to drawing inferences from

experimental studies.
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Assessing the downside of using student subjects has particular current relevance. First,
many political science experiments use student subjects; for example, Kam et al. report that from
1990 through 2006, a quarter of experimental articles in general political science journals relied
on student subjects while over seventy percent did so in more specialized journals (Kam et al.
2007, 419-420); see also Druckman et al. 2006). Are the results from these studies of
questionable validity? Second, there are practical issues. A common rationale for moving away
from laboratory studies, in which student subjects are relatively common, to survey and/or field
experiments is that these latter venues facilitate using nonstudent participants. When evaluating
the pros and cons of laboratory versus survey or field experiments, should substantial weight be
given to whether participants are students? Similarly, those implementing lab experiments have
increasingly put forth efforts (and paid costs) to recruit nonstudent subjects (e.g., Lau and
Redlawsk 2006, 65-66; Kam 2007). Are these costs worthwhile? To address these questions, we
next turn to a broader discussion of what external validity demands.

The Dimensions of External Validity

To assess the external validity or generalizability of a causal inference, one must consider
from what we are generalizing and to what we hope to generalize. When it comes to “from
what,” a critical, albeit often neglected, point is that external validity is best understood as being
assessed over a range of studies on a single topic (McDermott 2002, 335). Assessment of any
single study, regardless of the nature of its participants, must be done in light of the larger
research agenda to which it hopes to contribute.™

Moreover, when it comes to generalization from a series of studies, the goal is to
generalize across multiple dimensions. External validity refers to generalization not only of

individuals but also across settings/contexts, times, and operationalizations. There is little doubt
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that institutional and social contexts play a critical role in determining political behavior and that,
consequently, they can moderate causal relationships. One recent powerful example comes from
the political communication literature; a number of experiments, using both student and
nonstudent subjects, show that when exposed to political communications (e.g., in a laboratory),
individuals’ opinions often reflect the content of those communications (e.g., Kinder 1998;
Chong and Druckman 2007b). The bulk of this work, however, ignores the contextual reality that
people outside of the controlled study setting have choices (i.e., they are not captive). Arceneaux
and Johnson (2008) show that as soon as participants in communication experiments can choose
whether to receive a communication (i.e., the captive audience constraint is removed), results
about the effects of communications drastically change (i.e., the effects become less dramatic).
In this case, ignoring the contextual reality of choice appears to have constituted a much greater
threat to external validity than the nature of the subjects.”

Timing also matters. Results from experiments implemented at one time may not hold at
other times given the nature of world events. Gaines, Kuklinski, and Quirk (2007) further argue
that survey experiments in particular may misestimate effects due to a failure to consider what
happened prior to the study (also see Gaines and Kuklinski’s chapter in this volume). Building
on this insight, Druckman (2009) asked survey respondents for their opinions about a publicly
owned gambling casino, which was a topic of “real world” ongoing political debate. Prior to
expressing their opinions, respondents randomly received no information (i.e., control group) or
information that emphasized either economic benefits or social costs (e.g., addiction to
gambling). Druckman shows that the opinions of attentive respondents (i.e., respondents who
regularly read newspaper coverage of the campaign) in the economic information condition did

not significantly differ from attentive individuals in the control group.” The non-effect likely
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stemmed from the economic information — which was available outside the experiment in
ongoing political discussion — having already influenced all respondents. Another exposure to
this information in the experiment did not add to the prior, pre-treatment effect. In other words,
the ostensible non-effect lacked external validity — not because of the sample — but because it
failed to account for the timing of the treatment and what had occurred prior to that time (also
see Slothuus 2009)."!

A final dimension of external validity involves how concepts are employed. Finding
support for a proposition means looking for different ways of administering and operationalizing
the treatment (e.g., delivering political information via television ads, newspaper stories,
interpersonal communications, survey question text) and operationalizing the dependent
variables (e.g., behavioral, attitudinal, physiological, implicit responses).

In short, external validity does not simply refer to whether a specific study, if re-run on a
different sample, would provide the same results. It refers more generally to whether
“conceptually equivalent” (Anderson and Bushman 1997) relationships can be detected across
people, places, times, and operationalizations. This introduces the other end of the
generalizability relationship — that is, “equivalent” to what? For many, the “to what” refers to
behavior as observed outside of the study, but this is not always the case. Experiments have
different purposes; Roth (1995) identifies three non-exclusive roles that experiments can play:

29 ¢

“search for facts,” “speaking to theorists,” or “whispering in the ears of princes,” (22) which
facilitates “the dialogue between experimenters and policymakers” (see also Guala 2005, 141-
160). These types likely differ in the target of generalization. Of particular relevance is that

theory-oriented experiments typically are not meant to “match” behaviors observed outside the

study per se, but rather the key is to generalize to the precise parameters put forth in the given
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theory. Plott (1991) explains that “The experiment should be judged by the lessons it teaches
about the theory and not by its similarity with what nature might have happened to have created”
(906). This echoes Mook’s (1983) argument that much experimental work is aimed at developing
and/or testing a theory, not at establishing generalizability. Even experiments that are designed to
demonstrate “what can happen” (e.g., Milgram 1963, Zimbardo 1973) can still be useful, even if
they do not mimic everyday life."" In many of these instances, the nature of the subjects in the
experiments are of minimal relevance, particularly given experimental efforts to ensure their
preferences and/or motivations match those in the theory (e.g., see Dickson’s chapter in this
volume).

Assessment of how student subjects influence external validity depends on three
considerations: (1) the research agenda on which the study builds (e.g., has prior work already
established relationship with student subjects, meaning incorporating other populations may be
more pressing?), (2) the relative generalizability of the subjects, compared to the setting, timing,
and operationalizations (e.g., a study using students may have more leeway to control these other
dimensions), and (3) the goal of the study (e.g., to build a theory or to generalize one).
Evaluating External Validity

The next question is how to evaluate external validity. While this is best done over a
series of studies, we acknowledge the need to assess the strengths of a particular study with
respect to external validity. Individual studies can be evaluated in at least two ways (Aronson
and Carlsmith 1968; Aronson, Brewer, and Carlsmith 1998). First, experimental realism refers to
whether “an experiment is realistic, if the situation is involving to the subjects, if they are forced

to take it seriously, [and] if it has impact on them” (Aronson et al. 1985, 485). Second, mundane

realism concerns “the extent to which events occurring in the research setting are likely to occur
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in the normal course of the subjects’ lives, that is, in the ‘real world’” (Aronson et al. 1985,
485).""

Much debate about samples focuses on mundane realism. When student subjects do not
match the population to which a causal inference is intended, many conclude that the study has
low external validity. Emphasis on mundane realism, however, is misplaced (e.g., McDermott
2002; Morton and Williams 2008, 345); of much greater importance is experimental realism.
Failure of participants to take the study and treatments “seriously” compromises internal validity,
which in turn, renders external validity of the causal relationship meaningless (e.g., Dickhaut et
al. 1972, 477; Liyanarachchi 2007, 56).ix In contrast, at worst, low levels of mundane realism
simply constrain the breadth of any generalization but do not make the study useless.

Moreover, scholars have yet to specify clear criteria for assessing mundane realism, and,
as Liyanarachchi (2007) explains, “any superficial appearance of reality (e.g., a high level of
mundane realism) is of little comfort, because the issue is whether the experiment ‘captures the
intended essence of the theoretical variables” (Kruglanski 1975, 106)” (57)." That said, beyond
superficiality, we recognize student subjects — while having no ostensibly relevant connection
with experimental realism™ — may limit mundane realism that constrains generalizations of a
particular study. This occurs when characteristics of the subjects affect the nature of the causal
relationship being generalized. When this occurs, and with what consequences, are questions to
which we now turn.

2. Statistical Framework

In this section, we examine the use of student samples from a statistical point of view.
This allows us to specify the conditions under which student samples might constrain causal

generalization (in the case of a single experiment). Our focus, as in most political science
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analyses of experimental data, is on the magnitude of the effect of some experimental treatment,
T, on an attitudinal or behavioral dependent measure, y. Suppose, strictly for presentational
purposes, we are interested in the effect of a persuasive communication (7)) on a subject’s post-
stimulus policy opinion (y) (we could use virtually any example from any field). 7 takes on a
value of 0 for subjects randomly assigned to the control group and takes on a value of 1 for
subjects randomly assigned to the treatment group.*” Suppose the true data generating process
features a homogeneous treatment effect:

Yi=Bo+ Prli+ e (1)

Assuming that all assumptions of the classical linear regression model are met, the OLS
estimate for Br is unbiased, consistent, and efficient.* The results derived from estimation on a
given sample would be fully generalizable to those that would result from estimation on any
other sample.

Specific samples will differ in their distributions of individual covariates. Continuing
with our running example, samples may differ in the distribution of attitude crystallization (i.e.,
an attitude is increasingly crystallized when it is stronger and more stable).™" Student samples
may yield a disproportionately large group of subjects that are low in crystallization. A random
sample from the general population might generate a group that is normally distributed and
centered at the middle of the range. A sample from politically active individuals (such as
conventioneers) might result in a group that is disproportionately high in crystallization.™

Consider the following samples with varying distributions on attitude crystallization. In
all cases, N=200 and treatment is randomly assigned to half of the cases. Attitude crystallization

ranges from 0 (low) to 1 (high). Consider a “Student Sample” where ninety percent of the sample

is at a value of “0” and ten percent of the sample is at a value of “1”. Consider a “Random
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Sample” where the sample is normally distributed and centered on 0.5 with standard deviation of
0.165. Finally, consider a “Conventioneers Sample” where ten percent of the sample is at a value
of “0” and ninety percent of the sample is at a value of «1”.*"!

Suppose the true treatment effect (Br) takes a value of “4”. We set up a Monte Carlo
experiment that estimated Equation [1] 1,000 times, each time drawing a new ¢ term. We
repeated this process for each of the three types of samples (student, random, and
conventioneers). The sampling distributions for by appear in Figure 4-1.

[Figure 4-1 about here]

The results demonstrate that when the true data generating process produces a single
treatment effect, estimates from any sample will produce an unbiased estimate of the true
underlying treatment effect. Perhaps this point seems obvious, but we believe it has escaped
notice from many who criticize experiments that rely on student samples. We repeat: If the
underlying data generating process is characterized by a homogeneous treatment effect (i.e., the
treatment effect is the same across the entire population), then any convenience sample should
produce an unbiased estimate of that single treatment effect, and, thus, the results from any
convenience sample should generalize easily to any other group.

Suppose, however, the “true” underlying data generating process contains a
heterogeneous treatment effect: that is, the effect of the treatment is moderated™" by individual-
level characteristics. The size of the treatment effect might depend upon some characteristic,
such as gender, race, age, education, sophistication, etc. Another way to say this is that there may
be an “interaction of causal relationship with units” (Shadish et al. 2002, 87).

As one method of overcoming this issue, a researcher can randomly sample experimental

subjects. By doing so, the researcher can be assured that:
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the average causal relationship observed in the sample will be the same as (1) the

average causal relationship that would have been observed in any other random

sample of persons of the same size from the same population and (2) the average

causal relationship that would be been observed across all other persons in that

population who were not in the original random sample (Shadish et al. 2002, 91).

Although random sampling has advantages for external validity, Shadish et al. (2002)
note that “it is so rarely feasible in experiments” (91). The way to move to random sampling
might be to use survey experiments, where respondents are (more or less) a random sample of
some population of interest. We will say a bit more about this possibility below. For now, let us
assume that a given researcher has a specific set of reasons for not using a random sample (cost,
instrumentation, desire for laboratory control, etc.), and let’s examine the challenges a researcher
using a convenience sample might face in this framework.

We revise our data generating process to reflect a heterogeneous treatment effect by
taking Equation (1) and modeling how some individual-level characteristic, Z (e.g., attitude
crystallization), influences the magnitude of the treatment effect:

Bi=vyi0o T y1Zi (2)
We also theorize that Z might influence the intercept:
Bo = yoo T yo1Zi
Substituting into (1):
yi = (yoo T yoiZi) + (yio + y11Z)Ti + &
yi = yo0 + yo1Zi + yioTi + y11Zi*T; + ¢ 3)
If our sample includes sufficient variance on this moderator, and we have ex ante theorized that

the treatment effect depends upon this moderating variable, Z, then we can (and should) estimate

the interaction. If, however, the sample does not contain sufficient variance, not only can we not
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identify the moderating effect, but we may misestimate the on-average effect—depending on
what specific range of Z is present in our sample.

The question of generalizing treatment effects reduces to asking if there is a single
treatment effect or a set of treatment effects, the size of which depends upon some (set of)
covariate(s). Note that this is a theoretically oriented question of generalization. It is not just
whether “student samples are generalizable” but rather, what particular characteristics of student
samples might lead us to wonder whether the causal relationship detected in a student sample
experiment would be systematically different from the causal relationship in the general
population.

Revisiting our running example, suppose we believe that a subject’s level of attitude
crystallization (Z) influences the effect of a persuasive communication (7) on a subject’s post-
stimulus policy opinion (y). The more crystallized someone’s attitude is, the smaller the
treatment effect should be. The less crystallized someone’s attitude is, the greater the treatment
effect should be. Using this running example, based on equation (3), assume that the true

relationship has the following (arbitrarily selected) values:

Yoo =0
Yo1=0
Y10=135
yi1=-5

Let Z, attitude crystallization, range from 0 (least crystallized) to 1 (most crystallized).
vio tells us the effect of the treatment when Z=0, that is, the treatment effect among the least

crystallized subjects. y; tells us how crystallization moderates the effect of the treatment.
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First, consider what happens when we estimate (1), the simple (but theoretically
incorrect, given it fails to model the moderating effect) model that looks for the “average”
treatment effect. We estimated this model 1,000 times, each time drawing a new ¢ term. We
repeated this process for each of the three samples. The results appear in Figure 4-2.

[Figure 4-2 about here]

When we estimate a “simple” model, looking for an average treatment effect, our
estimates for ; diverge from sample to sample. In cases where we have a student sample, and
where low levels of crystallization increase the treatment effect, we systematically overestimate
the treatment effect relative to what we would get in estimating the same model on a random
sample with moderate levels of crystallization. In the case of a Conventioneer Sample, where
high levels of crystallization depress the treatment effect, we systematically underestimate the
treatment effect, relative to the estimates obtained from the general population.

We have obtained three different results across the samples because we have estimated a
model based on Equation (1). Equation (1) should only be estimated when the data generating
process produces a single treatment effect: the value of ;. However, we have “mistakenly”
estimated Equation (1) when the true data generating process produces a series of treatment
effects (governed by the function: B; =5 -5Z;). The sampling distributions in Figure 4-2 provide
the “average” treatment effect, which depends directly upon the mean value of Z within a given
sample: 5 -5*E(Z).

Are the results from one sample more trustworthy than the results from another sample?
As Shadish et al (2002) note, conducting an experiment on a random sample will produce an
“average” treatment effect; hence, to some degree the results from the Random Sample might be

more desirable than the results from the other two convenience samples. However, all three sets
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of results reflect a fundamental disjuncture between the model that is estimated and the true data
generating process. If we have a theoretical reason to believe that the data generating process is
more complex (i.e., the treatment depends on an individual level moderator), then we should
embed this theoretical model into our statistical model.

To do so, we returned to Equation (3) and estimated the model 1,000 times, each time
drawing a new ¢ term. We repeated this process three times, for each of the three samples. The
results appear in Figure 4-3.

[Figure 4-3 about here]

First, notice that the sampling distributions for by are all centered on the same value: 5,
and the sampling distributions for bz are also all centered on the same value: -5. In other words,
Equation (3) produces unbiased point estimates for Br and Prz, regardless of which sample is
used. We uncover unbiased point estimates even where only 10% of the sample provides key
variation on Z (Student Sample and Conventioneers Sample).

Next, notice the spread of the sampling distributions. We have the most certainty about
b in the Student Sample and substantially less certainty in the Random Sample and the
Conventioneers Sample. The greater degree of certainty in the Student Sample results from the
greater mass of the sample that is located at 0 in the Student Sample (since the point estimate for
Br, the un-interacted term in Equation (3), represents the effect of T when Z happens to take on
the value of 0).

For the sampling distribution of by, we have higher degrees of certainty (smaller
standard errors) in the Student Sample and the Conventioneers Sample. This is an interesting

result. By using samples that have higher variation on Z, we yield more precise point estimates

82



of the heterogeneous treatment effect.™ Moreover, we are still able to uncover the interactive
treatment effect, since these samples still contain some variation across values of Z.

How much variation in Z is sufficient? So long as Z varies to any degree in the sample,
the estimates for br and brz will be unbiased. Being “right on average” may be of little comfort
if the degree of uncertainty around the point estimate is large. If Z does not vary very much in a
given sample, then the estimated standard error for byz will be large. But concerns about
uncertainty are run-of-the-mill when estimating a model on any dataset: more precise estimates
arise from analyzing datasets that maximize variation in our independent variables.

Our discussion thus suggests that experimentalists (and their critics) need to consider the
underlying data generating process: that is, theory is important. If a single treatment effect is
theorized, then testing for a single treatment effect is appropriate. If a heterogeneous treatment
effect is theorized, then researchers should explicitly theorize how the treatment effect should
vary along a specific (set of) covariate(s), and researchers can thereby estimate such relationships
so long as there is sufficient variation in the specific (set of) covariate(s) in the sample. We hope
to push those who launch vague criticisms regarding the generalizability of student samples to
offer more constructive, more theoretically oriented critiques that reflect the possibility that
student samples may be problematic if the magnitude and direction of the treatment effect
depends upon a particular (set of) covariate(s) that are peculiarly distributed within a student
sample.

In sum, we have identified three distinct situations. First, in the homogeneous case —
where the data generating process produces a single treatment effect — we showed the estimated

treatment effect derived from a student sample is an unbiased estimate of the true treatment

effect. Second, when there is a heterogeneous case (where the treatment effect is moderated by
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some covariate Z) and the researcher fails to recognize the contingent effect, a student sample
(indeed, any convenience sample) may misestimate the average treatment effect if the sample is
non-representative on the particular covariate Z. However, in this case, even a representative
sample would mis-specify the treatment effect due to a failure to model the interaction. Third,
when the researcher appropriately models the heterogeneity with an interaction, then the student
sample, even if it is non-representative on the covariate Z, will misestimate the effect only if
there is virtually no variance (i.e., literally almost none) on the moderating dynamic. Moreover, a
researcher can empirically assess the degree of variance on the moderator within a given sample,
and/or use simulations to evaluate whether limited variance poses a problem for uncovering the
interactive effect. An implication is that the burden, to some extent, falls on an experiment’s
critic to identify the moderating factor and demonstrate it lacks variance in an experiment’s
sample.

3. Contrasting Student Samples with Other Samples

We have argued that a given sample constitutes only one — and arguably not the critical
one — of many considerations when it comes to assessing external validity. Further, a student
sample only creates a problem when a researcher: 1) fails to model a contingent causal effect
(when there is an underlying heterogeneous treatment effect), and 2) the students differ from the
target population with regard to the distribution of the moderating variable. This situation, which
we acknowledge does occur with non-trivial frequency, leads to the question of just how often
student subjects empirically differ from representative samples. The greater such differences, the
more likely problematic inferences will occur.

Kam (2005) offers some telling evidence comparing student and nonstudent samples on

two variables that can affect information processing: political awareness and need for cognition.
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She collected data from a student sample using the exact same items as are used in the American
National Election Study’s (ANES) representative sample of adult citizens. She finds the
distributions for both variables in the student sample closely resemble those in the 2000 ANES.
This near identical match in distribution, then, allowed Kam (2005) to more broadly generalize
results from an experiment, on party cues, she ran with the student subjects.

Kam focuses on awareness and need for cognition because these variables plausibly
moderate the impact of party cues—as explained, in comparing student and nonstudent samples,
one should focus on possible differences that are relevant to the study in question. Of course, one
may nonetheless wonder whether students differ in others ways that could matter (e.g., Sears
1986, 520). This requires a more general comparison, which we undertake by turning to the 2006
Civic and Political Health of the Nation Dataset (collected by CIRCLE) (for a similar exercise,
see Kam et al. 2007).

These data consist of telephone and web interviews with 2,232 individuals age 15 years
and older living in the continental US. We limited the analysis to individuals aged 18 years and
over. We selected all ostensibly politically relevant predispositions available in the data,*™ and
then compared individuals currently enrolled in college against the general population. The web
appendix™ contains question wording for each item.

[Table 4-1 about here]

As we can see from Table 4-1, in most cases, the difference in means for students and the
nonstudent general population are indistinguishable from zero. Students and the nonstudent
general population are, on average, indistinguishable when it comes to partisanship (we find this
for partisan direction and intensity), ideology, the importance of religion, belief in limited

government, views about homosexuality as a way of life, the contributions of immigrants to
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society, social trust, degree of following and discussing politics, and overall media use. Students
are distinguishable from nonstudents in religious attendance, in level of political information as

XXi

measured in this dataset,” and in specific types of media use. Overall, however, we are
impressed by just how similar students are to the nonstudent general population on key
covariates often of interest to political scientists.

In cases where samples differ on variables that are theorized to influence the size and
direction of the treatment effect, the researcher should, as we have noted above, model the
interaction. The researcher also might consider cases where students — despite differing on
relevant variables — might be advantageous. In some situations, students facilitate testing a causal
proposition. Students are relatively educated, in need of small amounts of money, and
accustomed to following instructions (e.g., from professors) (Guala 2005, 33-4). For these
reasons, student samples may enhance the experimental realism of experiments that rely on
induced value theory (where monetary payoffs are used to induce preferences) and/or involve
relatively complicated, abstract instructions (Friedman and Sunder 1994, 39-40).*" The goal of
many of these experiments is to test theory and, as mentioned, the match to the theoretical
parameters (e.g., the sequence of events if the theory is game theoretic) is of utmost importance
(rather than mundane realism).

Alternatively, estimating a single treatment effect upon a student sample subject pool can
sometimes make it harder to find effects. For example, studies of party cues examine the extent
to which subjects will follow the advice given to them by political parties. Strength of party
identification might be a weaker cue for student subjects, whose party affiliations are still in the

formative stages (Campbell et al. 1960). If this were the case, then the use of a student sample

would make it even more difficult to discover party cue effects. To the extent that party cues
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work among student samples, these likely underestimate the degree of cue-taking that might
occur among the general population, whose party affiliations are more deeply grounded.
Similarly, students seem to exhibit relatively lower levels of self-interest and susceptibility to
group norms (Sears 1986, 524) meaning that using students in experiments on these topics
increases the challenge of identifying treatment effects.™"

Finally, it is worth mentioning that if the goal of a set of experiments is to generalize a
theory, then testing the theory across a set of carefully chosen convenience samples may even be
superior to testing the theory within a single random sample.™" A theory of the moderating
effect of attitude crystallization on the effects of persuasive communications might be better
tested on a series of different samples (and possibly different student samples) that vary on the
key covariate of interest.

Researchers need to consider what particular student sample characteristics might lead a
causal relationship discovered in the sample to systematically differ from what would be found
in the general population. Researchers then need to elaborate upon the direction of the bias: the
variation might facilitate the assessment of causation, and/or it might lead to either an
overestimation or an underestimation of what would be found in the general population.

4. Conclusion

As mentioned, political scientists are guilty of a “near obsession” with external validity
(McDermott 2002, 334). And, this obsession with external validity focuses nearly entirely upon a
single dimension of external validity: who is studied. Our goal in this chapter has been to situate

the role of experimental samples within a broader framework of how one might assess the

generalizability of an experiment. Our key points are, as follows:
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The external validity of a single experimental study must be assessed in light of an entire
research agenda, and in light of the goal of the study (e.g., testing a theory or searching for
facts).

Assessment of external validity involves multiple-dimensions including the sample, context,
time, and conceptual operationalization. There is no reason per se to prioritize the sample as
the source of an inferential problem. Indeed, we are more likely to lack variance on context
and timing since these are typically constants in the experiment.

In assessing the external validity of the sample, experimental realism (as opposed to
mundane realism) is critical, and there is nothing inherent to the use of student subjects that
reduces experimental realism.

The nature of the sample—and the use of students—matters in certain cases. However, a
necessary condition is a heterogeneous (or moderated) treatment effect. Then the impact
depends on:

0 Ifthe heterogeneous effect is theorized, the sample only matters if there is virtually
no variance on the moderator. If there is even scant variance, the treatment effect not
only will be correctly estimated but may be estimated with greater confidence. The
suitability of a given sample can be assessed (e.g., empirical variance can be
analyzed).

0 Ifthe heterogeneous effect is not theorized, it may be misestimated. However, even in
this case, evaluating the bias is not straightforward because any sample will be

inaccurate (since the “correct” moderated relationship is not being modeled).

88



e The range of heterogeneous, non-theorized cases may be much smaller than is often thought.
Indeed, when it comes to a host of politically relevant variables, student samples do not
significantly differ from nonstudent samples.

e There are cases where student samples are desirable since they facilitate causal tests or make

for more challenging assessments.

Our argument has a number of practical implications. First, we urge researchers to attend
more to the potential moderating effects of the other dimensions of generalizability: context,
time, and conceptualization. The last decade has seen an enormous increase in survey
experiments, due in no small way to the availability of more representative samples. Yet scholars
must account for the distinct context of the survey interview (e.g., Converse and Schuman 1974;
Zaller 1992, 28). Sniderman et al. (1991) elaborates that “the conventional survey interview,
though well equipped to assess variations among individuals, is poorly equipped to assess
variation across situations” (265). Unlike most controlled lab settings, researchers using survey
experiments have limited ability introduce contextual variations.

Second, we encourage the use of dual samples of students and nonstudents. The
discovery of differences should lead to serious consideration of what drives distinctions (i.e.,
what is the underlying moderating dynamic and can it be modeled?). The few studies that
compare samples (e.g., Gordon et al. 1986; James and Sonner 2001; Peterson 2001; Mintz et al.
2006; Depositario et al. 2009; Henrich et al. 2009), while sometimes reporting differences, rarely

XXV

explore the nature of the differences.”™ When dual samples are not feasible, researchers can take
a second-best approach by utilizing question wordings that match those in general surveys

(thereby facilitating comparisons).
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Third, we hope for more discussion about the pros and cons of alternative modes of
experimentation, which may be more amenable to utilizing nonstudent subjects. While we
recognize the benefits of using survey and/or field experiments, we should not be overly
sanguine about their advantages. For example, the control available in laboratory experiments
enables researchers to maximize experimental realism (e.g., by using induced value or simply by
more closely monitoring the subjects). Similarly, there is less concern in laboratory settings
about compliance x treatment interactions that become problematic in field experiments or
spillover effects in survey experiments (Transue et al. 2009; also see Sinclair’s chapter in this
volume). The increased control offered by the laboratory setting often affords greater ability to
manipulate context and time, which, we have argued, deserve much more attention. Finally,
when it comes to the sample, attention should be paid to the nature of any sample and not just
student samples. This includes consideration of non-response biases in surveys (see Groves and
Peytcheva 2008) and the impact of using “professional” survey respondents that are common in

XXVi

many web-based panels.™ " In short, the nature of any particular sample needs to be assessed in
light of various tradeoffs including consideration of an experiment’s goal, costs of different
approaches, other dimensions of generalizability, and so on.

We have made a strong argument for the increased usage and acceptance of student
subjects, suggesting that the burden of proof be shifted from the experimenter to the critic (also
see Friedman and Sunder 1994, 16). We recognize that many will not be persuaded; however, at

the very least, we hope to have stimulated increased discussion about why and when student

subjects may be problematic.
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Table 4-1. Comparison of students versus nonstudent general population

Students | Nonstudent | p-value
General
Population

Partisanship 0.47 0.45 ns (not
(0.02) (0.01) significant)

Ideology 0.50 0.52 ns
(0.01) (0.01)

Religious Attendance 0.56 0.50 <0.01
(0.02) (0.01)

Importance of Religion 0.63 0.62 ns
(0.02) (0.02)

Limited Government 0.35 0.33 ns
(0.03) (0.02)

Homosexuality as a way of life 0.60 0.62 ns
(0.03) (0.02)

Contribution of immigrants to society 0.62 0.63 ns
(0.03) (0.02)

Social trust 0.34 0.33 ns
(0.03) (0.02)

Follow politics 0.68 0.65 ns
(0.02) (0.01)

Discuss politics 0.75 0.71 ns
(0.01) (0.01)

Political information (0 to 6 correct) 2.53 1.84 <0.01
(0.11) (0.07)

Newspaper use (0 to 7 days) 2.73 2.79 ns
(0.14) (0.11)

National TV news (0 to 7 days) 3.28 3.63 <0.05
(0.15) (0.10)

News radio (0 to 7 days) 2.47 2.68 ns
(0.16) (0.11)

Web news (0 to 7 days) 3.13 2.18 <0.01
(0.16) (0.10)

Overall media use 2.90 2.83 ns
(0.09) (0.06)

Weighted analysis. Means with standard errors in parentheses. See the appendix for variable
coding and question text.
Source: 2006 Civic and Political Health Survey.
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Figure 4-1. Sampling distribution of by, single treatment effect

Student Sample
I

Percent
0246810

3.6 3.8 4

Random Sample

Percent
0246810

4.2

4.4

3.6 3.8 4

Conventioneers Sample

Percent
0246810

4.2

4.4

3.6 3.8 4

Note: 1,000 iterations, estimated using Eq [1]

4.2

44

97



Figure 4-2. Sampling distribution of by, heterogeneous treatment effects
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Figure 4-3. Sampling distributions of brand brz, heterogeneous treatment effects
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"' We thank Kevin Arceneaux, Don Green, Jim Kuklinski, Peter Loewen, and Diana Mutz for helpful advice, and
Samara Klar and Thomas Leeper for research assistance.

" Through 2008, Sears’ (1986) article has been cited an impressive 446 times according to the Social Science
Citation Index. It is worth noting that Sears’ argument is conceptual — he does not offer empirical evidence that
student subjects create problems.

" This is consistent with a Popperian approach to causation that suggests causal hypotheses are never confirmed and
evidence accumulates via multiple tests, even if all of these tests have limitations. Campbell (1969) offers a fairly
extreme stance on this when he states, ““...had we achieved one, there would be no need to apologize for a successful
psychology of college sophomores, or even of Northwestern University coeds, or of Wistar staring white rats” (361).
" A related example comes from Barabas and Jerit’s (2010) study that compares the impact of communications in a
survey experiment against analogous dynamics that occurred in actual news coverage. They find the survey
experiment vastly over-stated the effect, particularly among certain sub-groups. Sniderman and Theriault (2004) and
Chong and Druckman (2007a) also reveal the importance of context; both studies show that prior work that limits
competition between communications (i.e., by only providing participants with a single message rather than a mix
that is typically found in political contexts) likely misestimate the impact of communications on public opinion.

¥ For reasons explained in his paper, Druckman (2009) also focuses on individuals more likely to have formed prior
opinions about the casino.

' Another relevant timing issue concerns the duration of any experimental treatment effect (see, e.g., Gaines et al.
2007; Gerber et al. 2007).
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Vi Aronson et al. (1998) explain that it “is often assumed (perhaps mindlessly!) that all studies should be as high as
possible in external validity, in the sense that we should be able to generalize the results as much as possible across
populations and settings and time. Sometimes, however, the goal of the research is different” (132).

"' A third evaluative criterion is psychological realism, which refers to “the extent to which the psychological
processes that occur in an experiment are the same as psychological processes that occur in everyday life” (Aronson
et al. 1998, 132). The relevance of psychological realism is debatable and depends on one’s philosophy of science
(c.f., Friedman 1953; Simon 1963, 1979, 475-476; also see MacDonald 2003).

" By “seriously,” we mean analogous to how individuals treat the same stimuli in the settings to which one hopes to
generalize (and not necessarily “serious” in a technical sense). We do not further discuss steps that can be taken to
ensure experimental realism, as this moves into the realm of other design issues (e.g., subject payments, incentives;
see Dickson’s chapter in this volume).

* Berkowitz and Donnerstein (1982) explain that “The meaning the subjects assign to the situation they are in and
the behavior they are carrying out [i.e., experimental realism] plays a greater part in determining generalizability of
an experiment’s outcome than does the sample’s demographic representatives or the setting’s surface realism” (249).
* This claim is in need of empirical evaluation, as it may be that students are more compliant and this may impact
realism.

M For ease of exposition, our example only has one treatment group. The lessons easily extend to multiple treatment
groups.

*'We could have specified a data generating process that also includes a direct relationship between y and some
individual-level factors such as partisanship or sex (consider a vector of such variables, X). Under random
assignment, the expected covariance between the treatment and X is zero. Hence, if we were to estimate the model
without X, omitted variable bias would technically not be an issue. If the data generating process does include X,
and even though we might not have an omitted variable bias problem, including X in the model may still be
advisable. Inclusion of relevant covariates (that is, covariates that, in the data generating process, actually have a
nonzero effect on y) will reduce e; (the difference between the observed and predicted y), which in turn will reduce
%, resulting in more precise estimated standard errors for our coefficients (see Franklin 1991). Moreover, it is only
in expectation that Cov(X,T)=0. In any given sample, Cov(X,T) may not equal zero. Inclusion of covariates can
mitigate against incidental variation in cell composition. In advising inclusion of control variables, Ansolabehere
and Iyengar (1995) note, “...randomization does not always work. Random assignment of treatments provides a
general safeguard against biases but it is not foolproof. By chance, too many people of a particular type may end up
in one of the treatment groups, which might skew the results” (172; see also Bowers’ chapter in this volume).

*¥ This example is inspired by Sears’ (1986) discussion of “Uncrystallized Attitudes.”

* And, of course, crystallization might vary across different types of issues. On some issues (e.g., financial aid
policies), students might have highly crystallized views, whereas conventioneers might have less crystallized views.
" Now, if our goal was to use our three samples to make descriptive inferences about the general population’s mean
level of attitude crystallization, then both the Student Sample and the Conventioneers Sample would be
inappropriate. The goal of an experimental design is expressly not to undertake this task. Instead, the goals of an
experimental design are to estimate the causal effect of some treatment and then to generalize it.

I See Baron and Kenny (1986) for the distinction between moderation and mediation. Psychologists refer to the
case where Z affects the effect of X as moderation (i.c., an interaction effect). Psychologists refer to mediation when
some variable X influences the level of some variable Z, whereby X affects Y through its effect on the level of Z.
For an extended treatment of interaction effects in regression analysis, see Kam and Franzese (2007). For a
discussion of mediation, see Bullock and Ha’s chapter in this volume.

™ Uncovering more certainty in the Student and Conventioneers Samples (compared to the Random Sample)
derives from the specific ways in which we have constructed the distributions of Z. If the Random Sample were,
say, uniformly distributed rather than normally distributed along Z, then the same result would not hold. The greater
precision in the estimates depends upon the underlying distribution of Z in a given sample.

* We did this before looking at whether there were differences between students and the nonstudent general
population sample; that is, we did not selectively choose variables.

™ Available at http:/faculty.wcas.northwestern.edu/~jnd260/publications.html.

*! The measure of political information in this dataset is quite different from that typically found in the ANES; it is
heavier on institutional items and relies on more recall than recognition.

! 'We suspect that this explains why the use of student subjects seems to be much less of an issue in experimental
economics (e.g., Guala 2005).
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il A5 explained, students also tend to be more susceptible to persuasion (Sears 1986). This makes them a more
challenging population on which to experiment if the goal is to identify conditions where persuasive messages fail
(e.g., Druckman 2001).

¥ Convenience samples might be chosen to represent groups that are high and low on a particular covariate of
interest. This purposive sampling might yield more rewards than using a less informative random sample.

¥ For example, Mintz et al. (2006) implemented an experiment, with both students and military officers, about
counterterrorism decision-making. They find the two samples significantly differed, on average, in the decisions
they made, the information they used, the decision strategies they employed, and the reactions they displayed. They
(Mintz et al. 2006) conclude that “student samples are often inappropriate, as empirically they can lead to
divergence in subject population results” (769). We would argue that this conclusion is pre-mature. While their
results reveal on average differences between the samples, the authors leave unanswered why the differences exist.
Mintz et al. (2006, 769) speculate that the differences may stem from variations in expertise, age, accountability, and
gender. A thorough understanding of the heterogeneity in the treatment effects (which, as explained, is the goal of
any experiment) would, thus, require exploration of these moderators. Our simulation results suggest that even if the
student sample exhibited limited variation on these variables, it could have isolated the same key treatment
dynamics as would be found in the military sample.

V! The use of professional, repeat respondents raises similar issues to those caused by repeated use of participants
from a subject pool (e.g., Stevens and Ash 2001).
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5. Economics vs. Psychology Experiments: Stylization, Incentives, and Deception

Eric S. Dickson

In this chapter, I follow other authors (e.g., Kagel and Roth 1995; McDermott 2002;
Camerer 2003; Morton and Williams 2009) in focusing on a few key dimensions of difference
between experiments in the economic and psychological traditions.

The first section of this chapter considers the level of s#ylization typical in economics and
psychology experimentation. While research in the political psychology tradition tends to place
an emphasis on the descriptive realism of laboratory scenarios, work in experimental economics
tends to proceed within a purposefully abstract, “context free” environment.

The second section of this chapter considers the kinds of incentives offered to subjects by
experimentalists from these two schools of thought. Experimental economists generally offer
subjects monetary incentives that depend on subjects’ choices in the laboratory — and, in game-
theoretic experiments, the choices of other subjects as well. In contrast, psychology research
tends not to offer inducements that are conditional on subjects’ actions, instead giving subjects
fixed cash payments or fixed amounts of course credit.

The third section of this chapter considers the use of deception. The psychological school
tends to see deception as a useful tool in experimentation, at times a necessary one; in contrast,
the economic school by and large considers deception to be taboo.

These basic differences in research style highlight the historical divide between
psychological and economic — alternatively, behavioral and rational choice — scholarship in
political science. Over the years, scholars have tended to peer across this divide with more

mistrust than understanding, and intellectual interchange between the different schools has been
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lamentably limited in scope. The difference in approaches between psychologists and economists
reflects more than the sociology of their respective traditions, however; many of the norms
characteristic of each field have evolved in response to the specific nature of theory and of
inquiry within the separate disciplines.

To say that each school of experimentation has categorical strengths and weaknesses
would perhaps be too strong a claim. Rather, in this chapter I will argue that the advantages and
disadvantages associated with specific design choices may play out differently, depending on the
nature of the research question being posed, the theory being tested, and even of the results that
are ultimately obtained.

In this chapter, I organize my discussion around the logic of inference in economics- and
psychology-style experiments. Going down this path leads me to several conclusions that may at
first seem counterintuitive. For example, [ will argue that stylized, economics-style
experimentation can sometimes be particularly valuable in the study of essentially psychological
research questions. Contrary to the way our discipline has traditionally been organized around
separate schools of methodological practice, strategy and psychology are inextricably bound up
together in virtually all of the political phenomena that we desire to understand. The multi-
faceted nature of our objects of study, along with the varying strengths and weaknesses of
different research methods in attacking different problems, together highlight the advantages of
methodological pluralism in building an intellectually cumulative literature in experimental
political science.

1. Stylized versus Contextually Rich Experimental Scenarios

A first salient dimension of difference between economics and psychology experiments is rooted

in the basic nature of the experimental scenarios presented to subjects. With some exceptions,
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economics experiments tend to be carried out in a highly stylized environment, in which the
scenarios presented to subjects are purposefully abstract, while experiments in psychology tend
to evoke more contextually rich settings. Because the economic style of experimentation is likely
to be more foreign to many readers, this discussion begins by describing some arguments that
have been given in support of stylization in laboratory experiments.
The Logic of Stylization
Research in the economic style tends to frame experimental scenarios in an abstract rather than
in a naturalistic manner. The roles assumed by subjects, and the alternatives subjects face, are
generally described using neutral terminology with a minimum of moral or emotional
connotations; experimental instructions are written in a technocratic style. For example, in their
landmark study of punishment in games of public goods provision, Fehr and Géchter (2000)
employ an experimental frame using strictly neutral language, never once mentioning the word
punishment or other potentially-charged terms such as fairness or revenge. In a similar way,
Levine and Palfrey (2007) use the labels X and Y, rather than terms like vote and abstain, in their
experimental study on voter turnout; the cost of voting is translated into a “Y bonus” accruing
only to individuals who choose Y — that is, do not vote. In their study of deliberation, Dickson,
Hafer, and Landa (2008) model individual decisions to communicate in a stylized environment;
the “arguments” exchanged during deliberation are represented using simple single-digit
numbers.

The abstract experimental tasks associated with this form of stylization are used in part
because of a desire to maintain experimental control. Researchers in this tradition generally
believe that the use of normatively-charged terms such as punishment, fairness, or revenge may

evoke reactions in subjects whose source the analyst cannot fathom and which the analyst cannot
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properly measure. Experimental economists would generally argue that such loss of control
would limit the generalizability, and thus the usefulness, of their findings in the laboratory.

According to this argument, the descriptively-appealing complexity of highly contextual
experiments comes with strings attached when it comes to inference. Suppose that a particular
effect is measured in a contextually rich setting. More or less by definition, contextually rich
settings contain many features that could potentially claim subjects’ attention or influence
subjects’ behavior or cognition. Given this, how could we know which feature of the setting — or
which combination of features — led to the effect that we observed?

In contrast, it is argued that a similar effect measured in a stylized setting may have wider
lessons to teach. One argument for this claim can be explicated through the use of two examples.
First, consider the Fehr and Géchter (2000) experiment, which demonstrated that many
experimental subjects are willing to undertake costly punishment of counterparts who fail to
make adequate contributions to a public good, even under conditions where such punishment is
costly and no benefit from punishment can accrue to the punisher. Because this result was
obtained in such an abstract choice environment, which did not directly prime subjects to think in
terms of punishment or fairness, the result seems unlikely to be merely an artifact of some
abstruse detail of the experimental frame presented to subjects. A more natural interpretation of
the study’s findings is that a willingness to punish the violation of norms is a basic feature of
human nature that comes to be expressed even in novel settings in which subjects lack
experience or obvious referents. As such, the use of an abstract, stylized environment in the
study arguably strengthens rather than weakens the inferences we make from its result. Second,
Dickson et al. (2008) demonstrate that many subjects “overspeak” compared to a benchmark

equilibrium prediction — that is, that subjects often choose to exchange arguments during the
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course of deliberation even when they are more likely to alienate listeners than persuade them.
This finding suggests that deliberation may unfold in a manner more compatible with the
deliberative democratic ideal of a “free exchange of arguments” than a fully-strategic model
would be likely to predict. In their study, stylization has at least two distinct advantages. The use
of a stylized, game-theoretic environment allowed for the definition of a rational-choice
benchmark in the first place — without which overspeaking could not have been defined or
identified. And, the finding that individuals overspeak even in a stylized environment without
obvious normative referents underscores the behavioral robustness of individual willingness to
exchange arguments with others.

Such arguments in favor of stylization have, in fact, even been employed from time to
time within social psychology itself. The minimal group experimental paradigm (Tajfel et al.
1971; Tajfel and Turner 1986) demonstrated that social identities can motivate individual
behavior even when those social identities were somewhat laughable constructs artificially
induced within a stylized setting: for instance, dividing subjects based on their tendency to
overcount or undercount dots on a screen or their preference for paintings by one abstract painter
(Klee) over another (Kandinsky). The finding that even these social identities could affect
behavior helped to establish social identity theory and to motivate a vast field of research.

The Limits of Stylization

The first and perhaps most obvious point is that certain research questions — particularly certain
research questions in political psychology -- cannot reasonably be posed both in stylized and in
contextually rich settings. Just to take one clear-cut example, Brader (2005) studies the effects of
music within political advertisements on voters’ propensities to turn out, seek additional political

information, and other dependent variables. It would obviously make little sense to attempt to
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translate such a study into a highly stylized setting, because the psychological mechanisms
Brader explores are so deeply rooted in the contextual details of his experimental protocol.

Many other research questions, however, could potentially lend themselves to exploration
either in stylized or in highly contextual contexts. In considering the advantages and
disadvantages of stylization in such cases, a natural question to ask is whether or not
experimental results obtained using both methods tend to lead to similar conclusions.

For at least some research questions, the evidence suggests that stylization may lead to
conclusions that are misleading or at least incomplete. A classic example comes from the
psychology literature on the Wason selection task. In Wason’s (1968) original study, subjects
were given a number of cards, each of which had a number on side and a letter on the other, and
a rule that had to be tested: namely, that every card with a vowel on one side has an even number
on the other side. Given a selection of cards, labeled E, K, 4, and 7, subjects were required to
answer which cards must be turned over in order to test the rule. In this study, only a small
fraction of subjects gave the correct answer (E and 7); especially few noted that the rule could be
falsified by turning over the 7 and finding a vowel, while others included 4 in their answer in an
apparent search for information confirming the rule. This finding is often taken as clear evidence
for a confirmatory bias in hypothesis testing.

The Wason selection task became a popular paradigm in the aftermath of the original
study, and parallel versions have been carried out in many different settings. Interestingly,
subjects’ performance at the task appears to be highly variable, depending on the context in
which the task is presented. In another well-known study, Griggs and Cox (1982) present
subjects with a selection task logically equivalent to Wason’s, but rather than using abstract

letters and numbers as labels, the task is framed as a search for violators of a social norm:
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underage drinking. In this study, most subjects are readily able to answer correctly that people
who are drinking and people who are known to be underage are the ones whose age or behavior
need to be examined when searching for instances of underage drinking.

Results such as these suggest that subjects may sometimes think about problems quite
differently, depending on the frame in which the problem is presented, an intuition that seems
natural to scholars with a background in psychology. At the same time, such results by no means
imply that stylized studies yield different results from highly contextual ones more generally. To
take framing effects themselves as an example, parallel literatures within economics and
psychology suggest that frames can affect choice behavior in similar ways both in stylized and
highly contextual environments.

As of now, there is nothing like a general theory that would give experimentalists
guidance as to when stylization might pose greater problems for external validity. Many scholars
find that stylization can be beneficial, given their research questions — because of a perceived
higher degree of experimental control, because stylization can sometimes allow for a clearer
definition of theoretical benchmarks than might be the case in a highly contextual environment,
or because stylized environments can sometimes pose a “tough test” for measuring behavioral or
psychological phenomena, as in the Fehr and Géchter (2000) and Dickson et al. (2008) studies.
At the same time, a literature consisting wholly of such studies would widely be met with
justifiable skepticism about external validity. At least for many research areas within political
science, the best progress is likely to be made most quickly when research in both traditions is
carried out — and when scholars communicate about their findings across traditional dividing
lines. When research using different techniques tends to point in the same direction, we can have

more confidence in the results than we could have if only one research method had been
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employed. When research using different techniques instead points in different directions, the
details of these discrepancies may prove invaluable in provoking new theoretical explanations
for the phenomenon at hand, as scholars attempt to understand the discrepancies’ origins.

2. The Use of Monetary Incentives

In most economics experiments, subjects receive cash payments that depend on their own
choices in the laboratory and, in the case of game-theoretic experiments, on the choices of other
people. In contrast, subjects who take part in political psychology experiments are generally
compensated in a way that does not depend on the choices they make, typically either a fixed
cash payment or a fixed amount of course credit. What motivates experimentalists from these
two traditions to take different approaches to motivating subjects?

The most obvious point to make is that many research studies in political psychology are
not well-suited to the use of monetary incentives because the relevant quantities of interest
cannot be monetized in a reasonable way. For example, in a framing study by Druckman and
Nelson (2003), subjects report their attitudes on political issues after exposure to stimuli in the
form of newspaper articles; clearly, in studies with a dependent variable like this one, offering
subjects financial incentives to report one opinion as opposed to another would be of no help
whatsoever in studying framing effects or the formation of public opinion.

Of course, the same is not true of a// research questions of interest to political
experimentalists, political psychologists included. As such, experimenters sometimes have a real
choice to make in deciding whether to motivate subjects with monetary incentives. In
considering the implications of this choice, it is useful to review some of the varied purposes for
which monetary incentives have been used in experiments.

Monetary Incentives as a Means of Rewarding Accuracy or Reducing Noise
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One potential use for monetary incentives in experiments is to reward accuracy. Experimentalists
wish to ensure that subjects actually pay attention and properly engage the tasks they are meant
to perform. In settings where a “right answer” is both definable and, at least in principle,
achievable by the subject — a setting very unlike the Druckman and Nelson (2003) article cited
above — financial inducements can help fulfill this role. For example, in a survey experiment on
political knowledge, Prior and Lupia (2008) find that monetary rewards motivate subjects to
respond more accurately and to take more time considering their responses. This result suggests
that financial inducements can sometimes help elicit more accurate measures of knowledge and
reduce levels of noise in survey responses.

A natural, and related, setting for the use of such methods in political experiments
involves the study of political communication. Scholars want to understand how individuals
learn from the political communications to which they are exposed — and whether citizens are
actually able to learn what they need to in order to make reasoned choices (Lupia and
McCubbins 1998). In pursuit of these objectives, a number of scholars have devised stylized
experimental settings in which subjects receive messages whose informational value can be
objectively weighed using Bayes’ Rule in the context of a signaling game equilibrium (e.g.,
Lupia and McCubbins 1998; Dickson in press). Subjects then receive monetary rewards that
depend on the degree of fit between their own posterior beliefs and the “correct” beliefs implied
by Bayesian rationality in equilibrium.

Monetary Incentives as a Means of Controlling for Preferences
Many experiments in political economy focus on the effects of institutions in shaping individual
behavior. Such experiments are typically organized as tests of predictions from game-theoretic

models. Of course, actors’ preferences over different possible outcomes are primitive elements of
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such models. As such, in order to expose a game-theoretic model to an experimental test, it must
be that there is some means of inducing subjects to share the preferences of actors in the
theoretical model. In economics experiments, this is done through the use of monetary incentives
for subjects.

It is instructive to highlight the difference between this approach and typical research
methods in the psychological tradition. In political psychology experiments, direct inquiry into
the nature of individual motivations, preferences, and opinions is often the goal. In contrast, for
the purposes of testing a game-theoretic model, economics experiments generally prefer to
control for individual motivations by manipulating them exogenously, to the extent that this is
possible. By controlling for preferences using monetary incentives, experimental economists
attempt to focus on testing other aspects of their theoretical models, such as whether actors make
choices that are consistent with a model’s equilibrium predictions, or the extent to which actors’
cognitive skills enable them to make the optimal choices predicted by theory.

Monetary Incentives as a Means of Measuring Social Preferences

Finally, it might also be noted that the use of monetary incentives can be beneficial for the study
of subjects’ intrinsic motivations. Consider, for example, the Fehr and Géchter (2000) study cited
earlier. Subjects interacted within a stylized environment, making public goods contributions
decisions and choosing whether or not to punish others based on their behavior. In the
experiment, both kinds of decisions were associated with monetary incentives; a decision to
punish another subject, for example, came at a (monetary) cost to the punisher. That individuals
are willing to engage in punishment even when this has a monetary cost and when no future
monetary benefit can possibly accrue strengthens our sense of how strong subjects’ intrinsic

motivations to punish may be. Certainly this finding is more telling than would be a parallel
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result from an analogous experiment in which subjects’ decisions were hypothetical and they did
not bear any personal material cost for punishing others. In principle, this methodology can
potentially allow us to measure the strength of this intrinsic motivation by varying the scale of
the monetary incentives. Thus, studies such as Fehr and Géchter can allow us to learn about
individuals’ intrinsic motivations by observing deviations from game theoretic predictions about
how completely (monetarily) self-interested actors would behave.

Other studies have taken a similar approach, allowing for inquiry into traditionally
psychological topics within the context of game-theoretic experiments. A prominent example is
Chen and Li (2009), who translate the study of social identities into a lab environment where
subjects play games for monetary incentives, thereby offering a novel tool for measuring the
strength of identities and the effects of identities on social preferences.

Does the Scale of Monetary Incentives Matter?

If an experimentalist decides that motivating subjects with monetary incentives is appropriate for
her study, one basic question of implementation involves the appropriate scale for monetary
incentives. It is not unusual for experimental economics labs to have informal norms that
subjects’ expected earnings should not fall below some minimum rate of compensation; the
maintenance of a willing subject pool requires that “customers” be reasonably happy overall with
their experiences in the lab. Morton and Williams (2010) summarize existing norms by
estimating that payments are typically structured to average around 50 to 100 percent above the
minimum wage for the time spent in the lab. Such considerations aside, resource constraints give
experimentalists a natural incentive to minimize the scale of payoffs in order to maximize the
amount of data that can be selected — so long as the payments subjects that receive are sufficient

to motivate them in the necessary way.

112



A recent voting game study by Bassi, Morton, and Williams (2008) suggests that the
scale of financial incentives can affect experimental results. In their study, the inducements
offered to subjects varied across three treatments, involving a flat fee only, a scale typical of
many experimental economics studies, and a larger scale offering subjects twice as much. The fit
between subjects’ behavior and game-theoretic predictions became monotonically stronger as
incentives increased; suggestively, this pattern was found to be most prominent for the most
cognitively challenging tasks faced by subjects. These results suggest that, at least in some
settings, higher rates of payment to subjects can increase subjects’ level of attention to the
experiment in a way that may affect behavior, a result consistent with intuitions derived from
Prior and Lupia (2008), as well as related studies in economics (e.g. Camerer and Hogarth 1999).

Gneezy and Rustichini (2000) carried out a study on IQ test performance that
communicates a compatible message. Their experiment varied financial incentives for correct
answers across four distinct treatments. They found performance to be identical in the two
treatments offering the least incentives for performance (one of which simply involved a flat
show-up fee), performance to also be identical in the two treatments offering the highest
incentives, but performance in the higher-incentive treatments exceeded that in the lower-
incentive treatments. This finding, along with Prior and Lupia (2008) and Bassi et al. (2008),
suggests that a higher scale of incentives can increase attention, at least up to a point; and that
higher attention can increase performance, at least up to a point that is determined in part by the
difficulty of the problem.

This pattern has implications for the kinds of inferences that can be made from studies
employing monetary incentives. The nature of these implications can reasonably be expected to

differ depending on the nature of the experimental findings. Consider some of the political
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communication studies cited above. In the scenarios of Lupia and McCubbins (1998), for
example, subjects are quite good at inferring the informational content of communications they
receive from strategically motivated speakers. In such instances, confidence in a result’s external
validity may depend to some extent on the “calibration” between the financial incentives in play
and the stakes involved in receiving analogous communications in the real world. The incentives
offered by Lupia and McCubbins appear to be quite appropriate in scale. However, consider a
counterfactual experiment in which the monetary stakes for subjects were much larger. If, in this
counterfactual experiment, subjects were substantially more motivated to pay attention and make
proper inferences by the monetary inducements in the laboratory than they would have been by
naturalistic considerations in the real world, then a clear issue would arise in extrapolating from
“good” performance in the laboratory to predictions about real world performance. In contrast, in
the cheap-talk-and-coordination scenario of Dickson (In press), subjects systematically fail fully
to account for a speaker’s strategic incentives when inferring the information content of
communications. Of course, proper calibration of financial incentives to real world motivations
would always be an ideal. However, for a study whose central result demonstrates “poor”
performance or the existence of a “bias” in subject behavior, confidence in external validity is
likely to be stronger when the experimenter errs on the side of making financial incentives too
large rather than too small — that is, our confidence that a particular form of bias actually exists
will be stronger if it persists even when subjects have extra incentives to perform a task well in
the laboratory relative to the weaker incentives they face in real world settings. This logic
underscores the extent to which simple decisions of experimental design may have powerful
effects on the inferences we can draw from an experiment, even when the results are the same

across different designs. A given finding will generally be more impressive when the
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experimental design is more heavily stacked against the emergence of that finding.

Potential Problems with the Use of Monetary Incentives

As noted above, monetary incentives may be a non-starter for some research questions, but there
may be arguments in favor of their use for other research questions. Are there potential problems
with the use of monetary incentives that may argue against their use in certain settings?

One potential issue involves interactions between subjects’ intrinsic motivations and the
external motivation they receive from financial incentives. Some research in psychology
suggests that financial incentives can “crowd out” intrinsic motivations, leading to somewhat
counterintuitive patterns of behavior. Among the best known examples of crowding out comes
from Titmuss (1970), who showed that offering financial compensation for blood donations can
lead to lower overall contribution levels. The standard interpretation is that individuals who
donate blood are typically motivated to do so for altruistic reasons; when financial incentives are
offered, individuals’ mode of engagement with the blood donation system changes, with
marketplace values coming to the fore while intrinsic motivations such as altruism are crowded
out.

Whether crowding out poses a problem for the use of monetary incentives is likely to
depend on the nature of the research question being explored. For the purposes of game theory
testing, crowding out of intrinsic motivations can often actually be considered desirable, because
the experimenter wishes exogenously to assign preferences to subjects in order to instantiate the
experimental game in the laboratory. On the other hand, suppose that social interactions within
some real world setting of interest are believed to depend heavily on individuals’ intrinsic
motivations. In translating this real world setting into the laboratory, injudicious use of monetary

incentives could potentially crowd out the intrinsic motivations that are central to the
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phenomenon being studied.

This potential problem with the use of monetary incentives is in some instances a
challenging one, because it may be difficult to anticipate to what extent such incentives might
cause a transformation in subjects’ modes of engagement with the experimental scenario. This
concern goes hand in hand with understandable questions about the extent to which stylized
economic and contextually rich psychological experiments actually investigate the same
cognitive mechanisms, an important and understudied matter which may be illuminated more
thoroughly in the future by across-school collaborations as well as by neuroscientific and other
frontier research methods.

3. The Use of Deception

In few regards is the difference between the economic and psychological schools as stark as in
attitudes about deceiving subjects. The more-or-less consensus view on deception in the
experimental economics subfield is simple: just don’t do it. In contrast, deception has been and
has remained fairly commonplace within the political psychology research tradition. This section
describes potential advantages and disadvantages of using deception from a methodological and
inferential perspective; ethical considerations are not discussed here because of space limitations
(for a recent review, see Morton and Williams 2010).

The Lack of Deception in Experimental Economics

Deep-seated opposition to the use of deception has become a feature of various institutions
within the economics discipline. It is common for experimental economics laboratories to
publicize and enforce bans on deceiving subjects; a strong norm among practitioners and journal
editors makes experiments employing deception de facto unpublishable in major economics

journals.
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Before describing the motivations for these norms, it is worth describing what
“deception” means, and does not mean, to experimental economists. A rough distinction can be
made between sins of commission and sins of omission. Describing features of the experimental
scenario in a way that is either explicitly dishonest or actively misleading — a sin of commission
— would straightforwardly be considered a taboo act of deception by experimental economists. In
contrast, a failure fully to describe some features of the experimental scenario — a sin of omission
— would not necessarily be counted as a deceptive act. As Hey (1998) puts it, “there is a world of
difference between not telling subjects things and telling them the wrong things. The latter is
deception, the former is not” (397). Thus, in several studies of public goods provision,
experimentalists employ a “surprise re-start,” in which a second, previously unannounced public
goods game is played after the completion of the first. So long as subjects are not actively misled
by the wording of the experimental protocol, such a procedure is not considered to be deceptive.
And, of course, few scholars would argue that it is necessary explicitly to inform subjects about
the purpose of the study in which they are taking part.

What arguments do experimental economists present against the use of deception? Both
Bonetti (1998) and Morton and Williams (2010) cite Ledyard (1995) as offering a standard line
of reasoning:

It is believed by many undergraduates that psychologists are intentionally

deceptive in most experiments. If undergraduates believe the same about

economists, we have lost control. It is for this reason that modern experimental

economists have been carefully nurturing a reputation for absolute honesty in all

their experiments... (I)f the data are to be valid. Honesty in procedures is

absolutely crucial. Any deception can be discovered and contaminate a subject

pool not only for the experimenter but for others. Honesty is a methodological

public good and deception is not contributing (134).

At the heart of this case is the fear that the use of deception will lead to a loss of experimental

control; as we have seen, many features of economics-style experimentation, including the use of
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stylized experimental scenarios and the use of monetary incentives, are designed to help maintain
experimental control of different kinds. Hey (1991) articulates the specific nature of this concern:

(Dt is crucially important that economics experiments actually do what they say

they do and that subjects believe this. I would not like to see experiments in

economics degenerate to the state witnessed in some areas of experimental

psychology where it is common knowledge that the experimenters say one thing

and do another....[O]nce subjects start to distrust the experimenter, then the tight

control that is needed is lost (171-3).
This kind of concern about experimental control is quite natural given the typical nature of
research questions in experimental economics. As noted above, most economics experiments
either test the predictions of game-theoretic models or explore the nature of behavior in game-
theoretic settings. Crucially, the most common concepts of equilibrium in games, from which
predictions are derived, assume that actors share common knowledge about basic features of the
game being played. Of course, experimental subjects learn about “the rules of the game” through
the experimenter. If researchers indeed do, as Hey fears, develop a reputation for employing
deception in their experiments, then subjects may develop heterogeneous beliefs about what is
really going on in the laboratory — while also being aware that other subjects are doing the same.
At the end of the day, subjects could well effectively find themselves playing a wholly different
game than the one the experimenter had intended. The conjectures within subjects’ minds about
the true nature of the game would, of course, be essentially unknowable not only to one another,
but also to the analyst.

Ledyard’s opinion also reflects a common viewpoint among experimental economists:
namely that a lab can benefit from maintaining a reputation for transparency with its subject
pool. Such a reputation, it is argued, could quickly be squandered if deception takes place in the

laboratory; the subject pool may become “tainted” with subjects who have either themselves

experienced deception or who have been told about it by friends.
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This argument is reasonable, but the question it bears on is ultimately an empirical one.
Relatively little systematic research has explored this point, but there is some evidence that the
experience of deception in the laboratory may affect individual subjects’ propensities to
participate in future experiments as well as their behavior in future experiments (Jamison,
Karlan, and Schechter 2008). To my knowledge, there has been no systematic research into a
related question: the extent to which experimental economics laboratories who do ban deception
actually attain the reputations to which they aspire — that is, to what extent subjects are aware of
lab policies on deception in general or actually believe that they are never being deceived while
taking part in particular experiments in no-deception labs. Economists’ arguments about the
sanctity of subject pools further tend to presuppose that psychology departments do not exist, or
at least that they draw from a disjoint set of participants. If psychology and economics labs
operate simultaneously at the same university, to what extent do undergraduate subjects actually
perceive them as separate entities, with distinct reputations? Does the physical proximity of the
labs to another affect subject perceptions — for example, if they are in the same building as
opposed to different buildings? It would appear that such questions remain to be answered.

The Use of Deception in Experimental Political Psychology

In contrast, the use of deception is quite common in political psychology, as it is in social
psychology. As we have seen before, the reasons for this difference can be understood as
springing from the distinctive natures of inquiry and theory testing in the two schools.
Importantly, the ability to induce common knowledge of an experimental scenario within a group
of subjects is usually not nearly so crucial for experiments in the political psychology tradition,
which typically do not involve tests of game-theoretic models. This subsection reconsiders the

advantages and disadvantages of deception in the context of political psychology research
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questions.

One prominent class of examples can be found in the study of political communication,
in which scholars quite frequently present subjects with stimuli that are fabricated or falsely
attributed. Thus, Brader (2005) presents experimental political advertisements to subjects as
though they were genuine ads from a real, ongoing campaign; meanwhile, Druckman and Nelson
(2003) present experimental newspaper stories to subjects as though they came from well-known
outlets such as the New York Times.

In the following paragraphs, I use these articles as examples in discussing potential
advantages of deception. Throughout, I take as the salient alternative an otherwise identical
experimental design in which the same stimuli are presented to subjects, but explicitly labeled as
“hypothetical” campaign ads, newspaper stories, etc. Of course, in certain circumstances
different counterfactual designs might also reasonably be considered.

In judging the potential usefulness of deception, then, a natural question to ask is whether
an individual’s mode of psychological engagement with a stimulus depends on whether that
stimulus is framed as being “real” as opposed to hypothetical. If the answer to this question is
“yes” — and if this would make a substantial enough difference for measurements of the
quantities of interest — then at the least a benefit from deception will have been identified.
Ultimately, of course, in any given setting it is an empirical question whether the answer will be
“yes” or “no.” To my knowledge, however, no systematic studies have been carried out
measuring the effects, if any, of choosing deceptive as opposed to explicitly hypothetical
experimental scenarios.

Taking Druckman and Nelson’s design as an example, though, it at least seems plausible

that the difference may sometimes be considerable. An individual picking up what she believes
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to be an article from the New York Times will respond to frames and other cues in a way that
depends directly on her relationship with the New York Times — her sense of the newspaper’s
reliability, the fit of its ideology with her own, and so forth. In contrast, a hypothetical exercise
of the form “suppose the New York Times reported...” could insert in the subject’s mind a
mysterious intermediary between the newspaper and the subject. Who is it that is doing this
supposing, and what are they up to? Alternatively, the subject may simply attend differently to
the article, paying it less heed or greeting it with less trust, if she knows from the offset that it is
a fiction. Under such circumstances, it would not be unreasonable to suppose that a given article
might have less of an effect than it would have had it been described as a “real” article. While
economically inclined scholars might tend to doubt whether experiments employing deception
can ever gain a full measure of experimental control, it is arguable in this setting that more
control might be lost with an explicitly hypothetical stimulus than with a deceptive one. Whether
this is true, of course, depends on the extent to which subjects were actually successfully
deceived. This, however, is the sort of question that can often be addressed through the use of
simple manipulation checks by the experimenter. At least in this example, the treatment effects
in Druckman and Nelson’s findings very strongly suggest that the deceptive manipulation did
indeed have the desired effect on subjects.

In a similar way, it seems plausible that deception may be a useful element of Brader’s
design. In part this is arguable because of the nature of some of Brader’s dependent variables.
Among other things, Brader shows that the use of music in contrived political advertising can
affect subjects’ self-reported level of inclination to seek more information about an election
campaign; the idea of asking subjects to report their level of inclination to seek more information

about a hypothetical campaign that means nothing to them seems straightforwardly problematic.
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These examples suggest that deception may offer access to certain research questions that
would remain inaccessible in its absence. Psychologists also claim that deception may be
necessary at times to conceal the purpose of an experiment from subjects (Bortolotti and Mameli
2006); psychologists are frequently concerned about the possibility of “Hawthorne effects,”
through which subjects attempt to meet whatever they perceive the experimenter’s expectations
to be. Such effects can be particularly worrisome in sensitive research areas, such as the study of
racial politics.

Finally, it could be argued that the use of deception can sometimes strengthen the
inferences that are possible from a given piece of research. Among the most famous experiments
in social psychology is the seminal Milgram (1974) experiment on obedience and authority. In
the experiment, subjects were deceived into believing that they could, with the twist of a knob,
deliver electric shocks of increasing magnitude to another person; an authority figure urged
subjects to deliver such shocks in the context of a staged scenario. In the end, a large fraction of
subjects did conform to the authority figure’s commands, to the point of delivering highly
dangerous voltages.

This is a rather shocking result, one which had a profound effect on the study of authority
and on social psychology more generally. Its power, of course, comes from our sense that
subjects really did believe — at least to some considerable extent — that their actions were causing
actual bodily harm to another human being. An otherwise comparable study involving an
explicitly hypothetical scenario would, for obvious reasons, have been far less convincing, even
if it yielded the same results. It could be easily argued that Milgram’s act of deception was

central to the lasting influence of Milgram’s study.
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6. Laboratory Experiments in Political Science

Shanto Iyengar

Until the middle of the twentieth century, the discipline of political science was primarily
qualitative — philosophical, descriptive, legalistic, and typically reliant on case studies that failed
to probe causation in any measurable way. The word “science” was not entirely apt.

In the 1950s, the discipline was transformed by the behavioral revolution, spearheaded by
advocates of a more social scientific, empirical approach. Even though experimentation was the
sine qua non of research in the hard sciences and in psychology, the method remained a mere
curiosity among political scientists. For behavioralists interested in individual-level political
behavior, survey research was the methodology of choice on the grounds that experimentation
could not be used to investigate real-world politics (for more detailed accounts of the history of
experimental methods in political science, see Bositis and Steinel 1987; Kinder and Palfrey
1993; Green and Gerber 2003). The consensus view was that laboratory settings were too
artificial and that experimental subjects were too unrepresentative of any meaningful target
population for experimental studies to be valid. Further, many political scientists viewed
experiments -- which typically necessitate the deception of research subjects -- as an inherently
unethical methodology.

The bias against experimentation began to weaken in the 1970s when the emerging field
of political psychology attracted a new constituency for interdisciplinary research. Laboratory
experiments gradually acquired the aura of legitimacy for a small band of scholars working at the
intersection of the two disciplines.’ Most of these scholars focused on the areas of political

behavior, public opinion and mass communication, but there were also experimental forays into
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the fields of international relations and public choice (Hermann and Herman 1967; Riker 1967).
Initially, these researchers faced significant disincentives to applying experimental methods --
most importantly, research-based on experiments was unlikely to see the light of day simply
because there were no journals or conference venues that took this kind of work seriously.

The first major breakthrough for political scientists interested in applying the
experimental method occurred with the founding of the journal Experimental Study of Politics
(ESP) in 1970. The brainchild of the late James Dyson (then at Florida State University) and
Frank Scioli (then at Drew University and now at the National Science Foundation), ESP was
founded as a boutique journal dedicated exclusively to experimental work. The coeditors and
members of their editorial board were committed behavioralists who were convinced that
experiments could contribute to more rigorous hypothesis testing and thereby to theory building
in political science (Scioli 2009). As stated by the editors, the mission of the journal was to
“provide an outlet for the publication of materials dealing with experimental research in the
shortest possible time, and thus to aid in rapid dissemination of new ideas and developments in
political research and theory (Scioli 2009).”

ESP served as an important, albeit specialized, outlet for political scientists interested in
testing propositions about voting behavior, presidential popularity, mass communication and
campaigns, or group decision making. The mere existence of a journal dedicated to experimental
research (with a masthead featuring established scholars from highly ranked departments)”
provided a credible signal to graduate students and junior faculty (this author included) that it
might just be possible to publish (rather than perish) and build a career in political science on the

basis of experimental research.
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Although ESP provided an important “foot in the door,” the marginalized status of
experiments in political science persisted during the 1970s. Observational methods, most
notably, survey research, dominated experimentation even among the practitioners of political
psychology. One obvious explanation for the slow growth rate in experimental research was the
absence of necessary infrastructure. Experiments are typically space-, resource-, and labor-
intensive. Laboratories with sophisticated equipment or technology, and trained staff were
nonexistent in political science departments, with one notable exception, namely, the State
University of New York at Stony Brook.

When SUNY—-Stony Brook was established in the early 1960s, the political science
department was given a mandate to specialize in behavioral research and experimental methods.
In 1978, the department moved into a new building with state-of-the-art experimental facilities
including laboratories for measuring psychophysiological responses (modeled on the
psychophysiology labs at Harvard), cognitive or information-processing labs for tracking
reaction time, and an array of social psychological labs modeled on the lab run by the eminent
Columbia psychologist Stanley Schachter.”™ Once these labs were put to use by the several
prominent behavioralists who joined the Stony Brook political science faculty in the early 1970s
(including Milton Lodge, Joseph Tanenhaus, Bernard Tursky and John Wahlke), the department
would play a critical role in facilitating and legitimizing experimental research.”

The unavailability of suitable laboratory facilities was but one of several obstacles facing
the early experimentalists. An equally important challenge was the recruitment of experimental

subjects. Unlike the field of psychology, where researchers could draw on a virtually unlimited

captive pool of student subjects, experimentalists in political science had to recruit volunteer
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(and typically unpaid) subjects on their own initiative. Not only did this add to the costs of
conducting experiments, it also ensured that the resulting samples would be far from typical.

In the early 1980s, experimental methods were of growing interest to researchers in
several subfields of the discipline. Don Kinder and I were fortunate enough to receive generous
funding from the National Institutes of Health and the National Science Foundation for a series
of experiments designed to assess the effects of network news on public opinion. These
experiments, most of which were administered in a dilapidated building on the Yale campus,
revealed that contrary to the conventional wisdom at the time, network news exerted significant
effects on the viewing audience. We reported the full set of experimental results in News That
Matters (Iyengar and Kinder 1987). The fact that the University of Chicago Press published a
book based exclusively on experiments demonstrated that experiments could be harnessed to
address questions of political significance. That the book was generally well received
demonstrated that a reliance on experimental methodology was no longer stigmatized in political
science.

By the end of the 1980s, laboratory experimentation had become sufficiently recognized
as a legitimate methodology in political science for mainstream journals to regularly publish
papers based on experiments (see Druckman, Green, Kuklinski, and Lupia 2006). Despite the
significant diffusion of the method, however, two key concerns contributed to continued
scholarly skepticism. First, experimental settings were deemed lacking in mundane realism -- the
experience of participating in an experiment was sufficiently distinctive to preclude generalizing
the results to real-world settings. Second, student-based and other volunteer subject pools were
considered unrepresentative of any broader target population of interest (i.e. registered voters or

individuals likely to engage in political protest). To this day, the problem of external validity or
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questionable generalizability continues to impede the adoption of experimentation in political
science.

In this chapter I begin by describing the inherent strengths of the experiment as a basis
for causal inference, using recent examples from my own work in political communication. I
argue that the downside of experiments -- the standard “too artificial” critique -- has been
weakened by several developments, including the use of more realistic designs that move
experiments outside of a laboratory environment and the technological advances associated with
the Internet. The online platform is itself now entirely realistic (given the extensive daily use of
the Internet by ordinary individuals); it also allows researchers to overcome the previously
profound issue of sampling bias. All told, these developments have gone a long way toward
alleviating concerns about the validity of experimental research -- so much so that I would argue
that experiments now represent a dominant methodology for researchers in several fields of
political science.

1. Causal Inference: The Strength of Experiments

The principal advantage of the experiment over the survey or other observational
methods -- and the focus of the discussion that follows -- is the researcher’s ability to isolate and
test the effects of specific components of specific causal variables. Consider the case of political
campaigns. At the aggregate level, campaigns encompass a concatenation of messages, channels,
and sources, all of which may influence the audience, often in inconsistent directions. The
researcher’s task is to identify the potential causal mechanisms and delineate the range of their
relevant attributes. Even at the relatively narrow level of campaign advertisements, for instance,
there are virtually an infinite number of potential causal forces, both verbal and visual. What was

it about the infamous "Willie Horton" advertisement that is thought to have moved so many
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American voters away from Michael Dukakis during the 1988 presidential campaign? Was it, as
widely alleged during the campaign, that Horton was African American (see Mendelberg 2001)?
Or was it the violent and brutal nature of his described behavior, the fact that he was a convict, or
something else entirely? Experiments make it possible to isolate the attributes of messages that
move audiences, whether these are text-based or nonverbal cues. Surveys, on the other hand, can
only provide indirect evidence on self-reported exposure to the causal variable in question.

Of course, experiments not only shed light on treatment effects but also enable
researchers to test more elaborate hypotheses concerning moderator variables by assessing
interactions between the treatment factors and relevant individual-difference variables. In the
case of persuasion, for instance, not all individuals are equally susceptible to incoming messages
(see Zaller 1992). In the case of the 1988 campaign, perhaps Democrats with a weak party
affiliation and strong sense of racial prejudice were especially likely to sour on Governor
Dukakis in the aftermath of exposure to the Horton advertisement.

In contrast with the experiment, the inherent weaknesses of the survey design for
isolating the effects of causal variables have been amply documented. In a widely cited paper,
Hovland (1959) identified several problematic artifacts of survey-based studies of persuasion,
including unreliable measures of media exposure. Clearly, exposure is a necessary precondition
for media influence, but self-reported exposure to media coverage is hardly equivalent to actual
exposure. People have notoriously weak memories for political experiences (see, for instance,
Pierce and Lovrich 1982; Bradburn, Rips and Shevell 1987). In the Ansolabehere and Iyengar
experiments on campaign advertising (which spanned the 1990, 1992, and 1994 election cycles),
over fifty percent of the participants who were exposed to a political advertisement were unable,

some thirty minutes later, to recall having seen the advertisement (Ansolabehere and Iyengar
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1998). In a more recent example, Vavreck found that nearly half of a control group not shown a
public service message responded either that they couldn’t remember or that they had seen it
(Vavreck 2007; also see Prior 2003). Errors of memory also compromise recall-based measures
of exposure to particular news stories (see Gunther 1987) or news sources (Price and Zaller
1993). Of course, since the scale of the error in self-reports tends to be systematic (respondents
are prone to overstate their media exposure), survey-based estimates of the effects of political
campaigns are necessarily attenuated (Bartels 1993; Prior 2003).

An even more serious obstacle to causal inference in the survey context is that the
indicators of the causal variable (self-reported media exposure in most political communication
studies) are typically endogenous to a host of outcome variables researchers seek to explain
(such as candidate preference). Those who claim to read newspapers or watch television news on
a regular basis, for instance, differ systematically (in ways that matter to their vote choice) from
those who attend to the media less frequently. This problem has become especially acute in the
aftermath of the revolution in “new media.” In 1968, approximately seventy-five percent of the
adult viewing audience watched one of the three network evening newscasts, but by 2008 the
combined audience for network news was less than thirty-five percent of the viewing audience.
In 2008, the only people watching the news were those with a keen interest in politics; most
everyone else had migrated to more entertaining, nonpolitical programming alternatives (Prior
2007).

The endogeneity issue has multiple ramifications for political communication research.
First, consider those instances where self-reported media exposure is correlated with political
predispositions but actual exposure is not. This is generally the case with televised political

advertising. Most voters encounter political ads unintentionally, in the course of watching their
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preferred television programs in which the commercial breaks contain a heavy dose of political
messages. Thus, actual exposure is idiosyncratic (based on the viewer’s preference for particular
television programs), while self-reported exposure is based on political predispositions.

The divergence in the antecedents of self-reported exposure has predictable consequences
for research on effects. In experiments that manipulated the tone of campaign advertising,
Ansolabehere and Iyengar (1995) found that actual exposure to negative messages demobilized
voters, i.e., discouraged intentions to vote. However, on the basis of self-reports, survey
researchers concluded that exposure to negative campaign advertising stimulated turnout
(Wattenberg and Brians 1999). But was it recalled exposure to negative advertising that
prompted turnout, or was the greater interest in campaigns among likely voters responsible for
their higher level of recall? When recall of advertising in the same survey was treated as
endogenous to vote intention and the effects reestimated using appropriate two-stage methods,
the sign of the coefficient for recall was reversed: those who recalled negative advertisements
were less likely to express an intention to vote (see Ansolabehere, Iyengar and Simon 1999)."
Unfortunately, most survey-based analyses fail to disentangle the reciprocal effects of self-
reported exposure to the campaign and partisan attitudes and behaviors. As this example
suggests, in cases where actual exposure to the treatment is less selective than self-reported
exposure, self-reports may prove especially biased.

In other scenarios, however, the tables may be turned and the experimental researcher
may actually be at a disadvantage. Actual exposure to political messages in the real world is
typically not analogous to random assignment. People who choose to participate in experiments
on campaign advertising are likely to differ from those who choose to watch ads during

campaigns (for a general discussion of the issue, see Gaines and Kuklinski 2008). Unlike
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advertisements, news coverage of political events can be avoided by choice, meaning that
exposure is limited to the politically engaged strata. Thus, as Hovland (1959) and others
(Heckman and Smith 1995) have pointed out, manipulational control actually weakens the ability
to generalize to the real world where exposure to politics is typically voluntary. In these cases, it
is important that the researcher use designs that combine manipulation with self-selected
exposure.

One other important aspect of experimental design that contributes to strong causal
inference is the provision of procedures to guard against the potential contaminating effects of
“experimental demand” -- cues in the experimental setting or procedures that convey to
participants what is expected of them (for the classic account of demand effects, see Orne 1962).
Demand effects represent a major threat to internal validity: participants are motivated to
respond to subtle cues in the experimental context suggesting what is wanted of them rather than
to the experimental manipulation itself.

The standard precautions against experimental demand include disguising the true
purpose of the story by providing participants with a plausible (but false) description," using
relatively unobtrusive outcome measures, and maximizing the “mundane realism” of the
experimental setting so that participants are likely to mimic their behavior in real-world settings.
(I will return to the theme of realism in the section on generalizability.)

In the campaign advertising experiments described I describe in the following section, for
instance, the researchers inserted manipulated political advertisements into the ad breaks of the
first ten minutes of a local newscast. Study participants were diverted from the researchers’
intent by being misinformed that the study was about “selective perception of television news.”

The use of a design in which the participants answered the survey questions only after exposure
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to the treatment further guarded against the possibility that they might see through the cover
story and infer the true purpose of the study.

In summary, the fundamental advantage of the experimental approach -- and the reason
experimentation is the methodology of choice in the hard sciences -- is the researcher’s ability to
isolate causal variables, which constitute the basis for experimental manipulations. In the next
section, I describe manipulations designed to assess the effects of negative advertising
campaigns, racial cues in television news coverage of crime, and the physical similarity of
candidates to voters.

Negativity in Campaign Advertising

At the very least, establishing the effects of negativity in campaign advertising on voters’
attitudes requires varying the tone of a campaign advertisement while holding all other attributes
of the advertisement constant. Despite the significant increase in scholarly attention to negative
advertising, few studies live up to this minimal threshold of control (for representative examples
of survey-based analyses see Finkel and Geer 1998; Freedman and Goldstein 1999; Kahn and
Kenney 1999.)

In a series of experiments conducted by Ansolabehere and Iyengar, the researchers
manipulated negativity by unobtrusively varying the text (soundtrack) of an advertisement while
preserving the visual backdrop (Ansolabehere and Iyengar 1995). The negative version of the
message typically placed the sponsoring candidate on the unpopular side of some salient policy
issue. Thus, during the 1990 California gubernatorial campaign between Pete Wilson
(Republican) and Dianne Feinstein (Democrat), the treatment ads positioned the candidates
either as opponents or proponents of offshore oil drilling and thus as either friends or foes of the

environment. This manipulation was implemented by simply substituting the word “yes” for the
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word “no.” In the positive conditions, the script began as follows: “When federal bureaucrats
asked for permission to drill for oil off the coast of California, Pete Wilson/Dianne Feinstein said
no ... " In the negative conditions, we substituted “said yes” for “said no.” An additional
substitution was written into the end of the ad when the announcer stated that the candidate in
question would either work to “preserve” or “destroy” California’s natural beauty. Given the
consensual nature of the issue, negativity could be attributed to candidates who claimed their
opponent was soft on polluters.*"

The results from these studies (which featured gubernatorial. mayoral, senatorial, and
presidential candidates) indicated that participants exposed to negative rather than positive
advertisements were less likely to say they intended to vote. The demobilizing effects of
exposure to negative advertising were especially prominent among viewers who did not identify
with either of the two political parties (see Ansolabehere and Iyengar 1995).

Racial Cues in Local News Coverage of Crime

As any regular viewer of television will attest to, crime is a frequent occurrence in
broadcast news. In response to market pressures, television stations have adopted a formulaic
approach to covering crime, an approach designed to attract and maintain the highest degree of
audience interest. This “crime script” suggests that crime is invariably violent and those who
perpetrate crime are disproportionately nonwhite. Because the crime script is encountered so
frequently (several times each day in many cities) in the course of watching local news, it has
attained the status of common knowledge. Just as we know full well what happens when one
walks into a restaurant, we also know -- or at least think we know -- what happens when crime
occurs (Gilliam and Iyengar 2000).

In a series of recent experiments, researchers have documented the effects of both
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elements of the crime script on audience attitudes (see Gilliam et al. 1996; Gilliam, Valentino and
Beckman 2002). For illustrative purposes, I focus here on the racial element. In essence, these
studies were designed to manipulate the race/ethnicity of the principal suspect depicted in a news
report while maintaining all other visual characteristics. The original stimulus consisted of a
typical local news report, which included a close-up still mug shot of the suspect. The picture
was digitized, adjusted to alter the perpetrator’s skin color, and then reedited into the news
report. As shown in Figure 6-1, beginning with two different perpetrators (a white male and a
black male), the researchers were able to produce altered versions of each individual in which
their race was reversed, but all other features remained identical. Participants who watched the
news report in which the suspect was thought to be nonwhite expressed greater support for
punitive policies (e.g., imposition of “three strikes and you’re out” remedies, treatment of
juveniles as adults, and support for the death penalty). Given the precision of the design, these
differences in the responses of the subjects exposed to the white or black perpetrators could only
be attributed to the perpetrator’s race (see Gilliam and Iyengar 2000).
[Figure 6-1 about here]

Facial Similarity as a Political Cue

A consistent finding in the political science literature is that voters gravitate to candidates
who most resemble them on questions of political ideology, issue positions, and party affiliation.
But what about physical resemblance; are voters also attracted to candidates who look like them?

Several lines of research suggest that physical similarity in general, and facial similarity
in particular, is a relevant criterion for choosing between candidates. Thus, frequency of
exposure to any stimulus -- including faces -- induces a preference for that stimulus over other,

less familiar stimuli (Zajonc 2001). Moreover, evolutionary psychologists argue that physical
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similarity is a kinship cue and there is considerable evidence that humans are motivated to treat
their kin preferentially (see, for instance, Burnstein, Crandall, and Kitayama 1994; Nelson 2001).

In order to isolate the effects of facial similarity on voting preferences, researchers
obtained digital photographs of 172 registered voters selected at random from a national Internet
panel (for details on the methodology, see Bailenson et al. 2009). Participants were asked to
provide their photographs approximately three weeks in advance of the 2004 presidential
election. One week before the election, these same participants were asked to participate in an
online survey of political attitudes that included a variety of questions about the presidential
candidates (President George W. Bush and Senator John Kerry). The screens for these candidate
questions included photographs of the two candidates displayed side by side. Within this split-
panel presentation, participants had their own face either morphed with Bush or Kerry at a ratio
of sixty percent of the candidate and forty percent of themselves."" Figure 6-2 shows two of the
morphs used in this study.

[Figure 6-2 about here]

The results of the face morphing study revealed a significant interaction between facial
similarity and strength of the participant’s party affiliation. Among strong partisans, the
similarity manipulation had no effect; these voters were already convinced of their vote choice.
But weak partisans and independents -- whose voting preferences were not as entrenched --
moved in the direction of the more similar candidate (see Bailenson et al. 2009). Thus, the
evidence suggests that nonverbal cues can influence voting, even in the most visible and
contested of political campaigns.™

In short, as these examples indicate, the experiment provides unequivocal causal

evidence because the researcher is able to isolate the causal factor in question, manipulate its
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presence or absence, and hold other potential causes constant. Any observed differences between
experimental and control groups, therefore, can only be attributed to the factor that was
manipulated.

Not only does the experiment provide the most convincing basis for causal inference,
experimental studies are also inherently replicable. The same experimental design can be
administered independently by researchers in varying locales with different stimulus materials
and subject populations. Replication thus provides a measure of the reliability or robustness of
experimental findings across time, space, and relatively minor variations in study procedure.

Since the first published reports on the phenomenon of media priming -- the tendency of
experimental participants to weigh issues they have been exposed to in experimental treatments
more heavily in their political attitudes -- the effect has been replicated repeatedly. Priming
effects now apply to evaluations of public officials and governmental institutions, to vote choices
in a variety of electoral contests, to stereotypes, group identities, and any number of other
attitudes. Moreover, the finding has been observed across an impressive array of political and
media systems (for a recent review of priming research, see Roskos-Ewoldsen, Roskos-
Ewoldsen and Carpentier 2005).

2. The Issue of Generalizability

The problem of limited generalizability, long the bane of experimental design, is
manifested at multiple levels: the realism of the experimental setting, the representativeness of
the participant pool, and the discrepancy between experimental control and self-selected
exposure to media presentations.

Mundane Realism
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Because of the need for tightly controlled stimuli, the setting in which the typical
laboratory experiment occurs is often quite dissimilar from the setting in which subjects
ordinarily experience the target phenomenon. Concern over the artificial properties of laboratory
experiments has given rise to an increased use of designs in which the intervention is
nonobtrusive and the settings more closely reflect ordinary life.*

One approach to increasing experimental realism is to rely on interventions with which
subjects are familiar. The Ansolabehere/Iyengar campaign experiments were relatively realistic
in the sense that they occurred during ongoing campaigns characterized by heavy levels of
televised advertising (see Ansolabehere and Iyengar 1995). The presence of a political
advertisement in the local news (the vehicle used to convey the manipulation) was hardly
unusual or unexpected since candidates advertise most heavily during news programs. The
advertisements featured real candidates -- Democrats and Republicans, liberals and
conservatives, males and females, incumbents and challengers -- as the sponsors. The materials
that made up the experimental stimuli were selected either from actual advertisements used by
the candidates during the campaign, or were produced to emulate typical campaign
advertisements. In the case of the latter, the researchers spliced together footage from actual
advertisements or news reports making the treatment ads representative of the genre. (The need
for control made it necessary for the treatment ads to differ from actual political ads in several
important attributes, including the absence of music and the appearance of the sponsoring
candidate.)

Realism also depends upon the physical setting in which the experiment is administered.
Asking subjects to report to a location on a university campus may suit the researcher but may

make the experience of watching television equivalent to the experience of visiting the doctor. A
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more realistic strategy is to provide subjects with a milieu that closely matches the setting of
their home television-viewing environment. The fact that the advertising research lab was
configured to resemble a typical living or family room setting (complete with reading matter and
refreshments) meant that participants did not need to be glued to the television screen. Instead,
they could help themselves to cold drinks, browse through newspapers and magazines, or engage
in small talk with fellow participants.”

A further step toward realism concerns the power of the manipulation (also referred to as
experimental realism). Of course, the researcher would like for the manipulation to have an
effect. At the same time, it is important that the required task or stimulus not overwhelm the
subject (as in the Milgram obedience studies where the task of administering an electric shock to
a fellow participant proved overpowering and ethically suspect). In the case of the campaign
advertising experiments, we resolved the experimental realism versus mundane realism tradeoff
by embedding the manipulation in a commercial break of a local newscast. For each treatment
condition, the stimulus ad appeared with other nonpolitical ads and subjects were led to believe
that the study was about “selective perception of news,” so they had no incentive to pay
particular attention to ads. Overall, the manipulation was relatively small, amounting to thirty
seconds of a fifteen-minute videotape.

In general, there is a significant tradeoff between experimental realism and
manipulational control. In the aforementioned advertising studies, the fact that subjects were
exposed to the treatments in the company of others meant that their level of familiarity with
fellow subjects was subject to unknown variation. And producing experimental ads that more
closely emulated actual ads (e.g. ads with musical background included and featuring the

sponsoring candidate) would necessarily have introduced a series of confounding variables
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associated with the appearance and voice of the sponsor. Despite these tradeoffs, however, it is
still possible to achieve a high degree of experimental control with stimuli that closely resemble
the naturally occurring phenomenon of interest.

Sampling Bias

The most widely cited limitation of experiments concerns the composition of the subject
pool (Sears 1986). Typically, laboratory experiments are administered upon captive populations -
- college students who must serve as guinea pigs in order to gain course credit. College
sophomores may be a convenient subject population for academic researchers, but are they
comparable to "real people?"™

In conventional experimental research, it is possible to broaden the participant pool but at
considerable cost/effort. Locating experimental facilities at public locations and enticing a quasi-
representative sample to participate proves both cost- and labor-intensive. Typical costs include
rental fees for an experimental facility in a public area (such as a shopping mall), recruitment of
participants, and training and compensation of research staff to administer the experiments. In
our local news experiments conducted in Los Angeles in the summer and fall of 1999, the total
costs per subject amounted to approximately forty-five dollars. Fortunately, and as I will
describe, technology has both enlarged the pool of potential participants and reduced the per
capita cost of administering an experimental study.

Today, traditional experimental methods can be rigorously and far more efficiently
administered using an online platform. Utilizing the Internet as the experimental site provides
several advantages over conventional locales, including the ability to reach diverse populations
without geographic limitations. Diversity is important not only to enhance generalizability, but

also to mount more elaborate tests of mediator or moderator variables. In experiments featuring
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racial cues, for instance, it is imperative that the study participants include a nontrivial number of
minorities. Moreover, with the ever-increasing use of the Internet, not only are the samples more
diverse but the setting in which participants encounter the manipulation (surfing the Web on their
own) is also more realistic.
“Drop-in” Samples

The Political Communication Laboratory (PCL) at Stanford University has been
administering experiments over the Internet for nearly a decade. One of the Lab’s more popular

online experiments is “whack-a-pol” (http://pcl.stanford.edu/exp/whack/polm), modeled on the

well-known whack-a-mole arcade game. Ostensibly, the game provides participants with the
opportunity to “bash” well-known political figures.

Since going live in 2001, over 2500 visitors have played whack-a-pol. These “drop in”
subjects found the PCL site on their own initiative. How does this group compare with a
representative sample of adult Americans with home access to the Internet, and a representative
sample of all voting-age adults? First, we gauged the degree of divergence between drop-in
participants and typical Internet users. The results suggested that participants in the online
experiments reasonably approximated the online user population at least with respect to
race/ethnicity, education, and party identification. The clearest evidence of selection bias
emerged with age and gender. The mean age of study participants was significantly younger and
participants were also more likely to be male. The sharp divergence in age may be attributed to
the fact that our studies are launched from an academic server that is more likely to be
encountered by college students -- and also to the general “surfing” proclivities of younger users.
The gender gap is more puzzling and may reflect differences in political interest or greater

enthusiasm for online games among males.
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The second set of comparisons assesses the overlap between our self-selected online
samples and all voting-age adults (these comparisons are based on representative samples drawn
by Knowledge Networks 2000). Here the evidence points to a persisting digital divide in the
sense that major categories of the population remain underrepresented in online studies. In
relation to the broader adult population, our experimental participants were significantly
younger, more educated, more likely to be white males, and less apt to identify as a Democrat.

Although these data make it clear that people who participate in online media
experiments are no microcosm of the adult population, the fundamental advantage of online over
conventional field experiments cannot be overlooked. Conventional experiments recruit subjects
from particular locales; online experiments draw subjects from across the country. The
Ansolabehere/Iyengar campaign advertising experiments, for example, recruited subjects from a
particular area of southern California (greater Los Angeles). The online experiments, in contrast,
attracted a sample of subjects from thirty different American states and several countries.
Expanding the Pool of Online Participants

One way to broaden the online subject pool is by recruiting participants from more well-
known and frequently visited websites. News sites that cater to political junkies, for example,
may be motivated to increase their circulation by collaborating with scholars whose research
studies focus on controversial issues. While the researcher obtains data which may be used for
scholarly purposes, the website gains a form of interactivity through which the audience may be
engaged. Playing an arcade game or watching a brief video clip may pique participants’ interest
thus encouraging them to return to the site and boosting the news organization’s online traffic.

In recent years, PCL has partnered with Washingtonpost.com to expand the reach of

online experiments. Studies designed by PCL -- focusing on topics of interest to people who read
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Washingtonpost.com -- are advertised on the Website’s politics section. Readers who click on a
link advertising the study in question are sent directly to the PCL site, where they complete the
experiment, and are then returned to Washingtonpost.com. The results from these experiments
were then described in a newspaper story and online column. In cases where the results were
especially topical (e.g., a study of news preferences showing that Republicans avoided CNN and
NPR in favor of Fox News), a correspondent from Washingtonpost.com hosted an online “chat”
session to discuss the results and answer questions.

To date, the Washingtonpost.com — PCL collaborative experiments have succeeded in
attracting relatively large samples, at least by the standards of experimental research.’
Experiments on especially controversial or newsworthy subjects attracted a high volume of
traffic (on some days exceeding 500). In other cases, the rate of participation slowed to a trickle,
resulting in a longer period of time to gather the data.

Sampling from Online Research Panels

Even though drop-in online samples provide more diversity than the typical college
sophomore sample, they are obviously biased in several important respects. Participants from
Washingtonpost.com, for instance, included very few conservatives or Republicans. Fortunately,
it is now possible to overcome issues of sampling bias -- assuming the researcher has access to
funding -- by administering online experiments to representative samples. In this sense, the lack
of generalizability associated with experimental designs is largely overcome.

Two market research firms have pioneered the use of web-based experiments with fully
representative samples. Not surprisingly, both firms are located in the heart of Silicon Valley.
The first is Knowledge Networks based in Menlo Park, and the second is Polimetrix (recently

purchased by the UK polling company of YouGov) based in Palo Alto.
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Knowledge Networks has overcome the problem of selection bias inherent to online
surveys (which reach only that proportion of the population that is both online and inclined to
participate in research studies) by recruiting a nationwide panel through standard telephone
methods. This representative panel (including over 150,000 Americans between the ages of
sixteen and eighty-five) is provided free access to the Internet via a WebTV. In exchange, panel
members agree to participate (on a regular basis) in research studies being conducted by
Knowledge Networks. The surveys are administered over the panelist’s WebTV. Thus, in theory
Knowledge Networks can deliver samples that meet the highest standards of probabilistic
sampling. In practice, because their panelists have an obligation to participate, Knowledge
Networks also provides relatively high response rates (Dennis, Li and Chatt 2004).

Polimetrix uses a novel matching approach to the sampling problem. In essence, they
extract a quasi-representative sample from large panels of online volunteers. The process works
as follows. First, Polimetrix assembles a very large pool of opt-in participants by offering small
incentives for study participation (e.g. the chance of winning an iPod). As of November of 2007,
the number of Polimetrix panelists exceeded 1.5 million Americans. In order to extract a
representative sample from this pool of self-selected panelists, Polimetrix uses a two-step
sampling procedure. First, they draw a conventional random sample from the target population
of interest (i.e. registered voters). Second, for each member of the target sample, Polimetrix
substitutes a member of the opt-in panel who is similar to the corresponding member of the
target sample on a set of demographic characteristics such as gender, age, and education. In this
sense, the matched sample consists of respondents who represent the respondents in the target
sample. Rivers (2006) describes the conditions under which the matched sample approximates a

true random sample.
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The Polimetrix samples have achieved impressive rates of predictive validity, thus
bolstering the claims that matched samples emulate random samples.™ In the 2005 California
special election, Polimetrix accurately predicted the public’s acceptance or rejection of all seven
propositions (a record matched by only one other conventional polling organization) with an
average error rate comparable to what would be expected given random sampling (Rivers and
Bailey 2009).

3. Conclusion

The standard comparison of experiments and surveys favors the former on the grounds of
precise causal inference and the latter on the grounds of greater generalizability. As I have
suggested, however, traditional experimental methods can be effectively and just as rigorously
replicated using online strategies. Web experiments eliminate the need for elaborate lab space
and resources; all that is needed is a room with a server. These experiments have the advantage
of reaching a participant pool that is more far flung and diverse than the pool relied on by
conventional experimentalists. Online techniques also permit a more precise targeting of
recruitment procedures so as to enhance participant diversity. Banner ads publicizing the study
and the financial incentives for study participants can be placed in portals or sites that are known
to attract underrepresented groups. Female subjects or African Americans, for instance, could be
attracted by ads placed in sites tailored to their interests. Most recently, the development of
online research panels has made it possible to administer experiments on broad cross-sections of
the American population. All told, these features of web experiments go a long way toward
neutralizing the generalizability advantage of surveys.

Although web experiments are clearly a low cost, effective alternative to conventional

experiments, they are hardly applicable to all arenas of behavioral research. Most notably, web-
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based experiments provide no insight into group dynamics or interpersonal influence. Web use is
typically a solitary experience and web experiments are thus entirely inappropriate for research
that requires placing individuals in some social or group milieu (e.g. studies of opinion
leadership or conformity to majority opinion).

A further frontier for web experimentalists will be cross-national research. Today,
experimental work in political science is typically reliant on American stimuli and American
subjects. The present lack of cross-national variation in the subject pool makes it impossible to
contextualize American findings,*" and also means that the researcher is unable to rule out a
family of alternative explanations for any observed treatment effects having to do with subtle
interactions between culture and treatment (see Juster et al. 2001). Happily, the rapidity with
which public access to the web has diffused on a global basis now makes it possible to launch
online experiments on a cross-national basis. Fully operational online opt-in research panels are
already available in many European nations including Belgium, Britain, Denmark, Finland,
Germany, the Netherlands, Norway, and Sweden. Efforts to establish and support infrastructure
for administering and archiving cross-national laboratory experiments are underway at several
universities including the Nuffield Centre for Experimental Social Sciences and the Zurich
Program in the Foundations of Human Behavior.*" I suspect that by 2015, it will be possible to
deliver online experiments to national samples in most industrialized nations. Of course, given
the importance of economic development to web access, cross-national experiments
administered online -- at least in the near term -- will be limited to the “most similar systems”
design.

In closing, it is clear that information technology has removed the traditional barriers to

experimentation in political science, including the need for lab space, convenient access to
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diverse subject pools, and skepticism over the generalizability of findings. The web makes it
possible to administer realistic experimental designs on a world-wide scale with a relatively
modest budget. Given the advantages of online experiments, I expect a bright future for

laboratory experiments in political science.
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Figure 6-1. Race of Suspect Manipulation
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Figure 6-2. The Facial Similarity Manipulation

subject “John Kerry" 60:40 Blend

' An important impetus to the development of political psychology was provided by the Psychology and Politics
Program at Yale University. Developed by Robert Lane, the program provided formal training in psychology to
political science graduate students and also hosted postdoctoral fellows interested in pursuing interdisciplinary
research. Later directors of this training program included John McConahay and Donald Kinder.

" Scholars who played important editorial roles at ESP included Marilyn Dantico (who took over as coeditor of the
journal when Scioli moved to NSF), Richard Brody, Gerald Wright, Heinz Eulau, James Stimson, Steven Brown and
Norman Luttbeg.

" The social psychology laboratories included rooms with transparent mirrors and advanced video and sound editing
systems.

¥ The extent of the Stony Brook political science department’s commitment to interdisciplinary research was
apparent in the department’s hiring of several newly-minted social psychologists. The psychologists recruited out of
graduate school -- none of whom fully understood, at least during their job interview, why a political science
department would see fit to hire them -- included John Herrstein, George Quattrone, Kathleen McGraw and Victor
Otatti. Of course, the psychologists were subjected to intense questioning by the political science faculty over the
relevance and generalizability of their research. In one particularly memorable encounter, following a job talk on the
beneficial impact of physical arousal on information processing and judgment, an expert on voting behavior asked
the candidate whether he would suggest requiring voters to exercise prior to voting.
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¥ In a meta-analysis of political advertising research, Lau et al. concluded that experimental studies were not more
likely to elicit evidence of significant effects (Lau et al. 1999). The meta-analysis, however, combines experiments
that utilize a variety of designs most of which fail to isolate the negativity of advertising.

"' Of course, the use of deception in experimental research necessitates full debriefing of participants at the
conclusion of the study. Typically, participants are provided with a relatively detailed account of the experiment and
are given the opportunity to receive any papers based on the study data. In recent years, experimental procedures
have become highly regulated by university review boards in order to maximize the principle of informed consent
and to preclude any lingering effects of deception. Most informed consent forms, for instance, alert participants to
the use of deception in experimental research.

" Of course, this approach assumes a one-sided distribution of policy preferences and that the tone manipulation
would be reversed for experimental participants who actually favored off shore drilling.

" We settled on the 60:40 ratio after a pretest study indicated that this level of blending was insufficient for
participants to detect traces of themselves in the morph, but sufficient to move evaluations of the target candidate.
™ Facial similarity is necessarily confounded with familiarity — people are familiar with their own faces. There is
considerable evidence (see Zajonc 2001) that people prefer familiar to unfamiliar stimuli. An alternative
interpretation of these results, accordingly, is that participants were more inclined to support the more familiar-
looking candidate.

* In the early days of the campaign advertising research, the experimental lab included a remote control device
placed above the television set. This proved to be excessively realistic as some subjects chose to fast forward the
videotape during the ad breaks. The device was removed.

* For further discussion of the subject recruitment issue and implications for external validity, see Druckman and
Kam’s chapter in this volume.

* The fact that the Polimetrix online samples can be matched according to a set of demographic characteristics does
not imply that the samples are unbiased. All sampling modes are characterized by different forms of bias and opt-in
web panels are no exception. In the US, systematic comparisons of the Polimetrix online samples with random digit
dial (telephone) samples and face-to face interviews indicate trivial differences between the telephone and online
modes, but substantial divergences from the face-to-face mode (see Hill, Lo, Vavreck, and Zaller 2007; Malhotra
and Krosnick 2007). In general, online samples appear biased in the direction of politically engaged and attentive
voters.

*"Indeed, comparativists are fond of pointing out the inherently noncomparative and hence pre-scientific nature of
research in American politics.

*¥ A useful compilation of online experimental labs can be retrieved at
http://psych.hanover.edu/research/exponnet.html
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7. Experiments and Game Theory’s Value to Political Science

John H. Aldrich and Arthur Lupia

In recent decades, formal models have become common means of drawing important
inferences in political science. Best-practice formal models feature explicitly stated premises,
explicitly stated conclusions, and proofs that are used to support claims about focal relationships
between these premises and conclusions. When best practices are followed, transparency,
replicability, and logical coherence are the hallmarks of the formal theoretic enterprise.

Formal models have affected a broad range of scholarly debates in political science —
from individual-level inquiries about why people vote as they do, to large-scale studies of civil
wars and international negotiations. The method's contributions come when answers to
normative and substantive questions require precise understandings about the conditions under
which a given political outcome is, or is not, consistent with a set of clearly stated assumptions
about relevant perceptions, motives, feelings, and contexts. Indeed, many formal modelers use
mathematics to sort intricate and detailed statements about political cause and effect by the
extent to which they can be reconciled logically with basic premises about the people and places
involved.

While formal models in political science have been influential, they have also been
controversial. Although no one contends that explicitly stated assumptions or attention to logical
consistency are anything other than good components of scientific practice, controversy often
comes from the content of formal models themselves. Many formal models contain descriptions
of political perceptions, opinions, and behaviors that are unrealistic. Some scholars, therefore,

conclude that formal models, generally considered, are of little value to political science. Yet, if
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we can offer a set of premises that constitutes a suitable analogy for what key political actors
want, know, and believe, then we can use formal models to clarify conditions under which these
actors will, and will not, take particular actions.

In what follows, we address two questions that are particularly relevant to debates about
formal models’ substantive relevance. We will present each question in turn and, in so doing,
explain how experiments affect the value of formal modeling to political science.

One question is, “Will people who are in the situations you describe in your model act as
you predict?” This question is about the internal validity of a model. Experiments permit the
creation of a specialized setting in which a model’s premises can be emulated, with the test being
whether the experiment’s subjects behave as the model predicts (akin to physicists studying the
action of falling objects in a laboratory-created vacuum, thus as free from air resistance as
possible). Lupia and McCubbins (1998), for example, devote an entire chapter of their book
(Chapter 6) to pinpointing the correspondence between the experimental settings and the models
that the experiments were designed to evaluate. Furthermore, if a modeler wants to claim that a
particular factor is a unique cause of an important behavior, he or she can design various
treatments that vary the presence of the presumably unique causal factor. If the focal behavior is
observed only when the presumed factor is present, she will have greater evidence for her claim.
Generally speaking, this way of thinking about the role of experiments in formal theoretic
political science is akin to Roth’s (1995) description of experiments as a means of “speaking to
theorists.”

A second question is, “Are your theoretical predictions representative of how people will
act in more realistic circumstances?” This question speaks to the ecological validity of models

and is akin to Roth's (1995) description of experiments as “whispering in the ears of princes.”
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Experimental designs that address these questions should incorporate elements that audiences
would see as essential to proffering a substantive explanation, but that are not necessarily
included in the model. Cross-national experiments are an example of designs that address such
concerns. As Wilson and Eckel’s chapter in this volume explains, for models whose predictions
are not culture-specific, it is important to evaluate whether experimental subjects in different
regions or countries will really play given games in identical ways. When experiments reveal
cross-cultural differences, then theorists who desire broadly-applicable conclusions can use these
findings to better integrate cultural factors into their explanations.

Indeed, a key similarity between what formal modelers and experimentalists do is that
neither simply observes the environments they wish to explain. Instead, both seek to create
settings that emulate the environments. When used in tandem, formal models can help
experimentalists determine which settings are most critical to a particular causal hypothesis and
experimenters can inform formal modelers by evaluating their theoretical predictions’
performance in relevant environs.

Given the emphasis on logical precision in formal modeling, it is also worth noting that
many model-related experiments follow practices in experimental economics, which includes
paying subjects for their participation as a means of aligning their incentives with those of
analogous actors in the formal models. As Palfrey (2007a) explains

[R]esearchers who were trained primarily as [formal] theorists — but interested in learning

whether the theories were reliable — turned to laboratory experiments to test their

theories, because they felt that adequate field data were unavailable. These experiments
had three key features. First, they required the construction of isolated (laboratory)
environments that operated under specific, tightly controlled, well-defined institutional
rules. Second, incentives were created for the participants in these environments in a way
that matched incentives that existed for the imaginary agents in theoretical models. Third,
the theoretical models to be studied had precise context-free implications about behavior

in any such environment so defined, and these predictions were quantifiable and therefore
directly testable in the laboratory (915).
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For formal modelers, these attributes of experimentation are particularly important, as a
comparative advantage of formal theoretic approaches is precision in causal language.

In the rest of this chapter, we highlight a number of ways in which experiments have
affected the value of formal modeling in political science. Because the range of such activities is
so broad, we focus our attention on a type of formal modeling called game theory. Game theory
is a way of representing interpersonal interactions. Premises pertain to specific attributes of
individual actors and the contexts in which people interact. Conclusions describe the aggregate
consequences of what these actors do, or the properties of the individuals themselves, that result
from interactions amongst the actors.

The next two substantive sections of this chapter pertain to the two main types of game
theory, respectively. Section 1 focuses on experiments in the domain of cooperative game theory.
Political scientists have used cooperative game theory to address a number of key theoretical and
normative debates about preference aggregation and properties of common decision rules. As the
first game theoretic experiments in political science tested results from cooperative game theory,
many of the standard protocols of experimental game theory were developed in this context.
Section 2 focuses on experiments in the domain of noncooperative game theory. Most game-
theoretic treatments of political science topics today use some form of noncooperative game
theory. Noncooperative game theory can clarify how actors pursue their goals when they and
those around them have the ability to perceive and adapt to important attributes of their
environment. Influential models of this kind have clarified how institutions affect individual
choices and collective outcomes, and how strategic uses of communication affect a range of

important political outcomes.
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In the conclusion, we speak briefly about how experiments may affect future
relationships between formal modeling and political science. We argue that, while the
psychological realism of many current models can be questioned, research agendas that integrate
experimental and formal modeling pursuits provide a portal for more effective interdisciplinary
work and can improve the applicability and relevance of formal models to a wide range of
important substantive questions in political science.

1. Cooperative Game Theory and Experiments

Game theory is often divided into cooperative and noncooperative game theory, and it is
true that most results can be fit into one or the other division. However, the formal definitions are
both at the extreme points on a continuum, and thus virtually the entire continuum fits in neither
category very precisely. So saying, the basic distinction is that in cooperative game theory,
coalitions may be assumed to form, whereas in noncooperative game theory, any coalitions must
be deduced from the model itself rather than assumed a priori. In the early days of game theory,
which we can mark from publication of Von Neumann and Morgenstern (1944), to
approximately the late 1970s when the Nash-Harsanyi-Selten revolution in noncooperative game
theory carried the day (and won them a Nobel prize in 1994), this now-critical distinction was
much less important. Theoretical results, for example, were not often identified as one or the
other and theorists (including Nash himself, 1997) moved back and forth across this division
easily.

This early blurring of the distinction between the two is relevant here because
experimental game theory began very early in the history of game theory and experiments would
at times include and intermingle results from cooperative and noncooperative game designs. This

is perhaps most evident in the truly vast experimental literature on prisoner’s dilemma games.
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The PD, as it is sometimes known, played an important role in game theory from the beginnin
because it was immediately evident that the very strong prediction of rational players both (or

all) defecting with or without communication being possible was simply empirically false.

g

Whether presented as a teaching device in an introductory undergraduate course or tested in the

most sophisticated experimental setting, people simply do not follow the predictions of game
theory (particularly noncooperative game theory) in this regard. Therefore, game theorists
naturally turned to experimentation to study play by actual players to seek theoretical insight

(see, for example, Rapoport and Chammah 1965 for a review of many early PD game

experiments). This case is thus very similar to the experimental work on the “centipede game,’

which will be discussed in Section 2, in that both endeavors led scholars to question key
assumptions and to develop more effective modeling approaches.
Coalition formation

As noted, game theorists conducted experiments from the earliest days of game theory

b

(see for example, Kalish et al. 1954 on which John Nash was a coauthor). A common application

was to the question of coalitions. Substantively, Riker (1962) had argued for the centrality of
coalitions for understanding politics. Theoretically, cooperative game theory was unusually
fecund, with a diverse set of n-person games and many different solution concepts whose
purposes were to characterize the set of coalitions that might form.

This set of solution concepts has three notable attributes. First, one concept, called the
core, had the normatively attractive property that outcomes within it did not stray too far from
the preferences of any single player. In other words, the core was a set of outcomes that were
preferred by majorities of voters and not easily overturned by attempts to manipulate voting

agendas. Unfortunately, such core outcomes have the annoying property of not existing for a
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very large class of political contexts. As Miller’s chapter in this volume details, the general
nonexistence of the core raises thorny normative questions about the meaning and legitimacy of
majority decision making. If there is no structure between the preferences of individuals and the
choices that majority coalitions make, then it becomes difficult to argue that preference-outcome
links (e.g., the will of the majority) legitimate majority decision making.

To address these and other normative concerns, scholars sought other solution concepts
that not only described coalitional choices in cases where the core did not exist, but also retained
some of the core's attractive properties. Second, theorists often developed these alternate
concepts by adding assumptions that did not flow from the basic concepts of game theory as it
was known at the time. It is fair to say, from a game theoretic perspective, that many of the new
assumptions needed to characterize coalition behavior were simply arbitrary. Third, many of
these new ways of characterizing coalition behaviors offered vague (as in many outcomes
predicted) or unhelpful (as in, nonexistent) conclusions. Moreover, the diverse set of solution
concepts often had overlapping predictions, making it often difficult to distinguish between them
in observational data.

So while the multiplicity of solution concepts was part of an effort to clarify important
attributes of coalition behavior, an aggregate consequence of such efforts was more confusion.
Given his interest in the topic, and his substantive claim of the centrality of coalitions to politics,
it is not surprising that the first published attempt to simulate a game theoretic context in a
laboratory setting was by William Riker (1967; Riker and Zavoina 1970). These simulations
were important for several reasons. First, they established what became a standard protocol for
conducting game theoretic experiments. Preferences were typically induced by money.

Communications between players were either controlled as carefully as possible by the
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experimenter or else were carefully and, as far as technology permitted, fully recorded.
Assumptions were built into the research design to mimic the assumptions of the solution
concept being examined. Behaviors were closely observed, with the observational emphasis
being on whether the coalitions chosen were consistent with the concept or concepts being
tested. Lessons learned were also reported in the text. For example, Riker discovered that
students learned that they could, in effect, deceive the experimenter by agreeing outside (and in
advance) of the simulation to exchange their university’s food cards as a way of reaching binding
agreements. This outcome taught the lesson that not only is the repeated use of the same subjects
potentially problematic, but also that subjects — and therefore, at least potentially, people in real
situations — will devise strategies to make binding commitments even when the situation
precludes them formally.

The proliferation of solution concepts, such as those we have described, motivated many
interesting and important extensions to the described setting. With so many overlapping
predictions, observational data were often of little help in selecting among competing accounts.
For example, where Riker developed a theory of minimal winning coalitions (1962), virtually
every other cooperative solution concept that focused on coalition formation was also consistent
with the observation of minimal winning coalitions. This overlap made it difficult to distinguish
the power of various solution concepts. Riker's research designs varied the construction of
subject preferences — preferences that one could induce with money — to distinguish competing
causal mechanisms. These distinctions, in turn, clarified which solution concepts were and were
not viable in important cases. By this careful construction, Riker could distinguish through lab

design what was very difficult to distinguish in real-world settings.
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McKelvey and Ordeshook's research also captured theorists' attention. They developed
one of the last cooperative game theoretic solution concepts, called the “competitive solution”
(McKelvey and Ordeshook 1978, 1979, 1980, 1983; McKelvey, Ordeshook, and Winer 1978;
Ordeshook 2007). They were very interested in evaluating their concept experimentally vis-a-vis
other solution concepts. Their 1979 paper reports on a series of experiments that was able to
establish predictive differences among nine solution concepts (some of which had
noncooperative game theoretic elements). In particular, they used the data to proffer statistical
estimates of likelihoods that revealed support for two of the concepts (theirs and the minimax set
of Ferejohn, Fiorina, and Packel 1980, while effectively rejecting the other seven.

McKelvey and Ordeshook ended their 1979 paper with a conclusion that would turn out
to be prescient. They write, “Finally, we cannot reject the hypothesis that [the competitive
solution] succeeds here for the same reason that [other solutions] receive support in earlier
experiments entailing transferable utility — namely that [the competitive solution’s] predictions
correspond fortuitously to some more general solution notion” (165). To see why this statement
is prescient, it is important to note that the experimental protocol was developed to allow
researchers to evaluate various solution concepts on the basis of coalition-level outcomes. The
solution concepts they evaluated, however, derived their conclusions about coalition-level
outcomes from specific assumptions regarding how players would actually bargain. McKelvey
and Ordeshook soon began to use their experimental protocol to evaluate the status of these
assumptions (i.e., the experiments allowed them to observe how subjects actually bargained with
one another). In their 1983 paper, they reported on experiments that once again produced the
results predicted by their competitive solution. However, they also observed players bargaining

in ways that appeared to violate the assumptions of the competitive solution. Such observations
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ultimately led them to abandon the competitive solution research agenda for many years
(Ordeshook 2007) and to devote their attention to other explanations of collective behavior (see
Section 2 of this chapter, and Morton and Williams’s chapter in this volume for descriptions of
that work).

This idea of using the lab setting as a way of sorting among solution concepts reached an
apogee in Fiorina and Plott (1978), in which they develop sixteen different sets of theoretical
predictions. Some are from cooperative game theory, some from noncooperative game theory.
Some focus on voting, some on agenda control. Some are not even based in rational actor
theories. The beauty of their use of the lab setting (and their own creativity) is that they are able
to design experiments that allow for competing tests between many of the pairs of theories, and
sometimes tests that uniquely discriminate one account from virtually all others. In addition to
differentiating outcomes in this way, they examined the effect of varying treatments — in
particular, whether the payoffs were relatively high or low to the players and whether there was
open exchange of communication or no communication at all among the players.

They found that when there is a core (a majority-preferred outcome that is not easily
undone by agenda manipulation), it is almost always chosen. High payoffs yielded outcomes
even closer to those predicted points than lower payoffs, and, to a much lesser extent,
communication facilitated that outcome. Comparing these outcomes to those where no core
exists allows the authors to conclude more sharply that it is indeed the existence of a core that
drives the results. On the other hand, the absence of a core also yielded an apparent structure to
the set of coalition-level outcomes rather than an apparently unpredictable set of results, as might
have been expected by some readings of McKelvey's (1976) and Schofield's (1978) theoretical

results about the unlimited range of possible outcomes of majority decision making in the
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absence of a core. Rather (as, indeed, McKelvey argued in the original 1976 article), there seems
to be structure to what coalitions do even in the absence of a core. Hence, the correspondence
between individual intentions and coalition-level outcomes in the absence of a core is not totally
chaotic or unstable, and this correspondence provides a basis for making normatively appealing
claims about the legitimacy of majority rule (see Frohlich and Oppenheimer 1992 for a broader
development of links among models, experiments, and important normative considerations).
However, these structures, while observed by Fiorina and Plott, were not the result of any theory
then established. Hence, one of the lasting contributions of the work by Fiorina and Plott, as is
true of the other work described in this section, is that it set the stage for other experiments on
political decision making, such as those discussed in the next section and by Morton and
Williams’s chapter in this volume.

2. Noncooperative Game Theory and Experiments

Noncooperative game theory is a method of formal modeling that allows researchers to
draw logically transparent conclusions about how individuals adapt and react to the anticipated
strategic moves of others. It uses the Nash Equilibrium concept, or well-known refinements of
the concept, as a criterion for identifying behavioral predictions. In recent decades,
noncooperative games using the extensive form have been formal modelers’ primary instrument
in attempting to make contributions to political science. The extensive form outlines, in order,
the decisions to be reached, actor by actor, from the opening move to the final outcome. It thus
offers a rich perspective for analyzing strategic decision making as well as the roles of beliefs
and communication in decision making. These games have informed our discipline's attempts to
clarify the relationship among political institutions, individual choices, and collective outcomes.

They have also been the means by which scholars have examined positive and normative
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implications of the strategic use of information (see Austen-Smith and Lupia 2007 for a recent
review). As the field evolves, these games increasingly serve as a portal through which
implications of substantive premises from fields such as economics and psychology can become
better understood in political contexts.

Key moments in the evolution of such understandings have been experimental
evaluations of these games. In this section, we review three examples of where the combination
of noncooperative game theoretic models and experiments has produced new insights about
important social scientific matters. The examples are: voter competence, jury decision making,
and the centipede game.

Voter Competence

A conventional wisdom about mass politics is that candidates and their handlers seek to
manipulate a gullible public and that the public makes inferior decisions as a result (see, e.g.,
Converse 1964). In recent decades, scholars have used formal models and experiments in tandem
to examine when seemingly uninformed voters do — and do not — make inferior decisions. In this
section, we will review two examples of such work. In each case, scholars use formal models to
understand whether claims about the manipulability of voters are, and are not, consistent with
clearly stated assumptions about voters' and candidates' incentives and knowledge. Experiments
then clarify the extent to which subjects will act in accordance with focal model predictions
when they are placed in decision-making environments that are similar to the ones described in
the models.

McKelvey and Ordeshook (1990) focus on a spatial voting model in which two
candidates compete for votes by taking policy positions on a unidimensional policy space. Voters

have spatial preferences, which is to say that they have an ideal point that represents the policy
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outcome they most prefer. A voter in these models obtains higher utility when the candidate
whose policy preference is closest to their ideal point is elected.

If the game were one of complete information, the outcome would be that both
candidates adopt the median voter’s ideal point as their policy preference and the median voter’s
ideal point becomes the policy outcome (Black 1948). The focal research question for McKelvey
and Ordeshook is how such outcomes change when voters know less. To address these questions,
McKelvey and Ordeshook develop a model with informed and uninformed voters. Informed
voters know the policy positions of two candidates. Uninformed voters do not, but they can
observe poll results or interest group endorsements. McKelvey and Ordeshook examine when
uninformed voters can use the polls and endorsements to cast the same votes they would have
cast if completely informed.

In the model’s equilibrium, voters make inferences about candidate locations by using
poll results to learn how informed voters are voting. Uninformed voters come to correctly infer
the candidates’ positions from insights such as “if that many voters are voting for the [rightist
candidate], he can’t be too liberal.” McKelvey and Ordeshook prove that the greater the
percentage of informed voters represented in such polls, the quicker uninformed voters come to
the correct conclusion about which candidate is closest to their interests.

McKelvey and Ordeshook evaluate key aspects of their theoretical work experimentally.
As Palfrey (2007a, caveats in brackets inserted by us) reports,

Perhaps the most striking experiment...used a single policy dimension, but candidates

had no information about voters and only a few of the voters in the experiments knew

where the candidates located. The key information transmission devices explored were
polls and interest group endorsements. In a theoretical model of information aggregation,
adapted from the rational expectations theory of markets, they proved that this

information alone [along with the assumption that voters know approximately where they
stand relative to the rest of the electorate on a left-right scale] is sufficient to reveal
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enough to voters that even uninformed voters behave optimally — i.e., as if they were
fully informed (923).

Of course, uninformed voters in the McKelvey-Ordeshook model do not cast informed
votes in all circumstances. The caveats inserted into the Palfrey quote highlight key assumptions
that contribute to the stated result. However, it is important to remember that the conventional
wisdom at the time was that uninformed voters could seldom, if ever, cast competent votes --
where competence refers to whether or not a voter casts the same vote that she would have cast if
she possessed full information about all matters in the model that are pertinent to her choice
(e.g., candidate policy positions). The breadth of conditions under which McKelvey and
Ordeshook proved that a) uninformed voters vote competently and b) election outcomes are
identical to what they would have been if all voters were informed prompted a reconsideration of
the conditions under which limited information made voters incompetent.

Lupia and McCubbins (1998) pursue these conditions further. They examine multiple
ways in which voters can be uninformed and incorporate focal insights from the psychological
study of persuasion. By using formal models and experiments, they could clarify how
conditional relationships among psychological, institutional, and other factors affect competence
and persuasion in ways that the dominant approach to studying voter competence — conventional
survey based analyses — had not.

The starting point for Lupia and McCubbins is that citizens must make decisions about
things that they cannot experience directly. For voters, the task is to choose candidates whose
future actions in office cannot be experienced in advance of the election. Relying on others for
information in such circumstances can be an efficient way to acquire knowledge. However,
many people who provide political information (e.g., campaign organizations) do so out of self-

interest, and some may have an incentive to mislead. For voters who rely on others for
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information, competence depends on whom they choose to believe. If they believe people who
provide accurate information and ignore people who do otherwise, they are more likely to be
competent.

A key move in the development of the Lupia-McCubbins model is to follow the
arguments of empirical scholars of voting behavior and public opinion who linked this question
to the social psychological study of persuasion. O'Keefe (1990) defines persuasion as “a
successful intentional effort at influencing another’s mental state through communication in a
circumstance in which the persuadee has some measure of freedom” (17). Seen in this way, the
outcomes of many political interactions hinge on who can persuade whom. Social psychologists
have generated important data on the successes and failures of persuasive attempts (see, e.g.,
McGuire 1985; Petty and Cacioppo 1986).

While psychological studies distinguish factors that can be antecedents of persuasion
from factors that cannot, they are typically formulated in a way that limits their applicability to
questions of voting behavior. The typical social psychological study of persuasion is a laboratory
experiment that examines how a single variation in a single factor corresponds to a single
attribute of persuasiveness. Such studies are designed to answer questions about the conditions
under which some attributes will be more important than others in affecting the persuasive power
of a particular presentation. In a formal model, it is possible to conduct an analysis of the
conditions under which a range of factors has differential and conditional effects on whether
persuasion occurs. Lupia and McCubbins do just that, examining the logical consequences of
mixing a range of assumptions about beliefs and incentives to generate precise conclusions about
the conditions under which a) one person can persuade another and b) persuasive attempts make

voters competent -- that is, helps them choose as they would if fully informed.
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Their models and experiments also show that any attribute causes persuasion only if it
informs a receiver’s perceptions of a speaker’s knowledge or interests. Otherwise, the attribute
cannot (and experimentally does not) affect persuasion, even if it actually affects the speaker's
choice of words. Experiments on this topic clarified how environmental, contextual, and
institutional variables (such as those that make certain kinds of statements costly for a speaker to
utter) make learning from others easier in some cases and difficult in others.

These and other subsequent experiments demonstrate that the knowledge threshold for
voting competently is lower than the normative and survey-based literatures at the time had
conjectured (see Boudreau and Lupia’s chapter in this volume for more examples of such
experiments). Instead of being required to have detailed information about the utility
consequences of all electoral alternatives, it can be sufficient for the voter to know enough to
make good choices about whom to believe. So when information about endorsers is easier to
acquire than information about policies, voters who appear to be uninformed can cast the same
votes they would have cast if they knew more. In sum, there appears to be logic to how
uninformed voters use information. Formal models have provided a basis for discovering it, and
experimentation offers one important way for testing it.

Jury Decision Making

Experiments have also clarified implications of a visible game theoretic claim about jury
decision making. Many courts require a unanimous vote of a jury in order to convict a defendant.
A common rationale for this requirement is that unanimity minimizes the probability of
convicting the innocent.

Feddersen and Pesendorfer (1998) identify an equilibrium in which unanimity produces

more false convictions than was previously believed. The logic underlying their result is as
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follows. Suppose that all jurors are motivated to reach the correct verdict. Suppose further it is
common knowledge that every juror receives a signal about a defendant’s status (i.e., courtroom
testimony and/or jury room deliberation) that is true with a known probability.

In this case, a juror is either not pivotal (i.e., her vote cannot affect the outcome) or is
pivotal (i.e., her vote does affect the outcome). Under unanimity, if at least one other juror is
voting to acquit, then a juror is not pivotal, the defendant will be found not guilty no matter how
this juror decides. Likewise, a juror is pivotal under unanimity rule only if every other juror is
voting to convict. Hence, a juror can infer that either her vote makes no difference to the
outcome or that all other jurors are voting to convict. Feddersen and Pesendorfer examine how
such reasoning affects the jurors’ assessment of the defendant’s guilt. They identify conditions in
which the weight of each juror’s conjecture about what other jurors are doing leads every juror to
vote to convict -- even if every single juror, acting solely on the basis of the signal they received,
would have voted innocent. False convictions come from such calculations and are further fueled
by jury size (as n increases, so does the informational power of the conjecture that “if I am
pivotal, then it must be the case that every other juror is voting to convict.””) Feddersen and
Pesendorfer use these results to call into question claims about unanimity’s convictions of the
innocent.

A number of scholars raised questions about whether making more realistic assumptions
about jurors could yield different results. Some scholars pursued the question experimentally.
Guernaschelli, McKelvey, and Palfrey (2000) examine student juries of different sizes (n=3 and
n=6) that were otherwise in the type of decision environment described by Feddersen and
Pesendorfer. Guernaschelli, McKelvey, and Palfrey report that where: “Feddersen and

Pesendorfer (1998) imply that large unanimous juries will convict innocent defendants with
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fairly high probability... this did not happen in our experiment” (416). In fact, and contrary to
Feddersen and Pesendorfer’s claims, this occurrence happened less frequently as jury size
increased.

Experimental results such as these imply that the frequency at which unanimity rule
convicts the innocent requires additional knowledge of how jurors think. These experiments
helped to motivate subsequent modeling that further clarified when strategic voting of the kind
identified by Feddersen and Pesendorfer cause unanimity requirements to produce false
convictions. With a model whose assumptions are built from empirical studies of juries by
Pennington and Hastie (1990, 1993) and psychological experiments on need for cognition by
Cacioppo and Petty (1982), Lupia, Levine, and Zharinova (2010) prove that it is not strategic
voting per se that generates Feddersen and Pesendorfer’s high rate of false convictions. Instead,
driving the increase in false convictions is the assumption that all jurors conjecture that all other
jurors are thinking in the same manner as they are. Lupia, Levine, and Zharinova (2010) show
that strategic voting under different, and more empirically common beliefs, can cause far fewer
false convictions. Collectively, experiments and subsequent models show that using more
realistic assumptions about jurors generate equilibria with many fewer false convictions.

More generally, we believe that the pairing of formal models and experiments can be
valuable in improving political scientists’ efforts to pursue psychological explanations of
behavior. Models can help scholars determine whether claims being made about citizen
psychology must be true given a set of clearly stated assumptions, or whether the claim is
possibly true given those foundations. These types of questions are now being asked with
increasing directness (e.g., Lupia and Menning 2009) and are serving as the foundations for

several exciting new research agendas, such as Dickson’s chapter in this volume describes.
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Contributions to Other Fields

Political scientists have also used combinations of game theory and experiments to make
contributions whose relevance extends well beyond political science. Eckel and Wilson’s
discussion of trust (chapter in this volume) and Coleman and Ostrom’s discussion of collective
action (chapter in this volume) provide prominent examples. Other such examples are
experiments by McKelvey and Palfrey (1992, 1995, 1998). Their experimental and theoretical
efforts provide a focal moment in the emergence of behavioral economics.

Behavioral economics is a movement that seeks to derive economically relevant
conclusions from premises with increased psychological realism. The evolution and gradual
acceptance in economics of a behavioral approach was motivated by an important set of
experiments. These experiments revealed systematic divergence between the predictions of
several well-known game theoretic models and the behavior of laboratory subjects in arguably
similar decision contexts.

One such model is called the centipede game. In a centipede game, two players decide
how to divide an object of value (say, ten dollars). One player can take a very unequal share of
the object for herself (say, “I get seven dollars and you get three dollars™) or the player can pass
on that opportunity. If she takes the larger share, the game ends and players are paid accordingly.
If she passes, the object doubles in value and the other player can take the larger share (say, “I
get fourteen dollars and you get six dollars). An important part of the game is that payoffs are
arranged so that a player gets slightly more from taking in the current round (seven dollars) than
they will if the other player takes in the next round (six dollars). The game continues for as long
players pass. In every subsequent round, the object continues to double in value after each pass

and players alternate in their ability to take.
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It is easy to imagine that both players could earn very high payoffs by passing for a while
to let the object grow in value. The game, however, has a unique Nash equilibrium (Rosenthal
1981) and it does not involve such behavior. Instead, it predicts that players will take at the first
opportunity. A number of scholars raised questions about the applicability of this prediction.
Two political scientists, McKelvey and Palfrey, ran experiments to address these questions. As
Palfrey (2007b) describes of their experimental efforts,

[W]e designed and conducted an experiment, not to test any particular theory (as both of

us had been accustomed to doing), but simply to find out what would happen. However,

after looking at the data, there was a problem. Everything happened! Some players
passed all the time, some grabbed the big pile at their first opportunity, and others seemed
to be unpredictable, almost random. But there were clear patterns in the average behavior,

the main pattern being that the probability of taking increased as the piles grew (426).

Their efforts to explain such behavior evolved into the development of a new equilibrium
concept, Quantal Response Equilibrium (QRE). QRE is a variant of the Nash Equilibrium
concept that allows modelers to account for a much wider set of assumptions about what players
believe about one another than did traditional concepts. As applied to the centipede game, the
concept allowed players to adjust their strategies to varying beliefs that the other players would
(or would not) play the strategies named in the game’s unique Nash equilibrium. This concept
allowed McKelvey and Palfrey to explain patterns of play in the centipede game far more
effectively than other approaches.

Both McKelvey and Palfrey’s experimental documentation of the problems with the
applicability of the centipede game’s Nash Equilibrium and their use of these results to develop
an alternate equilibrium concept now serve as models for why a more behavioral approach to
economic topics is needed and how more realistic psychological content can begin to be

incorporated.

3. Conclusion
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An important attribute of formal models is that they allow scholars to analyze, with
precision and transparency, complex conditional relationships among multiple factors. As such,
scholars can use formal models to evaluate the conditions under which various kinds of causal
relationships are logically consistent with clearly stated assumptions about actors and
institutions. The distinguishing characteristic of formal models is their ability to facilitate
constructive and precise conversations about what-is-related-to-what in domains of political
choice.

In some cases, however, scholars raise reasonable questions about whether the logic of a
particular formal model is relevant to a particular set of real-world circumstances. At such
moments, empirical demonstrations can be valuable. They can demonstrate that the model does
in fact explain relevant behaviors well, or they can show that the model requires serious revision.

In many cases, however, nature does not provide the kinds of data scholars would need to
answer such questions. Moreover, if the claims in question pertain to how certain actors would
react under a wide range of currently hypothetical circumstances, or if the controversy pertains to
whether a particular claim is true given a different set of underlying counterfactuals, then there
may be no observational approach that will provide sufficient data. In such cases, experiments
can help us evaluate the relevance and applicability of focal model attributes to important
political phenomena.

This chapter has described a few instances in which experiments played an important role
in the development and evaluation of game theoretic political science. Several chapters in this
volume review other interesting examples. Morton and Williams, for example, detail how a
number of clever experimental agendas clarify how various institutional rules affect electoral

behavior and outcomes. Coleman and Ostrom review how experiments of many different kinds
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have helped scholars from multiple disciplines better understand the prerequisites for effective
collective action.

Diermeier’s chapter in this volume highlights experimental evaluations of the Baron-
Ferejohn model of coalition bargaining. He describes how his early experiments consistently
demonstrate that the person with the ability to propose coalition agreements to other actors
consistently takes less power than the model predicts. Drawing from psychology, he argues that
other factors relevant to sustained human interaction could induce a bargainer to offer potential
partners more than the absolute minimum amounts that they would accept. His later experiments
incorporate these factors and show promise as a foundation of more effective explanations of
coalition behavior.

Wilson and Eckel’s chapter in this volume shows how experiments have clarified many
questions about the relevance and applicability of formal models of trust. They begin by
describing the Nash equilibrium of the “investment game." It is a game where players can benefit
by trusting one another to contribute some of their resources to a common pool. But the unique
Nash equilibrium of this particular game is that players will not trust one another enough to
realize these gains. They then review a series of experiments that examine many psychological
and biological factors relevant to trust in a range of cultural and institutional settings around the
world. Through these efforts, theories and experimental designs build off of one another and
what results is clarification about when we can expect trust in a set of critical social
relationships.

Collectively, these chapters reveal both the challenges inherent in using formal models and
experiments to provide substantive insight to political science, and the ways in which

experiments help formal modelers and scholars with more substantive interests communicate
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more effectively. Given the increasing number of political scientists who are interested in
experiments, we believe that the examples described in this chapter are merely the tip of the
iceberg relative to the relationship among formal models, experiments, and political science. For
as long as scholars who are knowledgeable about political contexts want models to be closer to
facts or built from premises with more psychological or sociological realism, there will be
demand for bridges between the logic of the models and the world in which we live. Experiments

are uniquely positioned to serve as the foundations of those bridges.
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8. The Logic and Design of the Survey Experiment: An Autobiography of a Methodological
Innovation

Paul M. Sniderman

First, a confession. The title promises a chapter about methods. But here, as
everywhere, my concerns are substantive, not methodological. Still, what one wants to learn and
how one ought to go about learning it are intertwined. So I propose to bring out the logic of the
survey experiment by presenting a classification of survey experiment designs. Specifically, I
will distinguish three designs: manipulative, permissive, and facilitative. The distinctions among
the three designs turn on the hypotheses being tested, not the operations performed, and, above
all, on the role of predispositions. The first design aims to get people to do what they are not
predisposed to do; the second to allow them to do what they are predisposed to do, without
encouraging them to do it; and the third to provide them with a relevant reason to do what they
already are predisposed to do. Against the background of this three-fold classification, I want to
comment briefly on some issues of causal inference and external validity, then conclude by
offering my own view on the reasons for the explosive growth in survey experiments in the study
of public opinion.

A personal story comes first, though. The modern survey experiment is the biggest
change in survey research in a half century. There is some interest in how it came about, [ am
told. So I shall begin by telling how I got the idea of computer-assisted survey experiments. I
excuse this personal note partly on the basis that the editors requested it but more importantly on

the grounds that writing it allows me to acknowledge publicly the contributions of others.
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1. The Logic of Discovery

Experiments have been part of public opinion surveys for a good many years. But they took
the form of the so-called split ballot: The questionnaire would be printed in two versions: test
questions would appear in each, identical in every respect but one. A more procrustean design is
difficult to imagine. So it is the more compelling testimony to the ingenuity of researchers that
they managed to learn a good deal all the same.’ But what they learned, though of advantage for
the applied side of public opinion research, was of less value for the academic side. Indeed, if
one wanted to be waspish, one could argue that this first generation of survey experiments did
more harm than good. By appearing to show that even trivial changes in question wording could
produce profound changes in responses, they contributed to a Zeitgeist that presumed that
citizens did not really have genuine attitudes and beliefs. And, by the sheer repetitiveness of the
split-ballot design, they reinforced in the minds of several generations of subsequent researchers
that survey experiments had to fit the straight jacket of the two -— and only two -- conditions.

Partly for those reasons, but partly also because my interest is substantive rather than
methodological, the idea that survey experiments could be a useful tool did not enter my head.
The idea came to me by a much more circuitous route. The coffee machine at the Survey
Research Center (SRC) at the University of California Berkeley was located on the second floor.
Since there was only one machine, whoever wanted coffee had to go there. One day, in 1983, a
cup of coffee was just what I wanted. The line was long and directly behind me was Merrill
Shanks. He was pumped up. So I asked him what was happening. Merrill is basketball tall; I less
so, it would be fair to say. So it must have been quite a sight, Merrill towering over me,
gesticulating with excitement, explaining that he had succeeded in writing a general purpose

computer-assisted interviewing program, and illustrating with (physical, as well as mental) gusto
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the measure of the breakthrough.” I was thrilled for my friend’s achievement, even if quite
uninterested in the achievement itself. Computer-assisted interviewing passed right through —
and out of -— my mind.

A year later, we took our children to spend a year in Toronto, living in my in-laws’ house, so
that they would know their grandparents, and their grandparents would know them, not as
children parachuted in from California for a brief stay, with their grandmother placing vats of
candy by their bedsides, but as a family living together. It seemed like a good idea and once
again I learned the danger of good ideas. Our children were heart-broken at returning to
California. That was the downside.

There was also an upside. Living with one’s in-laws, however welcoming they are, is an out-
of-equilibrium experience. I mention this only because it says something about the social
psychology of discovery. I do not believe I would have had the break-through idea about
computer-assisted survey experiments but for the sharp and long break with the everyday
routine. Among other things, it allowed the past to catch up with the present.

As a child, I went to a progressive summer camp. After a day of games on land and water, we
would be treated to a late afternoon lecture in the rec hall on issues of social importance.
Discrimination and prejudice are quite different things, that was one of the lessons we were
taught. Prejudice is how they feel about us (that is, Jews). Discrimination is how they treat us.
Prejudice is a bad thing. But how they feel about us is nowhere near as important as how they
treat us. Covenants against Jews buying property in ‘protected’ areas, bans on membership in
clubs, quotas on university admission were the norm then.™ That was then and now is now. But

between then and now, the memory of the lecture on the difference between prejudice and

discrimination would regularly recur, and I would just as regularly be struck by the frustrating
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irony that I had enlisted in a vocation, survey research, that could study prejudice (attitudes) but
could not study discrimination (action). That persisting frustration was why the idea that struck
me on my walk struck me with such force, I believe.

Here was the idea. The first computer-assisted interviewing program was purpose-built
for question sequencing. Depending on the answer that a respondent gave to the first question in
a series, the interviewer’s screen would automatically light up with the next question that it
would be appropriate to ask; in turn, depending on the answer that he gave to the second
question, the screen would light up with the next question that it would be appropriate to ask; and
so on. The depth of Shanks’ achievement, though, was that he had transformed the opinion
questionnaire into a computer program, which could be put to many uses. His was question
sequencing; mine was randomized experiments.

I saw that, with one change, inserting a random operator to read a computer clock,
computer-assisted interviewing could provide a platform for randomized experiments.
Depending on the value of the random operator, questions could be programmed to appear on an
interviewer’s monitor, varying their wording, formatting, and order. The procedure would be
effortless for the interviewer. She need only ask the form of the question that appeared on her
monitor. And it would be invisible to the respondent. The fact that there were multiple versions
of the question, randomly administered, would be invisible to the interviewees, since they would
be asked only one.”

Voila! There was the — broad -- answer to the summer camp lecture on the distinction
between prejudice and discrimination. Ask a randomly selected set of respondents: How much
help should the government give a white American who has lost his job in finding another? Ask

the others exactly the same question except that it is a black American who has been laid off. If
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more white Americans back a claim to government assistance if the beneficiary is white than
black, we are capturing not merely how they feel about black Americans but how they treat
them.

That was the idea. I remember the street that I was on, the house that I was looking at,
when I had it. And absolutely nothing would have come of it but for Tom Piazza. Tom and I had
seen each other around the halls of the SRC for years, but the main thing we knew about each
other is that we shared an interest in the analysis of racial attitudes (see Apostle et al.
1983).Blanche DuBois relied on the kindness of strangers. I have relied on their creativity and
character. Tom was the one who made computer-assisted randomized experiments work. Every
study that I have done since, we have done together, whether his name has appeared on the
project or not.

Childhood memories, disruption of routines, social science as a collaborative enterprise,
technology as door-opening, research centers as institutionalized sources of ecological
serendipity -— those are the themes of the first part of my story of the logic of discovery. The
theme of the second part of my story is a variation on Robert Merton’s classic characterization of
the communist -— his word, not mine -- character of science.”

We (Tom and I) had a monopoly position. Rather than take advantage of Merrill’s
breakthrough, the Institute for Social Research (ISR) at the University of Michigan and the
National Opinion Research Center (NORC) at the University of Chicago attempted -— for years -
- to write their own computer-assisted program. Bad decision for them. They failed. An ideal
outcome for us, you might think. Only studies done through the Berkeley SRC could exploit the
flexibility of computer-assisted interviewing in the design of randomized experiments; which

meant that we would have no competition in conducting survey experiments for years into the
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future. Merton was right about the communist character of science, however. We would succeed.
But we would succeed alone. And if we succeeded alone, we would fail. If other researchers
could not play in our sandbox, they would find another sandbox to play in, and our work would
always be at the margins.

The — properly -— communist character of survey research showed up in a second way.
Public opinion surveys are expensive. So not many got a chance to do them. Then Warren Miller
effected the biggest ever structural change in the study of public opinion and elections.
Consistent with Merton’s doctrine of communism, Miller made the data of the flagship voting
studies shared scientific property. In my judgment, there cannot be enough parades in his honor.
It was quantitative analysis that shot ahead, however, not the design of surveys." The American
National Election Studies (ANES) offered opportunity for some innovation in measurement. But
its overriding obligation was to time series. Continuity of design was the primary value,
innovation in design a secondary one.

I had had my chance to come to bat in designing a study, actually two studies,"" before I
began thinking, how could other political scientists with new ideas get their chance to swing at
the ball? The first article that we succeeded in publishing using randomized experiments gave me
the idea. The article was built on the analysis of two experiments. But each of the experiments
was only a question, admittedly a question that came in many forms, but at the end of the day
only one question; which is to say, it took only about 30 seconds to administer. It then came to
me that an interview of standard length could be used as a platform for multiple investigators,
with each having time for 2 to 4 experiments, each having access to a common pool of right-
hand side variables. Each would be a principal investigator. If their experiments were a success,

they would be a success. If not, at least they had a chance to swing at the ball.
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This idea of a shared platform for independent studies was the second best design idea
that [ have had. It made it possible for investigators, in the early stages of their careers, to do
original survey research without having to raise the money."" But how to identify who should
have the chance? A large part of the motivation is that very few had had an opportunity to
distinguish themselves through the design of original studies. My solution: I shamelessly
solicited invitations to give talks at any university that would have me, in order to identify a pool
of possible participants; I then invited them to write a proposal, on the understanding that their
idea was theirs alone but the responsibility for making the case to the National Science
Foundation was mine. My sales pitch: we’ll do thirteen studies for the price of one. That was the
birth of the Multi-Investigator Project. It is Karen Garret, who directed the Multi-Investigators,
who deserves all the credit for making them a success.

I have one more personal note to add. The Multi-Investigator ran two waves. The day that
I received the grant from NSF for the second wave, | made a decision. I should give up the
Multi-Investigator. Gatekeepers should be changed, I had always believed, and that applied to
me, too. Diana Mutz and Arthur Lupia were the obvious choices. As the heads of Time-Sharing
Experiments in the Social Sciences (TESS), they transformed the Multi-Investigator. To get
some order of the magnitude of the difference between the two platforms, think of the Multi-
Investigator as a stage coach and TESS as a Mercedes Benz truck. Add the support of the
National Science Foundation, particularly through the Political Science Program, the creativity
of researchers, the radical lowering of costs to entry through cooperative election studies, and
survey experiments have become a standard tool in the study of public opinion and voting
surveys. There is not a medal big enough to award Lupia and Mutz that would do justice to their

achievements.
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What is good fortune? Seeing an idea of yours travel the full arc, from being viewed at
the outset as ridiculous to becoming in the end common place.™ And my sense of the idea has
itself traveled an arc. Gradually, I came to view it is a tool to do another.

2. A Design Classification

To bring out the explanatory roles of survey experiments in the study of public opinion, I
shall distinguish among three design templates for survey designs: manipulative, permissive, and
facilitative.™
Manipulative Designs

Standardly, the distinction between observational and experimental designs parallels the
distinction between those that are representing and intervening (Hacking 1983). Interventions or
manipulations are the natural way to think of the treatment condition in an experiment. How does
one test a vaccine?™ By intervening on a random basis, administering a vaccine to some patients
and a placebo to others, and noting the difference in outcome between the two. Moreover, the
equation of intervention and manipulation seemed all the more natural against the background
understanding of public opinion a generation ago. Knowing and caring little about politics, the
average citizen arranged her opinions higgledy-piggledy (the lack of constraint problem), even
supposing that she had formed some in the first place (the nonattitudes problem), the reductio of
this conception of public opinion being the claim that “most” people lacked attitudes on “most”

5Xil

issues, preferring instead “to make it up as they go along.””™ What, then, was the role of survey
experiments? To demonstrate how easily one could get respondents to do what they were not
predisposed to do.

The first generation of “framing” experiments are a poster child example of a manipulative

design (e.g., Zaller 1992; Nelson and Kinder 1996). In one condition, a policy was framed in a
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way to evoke a positive response; in the other, the same policy was framed in a way to evoke a
negative response. And, would you believe, the policy enjoyed more support in the positive
framing condition and evoked more opposition in the negative one. The substantive conclusion
that was drawn was that the public was a marionette, its strings could be pulled for or against a
policy by controlling the frame. But this is to tell a story about politics with the politics left out.
The parties and candidates battle over how policies should be framed just as they battle over the
positions that citizens should take on them." So Theriault and I carried out a pair of experiments
replicating the positive and negative conditions of the first generation of framing experiments,
but adding a third condition in which both frames were presented, and a fourth in which neither
appeared (Sniderman and Theriault 2004). The first two conditions replicated the findings of the
first generation of framing experiments. But the third led to a quite different conclusion.
Confronted with both frames in the experiment (as they typically would be in real life, if not
simultaneously, then in close succession), rather than being confused and thrown off the tracks,
respondents are better able to pick the policy alternative closest to their general view of the
matter. Druckman has pried this small opening into a seminal series of studies on framing (e.g.,
Druckman 2001a, b, ¢; Druckman 2004; Chong and Druckman 2007a, b; Druckman et al. 2010).
In the areas in which I have research expertise, I am hard pressed to think of another who has,
step by step, progressively deepened our understanding of a focal problem.

Survey experiments employing a manipulative design can be of value. But my own approach
to the logic and, therefore, the design of survey experiments, travels in the opposite direction. To
overstate, my premise is that you can get people to do in a survey experiment mainly what they
already are willing to do — which is fortunate, since this what we want to learn after all. This

premise is the rationale for the next two designs: permissive and facilitative.
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Permissive Designs

A manipulative design aims to get respondents to do what they are not predisposed to do. In
contrast, a permissive design aims to allow respondents to do what they are predisposed to do
without encouraging them to do it. The strategy is to remove, rather than apply, pressure to favor
one response alternative over another. Think of this as experimental design in the service of
unobtrusive measurement (Webb et al. 1996).

A showpiece example of a permissive design in survey experiments is the List Experiment.'*
The measurement problem is this: Can one create a set of circumstances, in which a person being
interviewed can express a potentially objectionable sentiment without the interviewer being
aware that she has expressed it?"> Kuklinski’s creative insight: to devise a question format that
leads respondents to infer, correctly, that the interviewer cannot tell which responses they have
made, but the data analyst can determine ex post the proportion of them making a particular
response. To give a hyper-simplified description of the procedure, in the baseline condition, the
interviewer begins by saying: “I am going to read you a list of some things that make some

people angry. I want you to tell me how many make you angry. Don’t tell me which items make

you angry. Just how many.” The interviewer then reads a list of, say, four items. In the test

condition, everything is exactly the same, except that the list now has one more item, say,
affirmative action for blacks. To determine the proportion of respondents angry over affirmative
action, it is necessary only to subtract the mean angry responses in the baseline condition from
the mean angry responses in the test condition, then multiply by 100. Characteristics of
respondents that increase (or decrease) the hit rate can be identified iteratively.

This type of design I baptize permissive because it allows respondents to make a response

without encouraging, or inducing, or exerting pressure on them to do so. So it is with the List
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Experiment. Why do some respondents respond with a higher number in the treatment condition
than in the baseline condition? Because they were predisposed to do so. They are they are angry
over affirmative action, and found themselves with the opportunity to express their anger,
believing (correctly) that the interviewer had no way to know that they had done so, without
realizing that a data analyst could deduce the proportion expressing anger ex post.

How should we conceive of the logic of a permissive design like the List Experiment?
Baseline and test conditions were the words I used to refer to the two conditions in our hyper-
simplified example of the List Experiment.'® The baseline condition corresponds to the natural
understanding of the control condition. But in what sense is the “test” condition a “treatment”
condition? It entails exposure to a stimulus — affirmative action. Affirmative action is a
provocative stimulus, one could argue. But to make this argument would be to miss the point. If
a person is indifferent to affirmative action, or sympathetic to it, or simply ignorant of it, the
mere mention of affirmative action will not evoke an angry response. To evoke an angry
response, it is necessary that he already is angry about it.

A second example of a permissive design comes from a celebrated series of studies on
risk aversion by Tversky and Kahneman. They have demonstrated that people have strikingly
different preferences on two logically equivalent choices, depending on whether the choice is
framed in terms of gains or losses. Their Asian Flu Experiment is a paradigmatic example.
People are far more likely to favor exactly the same course of action if the choice alternatives are
posed in terms of lives saved as opposed to lives lost. This result, labeled risk aversion, is highly
robust. With an ingenious design, Druckman carried out an experiment that had two arms: one
matched the Kahneman-Tversky design, the other added credible advice, in the form of

endorsements of a course of action by political parties (Druckman 2001a). The key finding:
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partisans take their cue from party endorsements, so much so that the gain-loss framing effect
virtually disappears. I want to make two points with this example. First, framing effects are
robustly found between choices that are logically equivalent, depending on whether the choices
are framed in terms of gains or losses, in the absence of other information to exploit. Second, the
observed effect is not a function of an experimental intervention in the form of an application of
pressure on a respondent to respond in a particular direction. It is instead a matter of allowing
people to respond as they are predisposed to respond without encouraging them to do so.
Facilitative Designs

The third type of design for survey experiments I shall christen facilitative. Permissive
designs aim to allow respondents to do what they are predisposed to do without encouraging
them to do it. Manipulative designs aim to get people to do what they are not predisposed to do.
Like permissive designs but unlike manipulative ones, facilitative designs do not involve the use
of coercive or impelling force. Unlike permissive designs, facilitative designs involve a
directional force. Unlike manipulative designs, facilitative ones involve a directional force, in the
form of a relevant reason to do what people already are predisposed to do.

This notion of a relevant reason is a tip-off to a primary use of survey experiments for the
study of public opinion, I have become persuaded. Let me illustrate what I mean by the notion of
a relevant reason with an experiment designed by Laura Stoker (Stoker 1998). The aim of this
experiment is to determine the connection between support for a policy and the justification
provided for it. Stoker picks affirmative action in its most provocative form — mandatory job
quotas.

This in-your-face formulation policy frame should trigger the emotional logic that

Converse (1964) argued underlies ‘reasoning’ about racial policies in general. How one feels
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about blacks, he hypothesized, is the key to understanding why whites tend to line up on one or
the other side of racial policies across the board. Feel negatively about blacks, and you will
oppose policies to help them; feel positively, and you will support them. Stoker’s experiment
opens a new door on policy reasoning, though. It investigates the persuasive weight of two
different reasons for mandatory quotas. Stoker’s results show that one reason, the
underrepresentation of blacks, counts as no reason at all — that is, there is no difference between
deploying it as a justification and not deploying a justification at all. In contrast, the other reason,
a finding of discrimination, counts as a relevant reason indeed — that is, it markedly increases
support for affirmative action even framed in its most provocative form. Stoker’s discovery is
not the common sense idea that policy justifications can make a difference. It is rather the
differentiation of justifications that makes a difference. There is a world of difference between
declaiming that fairness matters and specifying what counts as fairness.

As a second example of facilitation, consider the counter-argument technique. The
counter-argument technique was introduced in Sniderman and Piazza 1993 and explored further
in Sniderman et al. 1996. Gibson has made it a central technique in the survey researchers’
toolkit, deploying it in a remarkably ambitious series of survey settings.'” The first generation of
counter-arguments only comprises quasi-experiment, however. The counter-argument presented
to reconsider support for a policy is (naturally enough) different from the one presented to
reconsider opposition to it. Hence the relevance of the second generation of the counter-
argument experiments (Jackman and Sniderman 2006). Respondents take a position on an issue,
then are presented with a reason to reconsider. What should count as a reason to reconsider, one
may reasonably ask, and what more exactly are people doing when they are reconsidering their

initial position? Two content-laden counter-arguments are administered. One presents a
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substantive reason for respondents who have supported more government help to renounce this
position, while the other provides a substantive reason for respondents who have opposed it to
renounce their position (Jackman, Simon, and Sniderman 2006). In addition, a content-free
counter-argument — that is, an objection to the position that respondents have taken that has the
form of an argument but not the specific substantive content of one'® — also is administered.
Thus, one half of the respondents initially supporting the policy get a content-laden counter-
argument, one half a content-free one. Ditto for respondents initially opposing the policy.

There are two points I would make. The first is that respondents at all levels of political
sophistication discriminate between a genuine reason (that is, an argument that provides a
substantive argument to reconsider) and a pseudo reason (that is, an argument that merely points
to the uncertainty of taking any position). Twice as many report changing their minds in response
to a content-laden, rather than a content-free, counter-argument. There is, in short, a difference
between getting an argument and getting argued with. The second point is that the bulk of those
changing in the face of a content-laden counter-argument had taken a position at odds with their
general view of the matter. What work, then, was the content-laden counter-argument doing?
Most who change their initial position in response to a content-laden counter-argument had good
reason to change. The side of the issue they had initially chosen was inconsistent with their
general view of the matter.'” They were rethinking their initial position by dint of a reason that,
from their point of view, should count as a reason to reconsider their position. In reconsidering,
they were not changing their mind; they were correcting a misstep. What, then, was the
experimental intervention accomplishing? It was facilitating their reconsideration of the position
they had taken, in light of a consideration that counted as a relevant reason for reconsideration,

given their own general view of the matter.
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3. Experimental Treatments and Political Predispositions

In a pioneering analysis of the logic of survey experiments, Gaines, Kuklinski, and Quirk
(2007) bring to the foreground a neglected consideration. Respondents do not enter public
opinion interviews as blank slates. They bring with them the effects of previous experiences.
Gaines et al. refer to the enduring effects of previous experience as pre-treatment. In their view,
understanding how pre-treatments condition experimental responses is a precondition of
understanding the logic of survey experiments. This is a dead-on-target insight. In my view, it is
an understatement. The purpose of survey experiments in the study of public opinion is precisely
to understand pre-treatment — or, as I think of it, previous conditioning
The Null Hypothesis

What is the null hypothesis in a survey experiment? It sounds odd to ask this, I acknowledge.
Textbooks drill into us a uniform understanding of the null: the absence of a difference between
responses in the treatment and control conditions. From which it follows that the purpose of an
experimental treatment is to produce a difference in the treatment condition; and if it fails to do
this, the experiment has failed. So it is commonly — and wrongly -- supposed.*’

To bring out the logic of the problem, I enlist the SAT Experiment (Sniderman and Piazza
2002). African Americans have their own culture, it is claimed (Dawson 2001). There is a
positive sense in which this claim may be true. But there is negative sense in which it is false.
The values of the American culture are as much the values of African Americans as of white
Americans.”!

To test this hypothesis of shared values, respondents, all of whom are black, are told of two
young men, one black and the other white. Only one of the two can be admitted. The young

white man’s college entrance exam score is always 80; the young black man’s exam score is
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(randomly) 55, 60, 65, 70, and 75.?2 Respondents are asked which of the two young men should
be admitted, if the college can admit only one.

Our hypothesis was that African Americans share the core values of the common culture. So
far as they do, they should choose the young white man, since he always has the higher exam
score. On the other hand, it surely is a reasonable expectation that African Americans will take
account the continuing burden of discrimination. The question then is, how small does the
difference in scores between the two young men need to be in order to be regarded as negligible
for African Americans to give the nod to the black candidate on other grounds — for example, the
fact that they have to overcome obstacles that whites do not. We worked to establish feet-in-
cement expectations, recruiting a sample of experts to pick the point at which a majority of
African Americans would favor the black candidate. Seventy-five percent of our experts picked a
difference of just ten points to be so small as to wave away against the historic and continuing
injustices done to blacks. And 100 percent of them predicted that a difference of only five points
would be judged as insignificant. In fact, even when the difference in scores is smallest, the
overwhelming number of African Americans picked the white candidate.*

The hypothesis is that African Americans share the core values of the American culture. If
true, they should overwhelmingly favor the candidate with the higher exam score -- even though
that always means favoring a white candidate over a black candidate. The null hypothesis, then,
is that responses in the treatment and the control conditions should not differ. In fact, whether the
difference between candidates’ SAT scores was large or small, they were equally likely to favor
the high scorer — even though the high scorer in the experiment always was the white student. It

is difficult for us to conceive of a more compelling demonstration of the commitment of African
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Americans to the value of achievement.** Nor, at a lower rhetorical register, to imagine a better
example of an absence of a treatment effect being evidence for a substantive hypothesis.
Interactions

God made the world additive, a simplifying assumption I recommend for theoretical self-
discipline. But like all simplifying assumptions, it oversimplifies. Consider one of the first
survey experiments that Tom Piazza and I conducted, the Laid-off Worker Experiment
(Sniderman and Piazza 1993).

The question that the Laid-off Worker Experiment was designed to investigate was whether
political conservatives discriminate against African Americans. Are they as willing to honor a
claim for government assistance made by a white American than by a black American? But
framing the question broadly obscures the real question, we reasoned. Supposing that being
black made a difference to conservatives, what is it about being black that makes a difference?
Three stigmatizing characterizations of blacks stood out: “lazy” blacks; unmarried black
mothers; young black (stereotypically aggressive) males. Accordingly, in the Laid-off Worker
Experiment, respondents are told about a person who has lost his or her job and asked how much
help the government should give them in finding another. The race of the person who has been
laid off randomly varied, naturally. But so too is the gender, age, marital-parental status, and
work history (dependable versus undependable).

And when the data were analyzed, what should pop up but the finding that political
conservatives are more, not less, likely to favor government assistance for a black worker who
has lost his or her job than a white worker. “Pop up” is not a scientific term, I recognize. But it
would be a scam to imply that we had anticipated that conservatives would go all-out for out-of-

work blacks. We had a reasonable expectation that conservatives would be harder on blacks than
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on whites. We had never expected to find that they would respond with more sympathy and more
support for a black who had lost his job than for a white who similarly found himself on the
street. Nor had anyone else. The result would discredit the whole idea of using randomized
experiments in public opinion, I feared. Days of frenzied analysis followed. On the fourth day,
Tom Piazza and I solved the puzzle. It was not blacks in general that evoked an especially
supportive response from political conservatives: it was hard-working blacks distinctively. And
why did conservatives respond to a hard-working black? Precisely because, for them, a hard-
working black was the exception. So they wanted to make an exception for them, and have the
government help them find another job. So we argued in our initial study, and so we cross-
validated in a follow-up.?’

From this experience, I draw two methodological lessons. We had designed the experiment
to test the hypothesis that conservatives racially discriminate (and would have had a blessed-on-
all-sides career had the Laid-off Worker Experiment done the job that we thought it would do.)
But the result was nothing like we had anticipated. And that is the first methodological lesson.
Surprise is a cognitive emotion. And just because the design of experiments requires a definition
of expectations, experiments can surprise in a way that observational analysis cannot.
Hypotheses precede experiments rather than the other way about: that is the reason that each is
designed they way it is and not some other. The second methodological point I would make is
that the expression “split-half” should be banished. The presumption that survey experiments can
have only two conditions has handcuffed survey experimenters. Complexity is not a value in and
of itself. To say that an experiment has the right design is to say that it is set up in the right way
to answer the question it is designed to answer. And computer-assisted surveys are a

breakthrough, in among other respects, because of the plasticity of the designs that they permit.
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Survey Experiments and Counterfactual Conditionals: Majorities and Counter-Majorities
under the Same Equilibrium Conditions

The principal business of survey experiments is to reveal what people already are
predisposed to do, I have argued. Ironically, this means that they can put us in a position to
explore possible worlds. An example of possible worlds will make clear what I have in mind.

With Ted Carmines, I investigated a hypothesis about the potential for a breakthrough in
public support for policies to assist blacks. Researchers of symbolic racism maintain that racial
prejudice has a death grip on the American mind. In their view, for the grip of racism to weaken,
nothing less than a change in the hearts and minds of white Americans was necessary. In
contrast, we thought there was a political opening. Revive the moral universalism of the civil
rights movement, we reasoned, and a winning coalition of whites and blacks could be brought
into existence.

To test this conjecture, we carried out a pair of experiments, the Regardless of Race
Experiment and the Color Blind Experiment (Sniderman and Carmines 1997).%° Both
experiments showed that support for policies that would help blacks is markedly higher if the
arguments made on their behalf were morally universalistic, rather than racially particularistic.
To be sure, conservatives are no more likely to support the policy when a universalistic appeal is
made on its behalf than when a particularistic one is. But then again, why should they? They are
being asked to support a liberal policy. Consistent with our hypothesis, moderates are markedly
more likely to support the policy in the face of a universalistic, rather than a particularistic,
appeal. Still more telling, so, too, are liberals.

This result illustrates a general point about politics and a specific one about racial politics.

The general point is this: in politics, more than one winning coalition can exist under the same
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equilibrium conditions. There is the majority that one observes, conditional on the available
political alternatives. But there are the counter-majorities that one would observe, conditional on
different alternatives or different reasons for choosing between the same alternatives. This claim
of multiple majorities under the same equilibrium conditions goes further than the standard
interpretation of Riker’s heresthetics (Riker 1996). His claim is that bringing about a new
winning coalition requires bringing a new dimension of cleavage to the fore. Thanks to
experiments opening up exploration of possible worlds, one can see how a new winning coalition
can be brought about without bringing a new dimension of cleavage to the fore.

The second point has to do with the politics of race. Many race specialists in political science
have nailed their flag to the claim that a change in the politics of race requires a change in the
core values of Americans, in order to establish a new majority on the issue of race. By contrast,
our claim was that it was not necessary first to change the hearts and minds of white Americans
in order to change the politics of race. A counter-majority ready to support a politics of race that
was morally universalistic was in existence and already in position. It would be brought to the
surface when a politician was ambitious and clever enough to mobilize it. It would go too far to
say that our analysis predicted the Obama victory.?’ It does not go too far to say that that it is the
only analysis of race and American politics that is consistent with it.

4. A Final View

The experimental method has made inroads on many fronts in political science, but why
have survey experiments met with earlier and broader acceptance? Part of the answer to this
question is straightforward. Survey experiments (and, when I say survey experiments, I include
the whole family of interviewing modes, from face-to-face to telephone to web-based) have a

lower hurdle to jump in meeting requirements of external validity. Lower does not mean low, [
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would hastily add. A second part of the answer for the explosive growth in survey experiments is
similarly straightforward. Research areas flourish in inverse proportion to barriers to entry. With
the introduction of the Multi-Investigator studies, then the enormous advance of TESS as a
platform for survey experiments, the marginal cost of conducting survey experiments
plummeted. Cooperative election studies, providing teams of investigators the time to carry out
autonomously designed studies, have become the third stage of this cost revolution.

The importance of both of these factors should not be underestimated. But a third factor
is even more important than the first two, in my opinion. When it comes to survey experiments
as a method for the study of politics, the ‘what’ that is being studied has driven the ‘how’ it is
studied, rather than the other way round. It is the power of the ideas of generations of researchers
in the study of public opinion and voting, incorporating theoretical frameworks from the social
psychological to the rational, that has provided the propulsive force in the use of survey

experiments in the study of mass politics.
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‘ Schuman and Presser (1981) is the seminal work.

"It was an exceptional achievement. ISR at Michigan and NORC in Chicago, the two heavyweight champions of
academic survey research, gave years and a treasure chest of man hours attempting to match the programming
achievement of Merrill and his colleagues, only to fail.

" My father and father-in-law were among the first Jews permitted to attend the University of Toronto Medical
School. My wife was a member of the first class of the University of Toronto Medical School in which the Jewish
Quota was lifted.

" The contrast is with the then—common practice of asking a series of items, varying the beneficiary of a policy; i.e.,
Would you favor the program if it benefited a white American?, If it benefited a black American?, etc. I am also
presuming, when I speak of the procedure being invisible to the respondent, the artful writing of an item.

¥ When referring to communism, Merton meant the principle of common ownership of scientific discoveries. We do
not have a right to the means to make scientific discoveries. But we have a right to share in them. And those who
make them have a corresponding duty to allow us to share in them. See Merton (1973).

" For an overview of how much progress was made on how many fronts, see Bartels and Brady (1993).

"' The first was the Bay Area Survey with Thomas Piazza, which led to Sniderman and Piazza (1993). The second
was The Charter of Rights Study, which led to Sniderman et al. (1996). The third was the National Race and Politics
Study (RAP), which led to, among many other publications, Sniderman and Carmines (1997) and Hurwitz and
Peffley (1998). RAP was the trial run for the Multi-Investigator, and involved eight co-principal investigators.

" One of the benefits I did not anticipate was that, even if their first try had not succeeded, they had a leg up in
writing a proposal for a full-scale study.

™ My first proposal to the National Science Foundation to do survey experiments was judged by two of the
reviewers to be farcical undertaking, one of whom took eight pages to make sure that his opinion of the project was
clear.

* The classification hinges on the aims of experiments. Since I know the hypotheses that experiments I have
designed were designed to test, I shall (over) illustrate the principles using examples of experiments that my
colleagues and I have conducted.

¥ See Freedman (2010), who offers the Salk vaccine test as a paradigm example of randomized experiment.
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*i For a detailed critique of this view of public opinion, see Sniderman (2001).

" The idea of dual frames — or, to use Chong and Druckman’s term, competitive frames (Chong and Druckman
2007a) -- came to me while watching on television a Democratic campaign ad framing an issue to its advantage,
immediately followed by a Republican ad framing the same issue to its advantage.

' Here is one of the few times when I know for certain where an idea came from. I myself was a witness at the
creation of List Experiment. During a planning session for the 1990 Race and Politics Study at the Circle 7 Ranch, 1
took Jim Kuklinski for a Jeep ride in the meadow. Suddenly, by the front gate, he stood up, exclaimed the equivalent
of “Eureka,” and outlined the design of the List Experiment. I mention this for two reasons. First, to put on record
that Kuklinski devised the List Experiment, easily the widely used survey experiment design; and second, to offer an
historical example of the creativity of multi-investigator studies: the National Race and Politics Study had nine
coprincipal investigators, and contributed more innovations than any previous study because of their power for
innovation.

' There is another possibility, and a more likely one in my view. They do not wish to say openly that affirmative
action makes them angry because doing so conflicts with their sense of themselves and their political principles; it
violates a principle or image of themselves that they value (see Sniderman and Carmines 1997).

' Again, by way of underlining the decisive difference between the straight-jacket or the split-ballot design and the
plasticity of the computer-assisted interviewing, I would underline that the actual design of List Experiments tends
to involve a number of test conditions, allowing for the comparison and contrast of, say, responses to African
Americans becoming neighbors and asking for affirmative action.

' For an especially fascinating example, see Gibson and Gouws (2003).

'8 The wording of the content-free counter-argument in this study is: “However, if one thinks of all the problems
this is going to create ...”

' Treatment and control groups were thus identically positioned. Analysis searching for asymmetrical effects
conditional on being pro or con the policy failed to detect any.

% This is a costly view. Among other things, it produces a publication bias of experiments being regarded as
succeeding when they produce differences and failing when they don’t.

2! This is an example of a descriptive as opposed to a causal hypothesis, though it should not be assigned second-
class status on this account. The former is capable of being as enlightening as the latter, and better grounded by far.
22 Their social class (in the form of their father’s occupation) also is randomly varied.

2 As a test of social desirability, we examined separately respondents interviewed by black interviewers, and they
were even more likely to hew to the value of achievement than those interviewed by white interviewers.

T am curious how many would like to bet that white Americans would show a similar measure of commitment to
the value of achievement in an equivalent situation.

> See the Helping Hand Experiment (Sniderman and Carmines 1997).

*® Designing experiments in pairs provides invaluable opportunities for replication in the same study.

" We had in mind an ambitious and gifted politician like President Clinton but alas, Monica Lewinsky prevented a
test of our hypothesis. It never entered our heads that the country had so progressed that an African American could
do so.
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9. Field Experiments in Political Science

Alan S. Gerber '

After a period of near total absence in political science, field experimentation is now a
common research design. In this essay, I discuss some of the reasons for the increasing use of
field experiments. Several chapters in this volume provide comprehensive introductions to
specific experimental techniques and detailed reviews of the now extensive field experimental
literatures in a variety of areas. This chapter will not duplicate these contributions, but instead
provide background, arguments, opinions, and speculations. I begin by defining field
experiments in Section 1. In Section 2, I discuss the intellectual context for the emergence of
field experimentation in political science, beginning with the recent revival of field
experimentation in studies of voter turnout. In Section 3, I discuss how field experiments address
many of the common methodological deficiencies identified in earlier observational research on
this topic. Section 4 reviews the range of applications of field experimentation. In Section 5, I
answer several frequently asked questions about the limitations and weaknesses of field
experimentation. In Section 6, I briefly discuss some issues that field experimentation faces as it
continues to develop into one of the common methodological approaches in political science.
This includes a discussion of the external validity of field experimental results and consideration
of how difficulties related to replication and bias in experimental reporting might affect the
development of field experiment literatures.

1. Definition
In social science experiments, units of observation are randomly assigned to groups and

treatment effects are measured by comparing outcomes across groups." Random assignment
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permits unbiased comparisons because randomization produces groups that, prior to the
experimental intervention, differ with respect to both observable and unobservable attributes
only due to chance. Field experiments seek to combine the internal validity of randomized
experiments with increased external validity, or generalizability, gained through conducting the
experiment in real-world settings. Field experiments aim to reproduce the environment in which
the phenomenon of interest naturally occurs and thereby enhance the external validity of the
experiment.

Experiments have many dimensions, including the type of subjects, the experimental
environment, the treatments, the outcome measurements, and subject awareness of the
experiment. The degree to which each of these dimensions parallels the real-world phenomenon
of interest may vary, leading to a blurring of the distinction between what is and is not a field
experiment. The economists Harrison and List propose a system for classifying studies according
to their varying degrees of naturalism (Harrison and List 2004). According to their taxonomy, the
least naturalistic experimental study is the conventional lab experiment. This type of study is the
familiar laboratory experiment that involves an abstract task, such as playing a standard game
(e.g., prisoner’s dilemma, dictator game, etc.) and employs the typical student subject pool. The
artefactual field experiment is a conventional laboratory experiment with a nonstandard subject
pool. Examples of this work include Habyarimana and colleagues, who (among other things)
investigate ethnic cooperation through an exploration of the degree of altruism displayed in
dictator games. This study, which was conducted in Africa, drew its subjects from various ethnic
groups in Kampala, Uganda (Habyarimana et al. 2007). The framed field experiment is the same
as the artefactual field experiment, except the task is more naturalistic. An example is Chin,

Bond, and Geva’s study of the effect of money on access to members of Congress through an
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experiment in which congressional staffers make scheduling decisions after being told whether
or not the meeting is sought by a Political Action Committee (PAC) representative or a
constituent (Chin, Bond, and Geva 2000). The natural field experiment, which is the design
commonly referred to in political science as a “field experiment,” is the same as the framed field
experiment except it involves subjects who naturally undertake the task of interest, in the natural
environment for the task, and who are unaware they are participating in an experiment. Research
in which political campaigns randomly assign households to receive different campaign mailings
to test the effect of alternative communications on voter turnout is one example of a natural field
experiment.

This chapter focuses on natural field experiments. Although the degree of naturalism in
field experiments is the distinctive strength of the method, it is important to keep in mind that the
goal of most experimental interventions is to estimate a causal effect, not to achieve realism. It
might appear from the classification system that the movement from conventional lab experiment
to natural field experiment is similar to “the ascent of man,” but that would be incorrect. The
importance of naturalism along the various dimensions of the experimental design will depend
on the research objectives and whether there is concern about the assumptions required for
generalization. Consider the issue of experimental subjects. If the researcher aims to capture
basic psychological processes that may safely be assumed to be invariant across populations,
experimental contexts, or subject awareness of the experiment, then nothing is lost by using a
conventional lab experiment. That said, understanding behavior of typical populations in natural
environments is frequently the ultimate goal of social science research and it is a considerable, if

not impossible, challenge to even recognize the full set of threats to external validity present in
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artificial contexts, let alone to adjust the measured experimental effects and uncertainty to
account for these threats (Gerber, Green, and Kaplan 2004).

2. Intellectual Context for Emergence of Field Experiments

General Intellectual Environment

The success of randomized clinical trials in medicine provided a general impetus for
exploring the application of similar methods to social science questions. The first large-scale
randomized experiment in medicine — the landmark study of the effectiveness of streptomycin in
treating tuberculosis (Medical Research Council 1948) — appeared shortly after World War Two.
In the years since, the use of randomized trials in clinical research has grown to the point
where this method now plays a central role in the evaluation of medical treatments." The
prominence of randomized trials in medicine led to widespread familiarity with the method and
appreciation of the benefits of the use of random assignment to measure the effectiveness of
interventions.

With some important exceptions, such as the negative income tax experiments of the late
1960s and 1970s, there were relatively few social science field experiments prior to the 1990s.
The increased use of field experimentation in the social sciences emerged from an intellectual
climate of growing concern about the validity of the key assumptions supporting observational
research designs and increased emphasis on research designs in which exogeneity assumptions
were more plausible. During the mid-1980s, there was increasing appreciation in the social
sciences, especially in economics, of the extreme difficulty in estimating causal effects from
standard observational data (e.g., Lalonde 1986). Particularly in the field of labor economics,
leading researchers began searching for natural experiments to overcome the difficulties posed

by unobservable factors that might bias regression estimates. The result was a surge in studies
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that investigated naturally occurring randomizations or near-randomized application of a
“treatment”. Examples of this work include Angrist’s study of the effect of serving in the
Vietnam War on earnings, where a lottery draw altered the likelihood of service (Angrist 1990),
and Angrist and Krueger’s use of birthdates and minimum age requirements for school
attendance to estimate the effect of educational attainment on wages (Angrist and Krueger 1991).
The Development of Field Experimentation in Political Science

The earliest field experiments in political science were performed in the 1920s by Harold
Gosnell, who investigated the effect of get out the vote (GOTV) mailings in the 1924 presidential
election and 1925 Chicago mayoral election (Gosnell 1927)." In the 1950s, Eldersveld conducted
a randomized field experiment to measure the effects of mail, phone, and canvassing on voter
turnout in Ann Arbor, Michigan (Eldersveld 1956). These pioneering experiments had only a
limited effect on the trajectory of subsequent research. Field experimentation was a novelty and,
when considered at all, was dismissed as impractical or of limited application (Gerber and Green
2008). The method was almost never used; there was no field experiment published in a major
political science journal in the 1990s.

The recent revival of field experiments in political science began with a series of
experimental studies of campaign activity (Gerber and Green 2000; Green and Gerber 2004).
The renewed attention to field experimentation can be traced to persistent methodological and
substantive concerns regarding important political behavior literatures. To explore the
intellectual context for the revival of field experimentation in political science, I will briefly
review the state of the literature on campaign effects at the time of the Gerber and Green New
Haven experiment. This literature, in my view, includes some of the very best empirical political

science studies of their time. However, although the research designs used to study campaign
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spending effects and voter mobilization were often ingenious, these extensive literatures suffered
from important methodological weaknesses and conflicting findings. Many of the
methodological difficulties are successfully addressed through the use of field experimentation.

Consider first the work on the effect of campaign spending on election outcomes circa
1998, the date of the first modern voter mobilization experiment (Gerber and Green 2000). This
literature did not examine the effects of specific campaign activities, but rather the relationship
between overall Federal Election Commission (FEC) reported spending levels and candidate
vote shares.” There were three main approaches to estimating the effect of campaign spending on
candidate vote shares. In the earliest work, Jacobson and others estimated spending effects using
ordinary least squares regressions of vote shares on incumbent and challenger spending levels
(e.g., Abramowitz 1988; Jacobson 1978, 1985, 1990, 1998). This strategy assumes that spending
levels are independent of omitted variables that also affect vote share. Concern that this
assumption was incorrect was heightened by the frequently observed negative correlation
between incumbent spending and incumbent vote share. In response to this potential difficulty,
there were two main alternative strategies. First, some scholars proposed instrumental variables
for candidate spending levels (e.g., Green and Krasno 1988; Ansolabehere and Snyder 1996;
Gerber 1998)." Second, Levitt examined the performance of pairs of candidates who faced each
other more than once. The change in vote shares between the initial contest and rematch were
compared to the changes in candidate spending between the initial contest and rematch, a
strategy which serves to difference away difficult to measure district- or candidate-level
variables that might be lurking in the error term (Levitt 1994).

Unfortunately, the alternative research designs produce dramatically different results.

Table 9-1 reports, in dollar per vote terms, the cost per additional vote implied by the alternative
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approaches. The dollar figures listed are the cost of changing the vote margin by one vote. !
Table 9-1 illustrates the dramatic differences in the implications of the alternative models and
underscores how crucial modeling assumptions are in this line of research. Depending on the
research design, it is estimated to cost as much as 500 dollars or as little as 20 dollars to improve
the vote margin by a single vote (Gerber 2004). However, it is not clear which estimates are most
reliable, as each methodological approach relies on assumptions that are vulnerable to serious
critiques."™ The striking diversity of results in the campaign spending literature, and the
sensitivity of the results to statistical assumptions, suggested the potential usefulness of a fresh
approach to measuring the effect of campaign activity on voter behavior.

[Table 9-1 about here]

One feature of the campaign spending literature is that it attempts to draw conclusions
about campaign effects using overall campaign spending as the independent variable. Overall
campaign spending is an amalgamation of spending for particular purposes, and so insight into
the effectiveness of campaign spending overall can be gained by learning the effect of particular
campaign activities, such as voter mobilization efforts. This suggests the value of obtaining a
reasonable dollar per vote estimate for the cost of inducing a supporter to vote. Indeed, as the
campaign spending literature progressed, a parallel and independent literature on the effects of
campaign mobilization on voter turnout was developing. What did these observational and
experimental studies say about the effectiveness of voter mobilization efforts?

As previously mentioned, at the time of the 1998 New Haven study there was already a
small field experimental literature on the effect of campaigns on voter turnout. Table 9-2

summarizes the field experiment literature prior to the 1998 New Haven experiment. By far, the

largest previous study was Gosnell’s (1927), which measured the effect of nonpartisan mail on
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turnout in Chicago. In this pioneering research, eight thousand voters were divided by street into
treatment (GOTV mailings) and control group. Three decades later, Eldersveld conducted a
randomized intervention during a local charter reform vote to measure the effectiveness of
alternative campaign tactics. He later analyzed the effect of a drive to mobilize apathetic voters
in an Ann Arbor municipal election (Eldersveld and Dodge 1954; Eldersveld 1956). These
experiments measured the turnout effects of a variety of different modes of communications. In
the years following these studies, only a handful of scholars performed similar research. Miller,
Bositis, and Baer (1981) examined the effects of a letter sent to residents of a precinct in
Carbondale, Illinois prior to the 1980 general election. Adams and Smith (1980) conducted an
investigation of the effect of a single thirty-second persuasion call on turnout and candidate
choice in a special election for a Washington D.C. city council seat. In sum, prior to 1998, only a
few field experiments on mobilization — spread across a range of political contexts and over
many decades — had been conducted. Nevertheless, these studies formed a literature that might
be taken to support several very tentative conclusions. First, the effects of voter contacts
appeared to be extremely large. Treatment effects of twenty percentage points or more appear
common in these papers. Thus, we might conclude that voters can be mobilized quite easily, and
since mobilizing supporters is a key task, by implication even modest campaign resource
disparities will play an important role in election results. Second, there is no evidence that the
effect of contacts decreased over time — the effectiveness of mailings in the 1980s was as great as
what had been found in earlier decades.
[Table 9-2 about here]
In addition to these early field experiments, another important line of work on campaign

effects used laboratory experiments to investigate how political communications affect voter
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turnout. A leading example is Ansolabehere and Iyengar (1996), which finds that exposure to
negative campaign advertisements embedded in mock news broadcasts reduced subjects’
reported intention to vote, particularly among independent voters. As with field experiments,
these laboratory studies use random assignment to measure the causal effects of the treatments.
However, integrating the results of these important and innovative laboratory studies into
estimates of mobilization effects is challenging. Although the internal validity of such studies is
impressive, the magnitude of the laboratory effects may not provide a clear indication of the
magnitude of treatment effects in naturalistic contexts. More generally, though it is often
remarked that a laboratory experiment will reliably indicate the direction though not the
magnitude of the effect that would be observed in a natural setting, to my knowledge this has not
been demonstrated and it is not obviously correct in general or in specific cases.™ Further,
despite the efforts of the researchers to simulate a typical living room for conducting the
experiment, the natural environment differs from the laboratory environment in many obvious
and possibly important ways, including the subject’s awareness of being monitored.

In contrast to the relatively sparse experimental evidence, there is a large amount of
observational research on campaigns and voter turnout. As of 2000, the most influential work on
turnout were survey-based analyses of the causes of participation. Rosenstone and Hansen’s
book (1993) is a good example of the state of the art circa 1998 (see also Verba, Schlozman, and
Brady 1995). This careful study is an excellent resource that is consulted and cited (according to
Google Scholar, as of June 30, 2010 over 1500 times) by nearly everyone who writes about
turnout, and the style of analysis employed is still common in current research. Rosenstone and
Hansen use the American National Election Studies (ANES) to measure the effect of campaign

contacts (among other things) on various measures of participation. They assess the contribution
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of many different causes of participation in presidential and midterm years (see Tables 5.1 and
5.2 in Rosenstone and Hansen 1993) using estimates from a pooled cross-sectional analysis of
ANES survey data. The estimated effect of campaign contact on reported voter turnout is
approximately a ten percentage point boost in turnout probability.

This sizable turnout effect from campaign contact is of similar magnitude to many of the
effects measured in the field experiments from the 1920s through 1980s. The sample size used in
the Rosenstone and Hansen study is impressive, giving the estimation results the appearance of
great precision. However, there are several methodological and substantive reasons why the
findings might be viewed as unreliable. First, the results from the survey-based voter
mobilization research appear to be in tension with at least some of the aggregate campaign
spending results. If voters can be easily mobilized by a party contact, then it is difficult to
understand why a campaign would have to spend so much to gain a single vote (see Table 9-1).
Rather, modest amounts of spending should yield large returns. This tension could perhaps be
resolved if there are large differences between average and marginal returns to mobilization
expenditures or if campaign spending is highly inefficient. Nevertheless, taking the survey
evidence as well as the early field experiments on voter mobilization seriously, if a campaign
contact in a presidential year boosts turnout by ten percentage points and a large share of
partisans in the ANES report not being contacted, then it is hard to simultaneously believe both
the mobilization estimates and also the findings (summarized in Table 9-1) suggesting that
campaigns must spend many hundreds of dollars per vote.* More importantly, the survey work
on turnout effects is vulnerable to a number of methodological criticisms. The key problem in the
survey-based observational work is the possibility that those who report campaign contact are

different from those who do not report contact in ways that are not adequately captured by the
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available control variables. The Gerber and Green studies were in many ways an attempt to
address this and other possible weaknesses of the earlier work.

3. How do experiments address the problems in the prior research?

In this section, I present a framework for analyzing empirical results and apply the
framework to describe how field experiments eliminate some of the sources of bias in
observational studies. For concreteness, I will use the Rosenstone and Hansen study as a running
example. In Rosenstone and Hansen’s participation study, some respondents are contacted by
campaigns and others are not. In the language of experiments, some subjects are “treated”
(contacted) and others are “untreated” (not contacted). The key challenge in estimating the causal
treatment effect is that the analyst must somehow use the available data to construct an estimate
of a counterfactual: what outcome would have been observed for the treated subjects had they
not been treated? The idea that for each subject there is a potential outcome in the treated and the
untreated state is expressed using the notational system termed the “Rubin Causal Model”
(RCM) after Rubin (1978, 1990). To focus on the main ideas, initially ignore covariates. For
each individual 7 let Y;y be the outcome if i does not receive the treatment (in this example,
contact by the mobilization effort), and Y;; be the outcome if i receives the treatment. The
treatment effect for individual i is defined as:

(1) =Yi—Yo

The treatment effect for individual 7 is the difference between the outcomes for 7 in two
possible though mutually exclusive states of the world, one in which i receives the treatment, and
another in which 7 does not. Moving from a single individual to the average for a set of
individuals, the average treatment effect for the treated (ATT) is defined as:

(2)  ATT = E(u|T=1)= E(YulTi=1) - E(YolTi=1),
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where E stands for a group average and 7;=/ when a person is treated. In words, Y;;|T;=1 is the
post-treatment outcome among those who are actually treated, and Y;y|7;=1 is the outcome for i
that would have been observed if those who are treated had not been treated. Equation 2 suggests
why it is difficult to estimate a causal effect. Because each individual is either treated or not, for
each individual we observe either Y; or Yj,. However, to calculate (2) requires both of these
quantities for each treated individual. In a dataset the values of Y; are observed for those who are
treated, but the causal effect of the treatment cannot be measured without an estimate of what the
average Y would have been for these individuals had they not been treated. Experimental and
observational research designs employ different strategies for producing this counterfactual.
Observational data analysis forms a comparison group using those who remain untreated. This
approach generates selection bias in the event that the outcomes in the untreated state for those
who are untreated are different from the outcomes in the untreated state among those who are
treated. In other words, selection bias occurs if the differences between those who are treated and
those who are not extend beyond exposure to the treatment. Stated formally, the observational
comparison of the treated and the untreated estimates:

(3) E(YulTi=1) - E(Yy| T;=0) =

[E(Yi|Ti=1) - E(Yi|Ti=1)] + [E(Yi|T=1) - E(Yi|Ti=0)] = ATT + Selection Bias.

A comparison of the average outcomes for the treated and the untreated equals the
average treatment effect plus a selection bias term. The selection bias is due to the difference in
the outcomes in the untreated state for those treated and those untreated. This selection bias
problem is a critical issue addressed by experimental methods. Random assignment forms groups
without reference to either observed or unobserved attributes of the subjects and consequently

creates groups of individuals that are similar prior to application of the treatment. When groups
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are formed through random assignment, the group randomly labeled the control group has the
same expected outcome in the untreated state as the set of subjects designated at random to
receive the treatment. Due to the independence of the group assignment and the potential
outcomes, the randomly assigned control group can be used to measure what the outcome would
have been for the treatment group, had the treatment group remained untreated.

The critical assumption for observational work is that, controlling for covariates (whether
through regression or through matching), E(Y;|T;=1) = E(Yig|Ti=0) — i.e., apart from their
exposure to the treatment, the treated and untreated group outcomes are on average the same in
the untreated state. Subject to sampling variability, this will be true by design for groups formed
at random. In contrast, observational research uses the observables to adjust the observed
outcomes and thereby produce a proxy for the treated subject’s potential outcomes in the
untreated state. If this effort is successful, then there is no selection bias. Unfortunately, without
a clear rationale based on detailed knowledge of why some observations are selected for
treatment and others are not, this assumption is rarely convincing. Consider the case of
estimating the effect of campaign contact on voter turnout. First, there are likely to be important
omitted variables correlated with campaign contact that are not explained by the included
variables. Campaigns are strategic and commonly use voter files to plan which households to
contact. A key variable in many campaign targeting plans is the household’s history of
participation, and households that do not vote tend to be ignored. The set of control variables
available in the ANES data, or other survey datasets, does not commonly include vote history or
other variables that might be available to the campaign for its strategic planning. Second, past
turnout is highly correlated with current turnout. Therefore, E(Y;| T;=1) may be substantially

higher than E(Y;y|T;=0). Moreover, while it may be possible to make a reasonable guess at the
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direction of selection bias, analysts rarely have a clear notion of the magnitude of selection bias
in particular applications and so it is uncertain how estimates may be corrected.*"

In addition to selection bias, field experiments address a number of other common
methodological difficulties in observational work, many of these concerns related to
measurement. In field experiments, the analyst controls the treatment assignment and so there is
no error in measuring who is targeted for treatment. Although observational studies could, in
principle, also measure the treatment assignment accurately, in practice analysis is frequently
based on survey data, which relies on self reports. Again, consider the case of the voter
mobilization work. Contact is self-reported (and, for the most part, so is the outcome, voter
turnout). When there is misreporting, the collection of those individuals who report receiving the
treatment are in fact a mixture of treated and untreated individuals. By placing untreated
individuals in the treated group and treated individuals in the untreated, random misclassification
will tend to attenuate the estimated treatment effects. In the extreme case, where the survey
report of contact is unrelated to actual treatment status or individual characteristics, the
difference in outcomes for those reporting treatment and those not reporting treatment will
vanish. In contrast, systematic measurement error could lead to exaggeration of treatment effects.
In the case of survey-based voter mobilization research, there is empirical support for concern
that misreporting of treatment status leads to overestimation of treatment effects. Research has
demonstrated both large amounts of misreporting and also a positive correlation between
misreporting having been contacted and misreporting having voted (Vavreck 2007; Gerber and
Doherty 2009).

There are some further difficulties with survey-based observational research that are

addressed by field experiments. In addition to the uncertainty regarding who was assigned the
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treatment, it is sometimes unclear what the treatment was, as survey measures are sometimes not
sufficiently precise. For example, the ANES item used for campaign contact in the Rosenstone
and Hansen study asks respondents: “Did anyone from one of the political parties call you up or
come around and talk to you about the campaign?” This question ignores nonpartisan contact,
conflates very different modes of communication, grouping together face-to-face canvassing,
volunteer calls, and commercial calls (while omitting important activities such as campaign
mailings), and does not measure the frequency or timing of contact.

In addition to the biases discussed thus far, another potential source of difference between
the observational and experimental estimates is that those who are treated outside of the
experimental context may not be the same people who are treated in an experiment. If those who
are more likely to be treated in the real world (perhaps because they are likely to be targeted by
political campaigns) have especially large (or small) treatment effects, then an experiment which
studies a random sample of registered voters will underestimate (or overestimate) the ATT of
what may often be the true population of interest — those individuals who are most likely to be
treated in typical campaigns. A partial corrective for this is weighting the result to form
population proportions similar to the treated population in natural settings, though this would fail
to account for differences in treatment effects between those who are actually treated in real
world settings and those who “look” like them but are not treated.

Finally, although this discussion has focused on the advantages of randomized
experiments over observational studies, in estimating campaign effects field experimentation has
some advantages over conventional laboratory experimentation. Briefly, field experiments of
campaign communications typically study the population of registered voters (rather than a

student population or other volunteers), measure behavior in the natural context (versus a
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university laboratory or a “simulated” natural environment; also, subjects are typically unaware
of the field experiment), and typically estimate the effect of treatments on the actual turnout
(rather than on a surrogate measure such as stated vote intention or political interest).

4. The Development and Diffusion of Field experiments in Political Science

The details of the 1998 New Haven study are reported in Gerber and Green (2000). Since
the 1998 New Haven study, which assessed the mobilization effects of nonpartisan canvassing,
phone calls, and mailings, over 100 field experiments have measured the effects of political
communications on voter turnout. The number of such studies is growing quickly (more than
linearly) and dozens of researchers have conducted voter mobilization experiments. Some studies
essentially replicate the New Haven study and consider the effect of face-to-face canvassing,
phone, or mail in new political contexts, including other countries (e.g., Guan and Green 2006;
Gerber and Yamada 2008; John and Brannan 2008). Other work looks at new modes of
communication or variations on the simple programs used in New Haven, including analysis of
the effect of phone calls or contacts by communicators matched to the ethnicity of the household
(e.g., Michelson 2003), repeat phone calls (Michelson, Garcia Bedolla, and McConnell 2009),
television and radio (Panagopoulos and Green 2008; Gerber et al. 2009) and new technologies,
such as email and text messaging (Dale and Strauss 2007). Field experiments have also measured
the effect of novel approaches to mobilization, such as Election Day parties at the polling place
(Addonizio, Green, and Glaser 2007).

The results of these studies are compiled in a quadrennial review of the literature, Get out
the Vote!, the latest version of which was published in 2008 (Green and Gerber 2008). A detailed
review of the literature over the past ten years is also contained in Nickerson and Michelson’s

chapter in this volume. A meta-analysis of the results of dozens of canvassing, mail, and phone
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studies shows that the results from the initial New Haven study have held up fairly well.
Canvassing has a much larger effect than does the less personal modes of communication, such
as phone and mail. The marginal effect of brief commercial calls, such as those studied in New
Haven, and nonpartisan mailings appear to be less than one percentage point, while canvassing
boosts turnout by about seven percentage points in a typical electoral context.*™

In recent years, field experimentation has moved well beyond the measurement of voter
mobilization strategies and has now been applied to a broad array of questions. Although the first
papers were almost entirely by American politics specialists, comparative politics and
international relations scholars are now producing some of the most exciting work. Moreover,
the breadth of topics in American politics that researchers have addressed using field

experiments has grown immensely. A sense of the range of applications can be gained by

considering the topics addressed in a sampling of recent studies using field experiments:

Effect of partisanship on political attitudes: Gerber, Huber, and Washington (2010) study the
effect of mailings informing unaffiliated, registered voters of the need to affiliate with a party to
participate in the upcoming closed primary. They find that the mailings increase formal party
affiliation and, using a post-treatment survey, they find a shift in partisan identification, as well
as a shift in political attitudes.

Influence of the media on politics: Gerber, Karlan, and Bergan (2009) randomly provide
Washington Post and Washington Times newspaper subscriptions to respondents prior to a
gubernatorial election and they examine the effect of media slant on voting behavior. They find
that the newspapers increase voter participation and also shift voter preference toward the
Democratic candidate.

Effect of interpersonal influence: Nickerson (2008) analyzes the effect of a canvassing effort on
members of the household that are not directly contacted by the canvasser. He finds that spouses
and roommates of those who are contacted are also more likely to vote following the canvassing
treatment.

Effect of mass media campaigns: Gerber et al. (2009) analyze the effect of a multi-million dollar

partisan television advertising campaign. Using tracking polls to measure voter preferences each
day, they find a strong but short-lived boost in the sponsor’s vote share.
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Effect of candidate name recognition: Panagopoulos and Green (2008) measure the effect of
radio ads that boost name recognition in low salience elections. They find that ads that provide
equal time to both the incumbent’s name and challenger’s name have the effect of boosting the
(relatively unknown) challenger’s vote performance.

Effect of partisan political campaigns: Wantchekon (2003) compares broad policy versus narrow
clientelistic campaign messages in a 2001 Benin election. Gerber (2004) reports the results of a
1999 partisan campaign.

Effect of political institutions and policy outcomes and legitimacy: Olken (2010) compares the
performance of alternative institutions for the selection of a public good in Indonesia. He finds
that, although more participatory institutions do not change the set of projects approved,
participants are more satisfied with the decision-making process.

Effect of Election Day institutions on election administration: Hyde (2010) studies the effect of
election monitors on vote fraud levels.

Effect of lobbying on legislative behavior: Bergan (2009) examines the effect of a lobbying effort
on a bill in the New Hampshire legislature. An email from an interest group causes a statistically
significant increase in roll call voting for the sponsor’s measure.

Effect of constituency opinion on legislator behavior: Butler and Nickerson (2009) examine the
effect of constituency opinion on legislative voting. They find that mailing legislators polling
information about an upcoming legislative measure results in changes in the pattern of roll call
support for the measure.

Effect of voter knowledge on legislative behavior: Humphreys and Weinstein (2007) examine the
effect of legislative performance report cards on representatives’ attendance records in Uganda.
They find that showing legislators’ attendance records to constituents results in higher rates of
parliamentary attendance.

Effect of social pressure on political participation: Gerber, Green, and Larimer (2008)
investigate the effect of alternative mailings, which exert varying degrees of social pressure.
They find that a pre-election mailing listing the recipient’s own voting record and a mailing
listing the voting record of the recipient and their neighbors caused a dramatic increase in
turnout.

Media and interethnic tension/prejudice reduction: Paluck and Green (2009) conduct a field
experiment in post-genocide Rwanda. They randomly assign some communities to a condition
where they are provided with a radio program designed to encourage people to be less deferential
to authorities. The findings demonstrate that listening to the program makes listeners more
willing to express dissent.
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Mickelson and Nickerson’s chapter and Wantchekon’s chapter in this volume provide
many further examples. In addition to addressing important substantive questions, field
experiments can make methodological contributions, such as assessing the performance of
standard observational estimation methods. In this line of research data from experimental
studies are reanalyzed using observational techniques. The performance of the observational
estimation method is evaluated by comparing the estimation results from an application of the
observational method with the unbiased experimental estimates. Arceneaux, Gerber, and Green
(2006) conduct one such comparison by assessing the performance of regression and matching
estimators in measuring the effects of experimental voter mobilization phone calls. The study
compares the experimental estimates of the effect of a phone call (based on a comparison of
treatment and control group) and the estimates that would have been obtained had the
experimental dataset been analyzed using observational techniques (based on a comparison of
those whom the researchers were able to successfully contact by phone and those not contacted).
They find that exact matching and regression analysis overestimate the effectiveness of phone
calls, producing treatment effect estimates several times larger than the experimental estimates.

Reviewing all of these contributions, both substantive and methodological, a collection
that is only a part of the vast body of recent work, shows the depth and range of research in
political science using field experimentation. The earliest studies have now been replicated many
times, while new studies are branching into exciting and surprising areas. I doubt that ten years
ago anyone could have predicted the creativity of recent studies and the range of experimental
manipulations. From essentially zero studies just over a decade ago, field experimentation is now
a huge enterprise. I draw several conclusions about recent developments. First, voter

mobilization is still studied, but the research focus has shifted from simply measuring the
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effectiveness of campaign communications to broader theoretical issues such as social influence,
norm compliance, collective action, and interpersonal influence. Second, there has been a move
from studying only political behavior to the study of political institutions as well. Third, field
experimentation has spread from initial application in American politics to comparative politics
and international relations. Fourth, field experiments are now used to study both common real-
world phenomena (such as campaign television commercials or the effect of election monitors),
as well as novel interventions for which there are no observational counterparts (unusual
mailings or legislative report cards in developing countries). For these novel interventions, of
course, no observational study is possible.

5. Frequently Asked Questions

Field experiments are not a panacea and there are often substantial challenges in the
implementation, analysis, and interpretation of findings. For an informative recent discussion of
some of the limitations of field experiments, see Humphreys and Weinstein (2009), and
especially Deaton (2009); for a reply to Deaton, see Imbens (2009). Rather than compile and
evaluate a comprehensive list of potential concerns and limitations, in this section I provide a
somewhat informal account of how I address some of the questions I am frequently asked about
field experiments. The issue of the external validity of field experiments is left for the concluding
section.

Some field experiments have high levels of noncompliance due to the inability to treat all of
those assigned to the treatment group (low contact rates). Other methods, such as lab
experiments, seem to have perfect compliance. Does this mean field experiments are biased?

Given that one-sided noncompliance (i.e., the control group remains untreated, but some

of those assigned to the treatment group are not treated) is by far the most common situation in
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political science field experiments, the answer will address this case. If the researcher is willing
to make some important technical assumptions (see Angrist, Imbens, and Rubin 1996 for a
formal statement of the result) when there is failure to treat in a random experiment, a consistent
(large sample unbiased) estimate of the average treatment effect on treated can be estimated by
differencing the mean outcome for those assigned to the treatment and control group and
dividing this difference by the proportion of the treatment group that is actually treated.

The consequences of failure to treat are illustrated in Figure 9-1, which depicts the
population analogues for the quantities that are produced by an experiment with
noncompliance.*” Figure 9-1 provides some important intuitions about the properties and
limitations of the treatment effect estimate when some portion of the treatment group is not
treated. The figure depicts a population where there are three types of people (a person’s type is
not directly observable to the experimenter), each with different values of Y;(0) and Y;(1), where
Yi(X) is the potential outcome for a subject of type i when treated (X=1) or untreated (X=0).
Individuals are arrayed by group, with the X-axis marking the population proportion of each
group and the Y-axis indicating outcome levels. Panel A depicts the population when assigned to
the treatment group, and Panel B shows the population when assigned to control group.
Alternatively, the figure can be thought of as depicting the potential outcomes for a large sample
from a population, with some subjects randomly assigned to the treatment group and others to
the control group. In this case, the independence of treatment group assignment and potential
outcomes ensures that for a large sample the proportions of each type of person are the same for
the treatment and the control group, as are the Yi(X) levels.

[Figure 9-1 about here]
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Panel A shows the case where two of the three types of people are actually treated when
assigned to the treatment group and one type is not successfully treated when assigned to the
treatment group (in this example, Type 3 people are “noncompliers”). The height of each of the
three columns represents the average outcome for each of the three groups and their widths
represent the proportion of the population in that group. Consider a simple comparison of the
average outcome when an individual is assigned to the treatment group versus the control group,
a.k.a. the intent-to-treat effect (ITT). The geometric analogue to this estimate is to calculate the
difference in the total area of the shaded rectangles for the treatment and the control group.
Visually it is clear that the difference between the total area in Panel A and Panel B is the area
created by the change in Y in Panel A due to the application of the treatment to groups 1 and 2
(the striped rectangles). Algebraically, the difference between the treatment group average and
the control group average, the ITT, is equal to [Y(1)-Y1(0)] p1 + [Y2(1) — Y2(0)] p2. Dividing
this quantity by the share of the treatment group actually treated, (p; + p2), produces the average
of the treatment effect among those actually treated (ATT).™ This is also called the complier
average causal effect (CACE), highlighting the fact that the difference between the average
outcomes when the group is assigned to the treatment versus the control condition is produced by
the changing treatment status and subsequent difference in outcomes for the subset of the
population that are compliers.

As Figure 9-1 suggests, one consequence of failure to treat all of those assigned to the
treatment group is that the average treatment effect is estimated for the treated, not the entire
subject population. The average treatment effect for the entire population, the ATE, equals
[Y1(1)-Y1(0)] p1 +[Y2(1) = Y2(0)] p2+ [Y3(1) — Y3(0)] p3. As the final term in the ATE

expression is not observed, an implication of noncompliance is that the researcher is only able to
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directly estimate treatment effects for the subset of the population that one is able to treat. The
implications of measuring the ATT rather than the ATE depend on the research objectives and
whether treatment effects vary across individuals. Sometimes the treatment effect among those
who are treated is what the researcher is interested in, in which case failure to treat is a feature of
the experiment, not a bug. For example, if a campaign is interested in the returns from a
particular type of canvassing sweep through a neighborhood, the campaign wishes to know the
response of the people whom the effort will likely reach, not the hypothetical responses of people
who do not open the door to canvassers or who have moved away.

If treatment effects are homogeneous, the ATT and the ATE (the average treatment effect
for the population, compliers as well as noncompliers) are the same, regardless of the contact
rate. Demonstrating that those whom are treated in an experiment have pre-treatment observables
that differ from the overall population mean is not sufficient to show that the ATT is different
from the average population treatment effect, as what matters is the treatment effect (see
equation 1) not the covariates or the level of Y;(0). Figure 9-1 could be adjusted (by making the
size of the gap between Y;(0) and Yi(1) equal for all groups) so that all groups have different
Y;(0) but the same values of Yi(1)-Yi(0). Further, higher contact rates may be helpful at reducing
any gap between ATT and ATE. As Figure 9-1 illustrates, if the Type 3 (untreated) share of the
population approaches zero (the column narrows), the treatment effect for this type would have
to be very different from the other subjects in order to produce enough “area” for this to lead to a
large difference between the ATE and ATT. Although raising the share of the treatment group
that is successfully treated typically reduces the difference between ATE and ATT, in a
pathological case if the marginal treated individual has a more atypical treatment effect than the

average of those “easily” treated, then the gap between ATT and ATE may grow as the
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proportion treated increases. The ATE and ATT gap can be investigated empirically by
observing treatment effects under light and heavy efforts to treat. This approach parallels the
strategy of investigating the effects of survey nonresponse by using extra effort to interview and
seeing if there are differences in the lower and higher response rate samples (Pew 1998).

Although the issue of partial treatment of the target population is very conspicuous in
many field experiments, it is a common problem in laboratory experiments as well. Designs,
such as typical laboratory experiments, which put off randomization until compliance is assured,
will achieve a 100 percent treatment rate, but this does not “solve” the problem of measuring the
treatment effect for a population (ATE) versus those who are treated (ATT). The estimand for a
laboratory experiment is the ATE for the particular group of people who show up for the
experiment. Unless this is also the ATE for the broader target population as well, failure to treat
has entered at the subject recruitment stage.

A final note: nothing in this answer should be taken as asserting that a low contact rate
does not matter. Non-compliance affects the precision of the experimental estimates. Intuitively,
when there is nearly 100% failure to treat, it would be odd if meaningful experimental estimates
of the CACE could be produced, since the amount of noise produced by random differences in Y
due to sampling variability in the treatment and control groups would presumably swamp any of
the difference between to the treatment and control groups that was generated by the treatment
effect. Indeed, a low contact rate will lead to larger standard errors, and may leave the
experimenter unable to produce useful estimates of the treatment effect for the compliers.

Do field experiments all assume homogeneous treatment effects?
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No. See Figure 9-1, which depicts a population in which the compliers are divided into
two sub-populations with different treatment effects. The ITT and the ATT both estimate the
average treatment effects, which may vary across individuals.

Are field experiments ethical?

All activities, including research, raise ethical questions. It is surprising to read that
certain physics experiments currently being conducted are understood by theoreticians to have a
measurable (though very small) probability of condensing the planet Earth into a sphere 100
meters in diameter (Posner 2004). I am not aware of any field experiments in political science
that pose a remotely similar level of threat. A full treatment of the subject of research ethics is
well beyond the scope of a brief response and also not my area of expertise, but I will make
several points that I feel are sometimes neglected.

First, advocates of randomized trials in medicine turn the standard ethical questions
around and argue that those who treat patients in the absence of well-controlled studies should
reflect on the ethics of using unproven methods and not performing the experiments necessary to
determine whether the interventions they employ actually work. They argue that many
established practices and policies are often merely society-wide experiments (and, as such,
poorly designed experiments which lack a control group but somehow sidestep ethical scrutiny
and bureaucratic review). They recount the tragedies that have followed when practices were
adopted without the support of experimental evidence (Chalmers 2003). Taking this a step
further, recent work has begun to quantify the lives lost due to delays imposed by Institutional
Review Boards (IRB) (Whitney and Schneider 2010).

Second, questions are occasionally raised as to whether an experimental intervention

might change a social outcome, such as affecting an election outcome by increasing turnout.

230



Setting aside the issue of whether changing an election outcome through increased participation
or a more informed electorate (the most common mechanism for this hypothetical event, given
current political science field experiments) is problematic or praiseworthy, in the highly unlikely
event that an experiment did alter an election result, this would only occur for the small subset of
elections where the outcome would have been tied or nearly tied in the absence of the
experiment. In this case, there are countless other mundane and essentially arbitrary
contributions to the outcome with electoral consequences that are orders of magnitude larger
than the typical experimental intervention. A partial list includes: ballot order (Miller and
Krosnick 1998), place of voting (Berger, Meredith, and Wheeler 2008), the number of polling
places (Brady and McNulty 2004), use of optical scan versus punch card ballots (Ansolabehere
and Stewart 2005), droughts, floods, or recent shark attacks (Achen and Bartels 2004), rain on
election day (Knack 1994), and a win by the local football team on the weekend prior to the
election (Healy, Malhotra, and Mo 2009). That numerous trivial or even ridiculous factors might
swing an election seems at first galling, but note that these factors only matter when the
electorate is very evenly divided. In this special case, however, regardless of the election
outcome, an approximately equal number of citizens will be pleased and disappointed with the
result. As long as there is no regular bias in which side gets the benefit of chance, there may be
little reason for concern. Perhaps this is why we do not bankrupt the treasury to make sure our
elections are entirely error free.
Field experiments do not control for background activity. Does this cause bias?

Background activity affects the interpretation of the experimental results but does not
cause bias. Because treatment is randomly assigned, background conditions affect Yi(0) and

Yi(1) similarly in both the treatment and control group. Treatment effects can be estimated in the
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usual fashion. That is not to say that background conditions do not matter, as they may affect
Y(0) and Y(1), and therefore the treatment effect Y(1) — Y(0). If the treatment effect varies with
background conditions, then background factors affect the generalizability of the results; the
treatment effect that is estimated should be thought of as conditional on the background
conditions.

Are field experiments too expensive?

Field experiments tend to be expensive but there are ways to reduce the cost, sometimes
dramatically. Many recent field experiments were performed in cooperation with organizations
that are interested in evaluating a program or communications effort. Fortunately, a growing
proportion of foundations are requiring (and paying for) rigorous evaluation of the programs they
support, which should provide a steady flow of projects looking for partners to assist in
experimental evaluations.

What about treatment “spillover” effects?

Spillover effects occur when those who are treated in turn alter their behavior in a way
that affects other subjects.™ Spillover is a potentially serious issue in field experiments and the
importance of this concern will vary by case. It is also fair to note that spillover is typically not a
problem in the controlled environment of laboratory experiments, as contact among subjects can
be observed and regulated. In most cases, the presence of spillover effects in field experiments
attenuate estimated treatment effects by causing the control group to be partially treated. If the
researcher is concerned about mitigating the danger from spillover effects, reducing the density
of treatment is one option, as this will likely reduce the share of the control group affected by
spillover. Another perspective is to consider spillover effects as worth measuring in their own

right; some experiments have been designed to measure spillover (Nickerson 2008). It is
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sometimes forgotten that spillover is also an issue in observational research. In survey-based
observational studies of party contact and candidate choice, for example, only those who report
direct party contact are coded as contacted. If those who are contacted affect those who are not
contacted, this will introduce bias into the observational treatment effect estimates for party
contact, which are based on comparison of those coded treated and those coded untreated.

6. Further Issues

In this section, I sound some notes of caution regarding the development of field
experiments in political science. I first discuss the question of how to interpret the results of field
experiments. Field experiments to date have often focused on producing accurate measurement
rather than illuminating broader theoretical issues. However, in the absence of some theoretical
context, it may be difficult to judge what exactly is being measured. Second, I discuss some
difficulties with the development of literatures based on field experiments. These issues relate to
the difficulty of replication and the potential sources of bias in experimental reporting, especially
when projects are undertaken with nonacademic partners.

Unbiased estimates... of what?

Field experimentation is a measurement technique. Many researchers who use field
experiments are content to report treatment effects from an intervention and leave it at that, an
empiricism that has led some observers to dismiss field experiments as mere program
evaluations. This line of attack fails to appreciate the enormous importance of obtaining
convincing causal estimates. Throughout the history of science, new measurement technologies
(e.g., the microscope, spectography) and reliable causal estimates (controlled experiments) have
been the crucial impetus to productive theorizing. There are also practical costs to ignoring solid

empirical demonstrations because of concerns about theoretical mechanisms. To take one
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example from the history of medicine, the major attack against the prescient findings of
Semmelweis, who conducted a pioneering experiment in the 1860s demonstrating that washing
hands in a disinfectant significantly reduced death from post-partum infection, was that his
theory about how the intervention worked was flawed and incomplete (Loudon 2000). This
justified critique of Semmelweis’ theoretical arguments was taken as a license by the medical
community to ignore his accurate empirical conclusions, resulting in countless unnecessary
deaths over the next several decades.

Without gainsaying the value of measurement, what is lost if there is no clearly
articulated theoretical context? There are implications for both external and internal validity.
First, consider external validity. There is no theoretical basis for the external validity of field
experiments comparable to the statistical basis for claims of internal validity and it is often very
plausible that treatment effects might vary across contexts. The degree of uncertainty assigned
when applying a treatment effect produced in one context (place, people, time, treatment details)
to another context is typically based on reasonable conjecture. The appeals to reasonableness are,
in the absence of evidence or clear theoretical guidance, disturbingly similar to the assumptions
on which observational approaches often rest.

To be concrete, consider the case of canvassing to mobilize voters where the treatment
effect is the effect of the intervention on the subject’s turnout. In the most rudimentary
framework, the size of this effect might depend on how the intervention affects his or her beliefs
about the costs and benefits of voting in the upcoming election. Beliefs about the costs and
benefits of participation may depend in turn on, among other things, how the intervention affects
subject knowledge about or the salience of the upcoming election, expectations about the

closeness of the election, beliefs about the importance of the election, and the perceived social
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desirability of voting. The intervention’s effect on these variables might depend on the political
context, such as the political history or political norms of the place in which the experiment
occurs. Additional factors affecting the size of the treatment effect might include which subset of
the population is successfully treated and how near the subjects are to the threshold of
participation. The treatment effect estimated by a given experiment might conceivably be a
function of variables related to any and all of these considerations."

Understanding the mechanism by which the treatment is working may be critical for
accurate predictions about how the treatment will perform outside of the initial experimental
context. Consider the challenge of extrapolating the effectiveness of face-to-face canvassing.
Alternative theories have very different implications. One way this intervention may increase
participation is if contact by a canvasser increases the subject’s perception of the importance of
the election (changing the subject’s beliefs about the benefits of participation). However, a
subject’s beliefs may be less affected by canvassing in a place where canvassing is routine than
in a place where it occurs only under the most extreme political conditions. Turning to the long-
term effectiveness of canvassing, if canvassing works by causing subjects to update their
perceptions of the importance of voting, the link between canvassing and turnout effects may not
be stable. If, following an intensive canvassing effort, the election turns out to be a landslide or
the ballot has no important contests, a voter might ignore subsequent canvassing appeals as
uninformative. In a similar vein, interventions may fail upon repetition if they work in part due to
their novelty. Alternatively, if the effect of canvassing works through social reciprocity, where
the canvasser exerts effort and the subject exchanges a pledge of reciprocal effort to vote, then
the voter’s experience at the polls may not alter the effectiveness of the intervention; the estimate

of canvassing effects in today’s election might apply well to subsequent interventions. What
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matters is the voter’s perception that the canvasser has exerted effort — perhaps canvassing in a
snowstorm would be especially effective. This discussion of the effect of canvassing suggests the
value of delineating and adjudicating among the various possible mechanisms. More generally,
being more explicit about the theoretical basis for the observed result might inspire some caution
and provide guidance when generalizing findings.

Reflecting on the theoretical context can also assist in establishing the internal validity of
the experiment. For example, it might be useful to reflect on how the strategic incentives of
political actors can alter treatment effects. Continuing with the example of a canvassing
experiment, suppose some local organization is active in a place where a canvassing experiment
is (independently) being conducted. Consider how the canvassing intervention might affect the
behavior of such an independent group that expends a fixed amount of effort making calls to
people and asking them if they intend to vote. Suppose that the group operates according to the
rule: If the voter says he or she will vote, there is no further attempt to encourage them, while if
the voter says no, the group expends substantial time and effort to encourage the subject to vote.
If the canvassing treatment took place prior to the independent group’s efforts and the canvassing
was effective, this will result in a share of their limited mobilization resources being diverted
from the treatment group to the control group (who are less likely to say they plan to vote),
depressing the estimated treatment effect. Less subtle, if an experimental canvassing effort is
observed, this might alter the behavior of other campaigns. More common violations of the
requirement that treatment group assignment not affect potential outcomes may occur if a treated
subject communicates directly with other subjects. The importance of these effects may vary
with context and treatment. For example, if the treatment is highly novel, it is much more likely

that subjects will remark upon the treatment to housemates or friends.
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Finally, careful consideration of the complete set of behavioral changes that might follow
an intervention may also suggest new outcome measures. Theorizing about how the intervention
alters the incentives and capabilities of subjects may affect which outcome measures are
monitored. It is common to measure the effect of a voter mobilization intervention on voter
turnout. However, it is unclear how and whether political participation in elections is related to
other forms of political involvement. If citizens feel that they have fulfilled their civic
responsibility by voting, then voting may be a substitute for attending a Parent-Teacher
Association (PTA) meeting or contributing to the Red Cross. Alternately, the anticipation of
voting may lead to enhanced confidence in political competence and a stronger civic identity,
which may then inspire other forms of political and community involvement or information
acquisition.

Publication process: Publication bias, Proprietary research, Replication

One of the virtues of observational research is that it is based on public data. The ANES
data are well known and relatively transparent. People would notice if, for some reason, the
ANES data were not released. In contrast, experimental data are produced by the effort of
scholars, unsupervised, who then must decide whether to write up results and present the
findings to the scholarly community. These are very different situations and it is unclear what
factors affect which results are shared when sharing depends on the choices of researchers and
journal editors. The process by which experimental results are disclosed or not affects how much
one’s priors should move as a result of an experimental report. Under ideal circumstances,
updating is a mundane matter of adjusting priors using the new reported effect sizes and standard
errors. However, the uncharted path from execution of the experiment to publication adds an

additional source of uncertainty, as both the direction and magnitude of any bias incorporated
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through this process are unknown.*"" Although any given experiment is unbiased, the
experimental literature may nevertheless be biased if the literature is not a representative sample
of studies. This issue is especially vexing in the case of proprietary research. A significant
amount of experimental research on campaign effects is now being conducted by private
organizations such as campaigns, unions, or interest groups. This type of work has the potential
to be of immense benefit, as the results are of interest, the studies numerous and conducted in
varying contexts, and the cost of the research is borne by the sponsoring organization. This
benefit might be offset, however, if only a biased subset of experiments are deemed fit for public
release.

It is often suggested that the scholarly publication process may be biased in favor of
publicizing arresting results. However, anomalous reports have only a limited effect when there
is a substantial body of theory and frequent replication. The case of the “discovery” of cold
fusion illustrates how theory and replication work to correct error. When it was announced that
nuclear fusion could be achieved at relatively low temperatures using equipment not far beyond
that found in a well-equipped high school lab, some thought that this technology would be the
solution to the world’s energy problems. Physicists were quite skeptical about this claim from
the outset, because theoretical models suggested it was not very plausible. Well-established
models of how atoms interact under pressure imply that the distance between the atoms in the
cold fusion experiments would be billions of times greater than what is necessary to cause the
fusion effects claimed.

Physics theory also made another contribution to the study of cold fusion. The famous
cold fusion experiment result was that the experimental cell produced heat in excess of the heat

input to the system. Extra heat was, in fact, the bottom line measurement of greatest practical
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importance, as it suggested that cold fusion could be an energy source. Theoretical work on
fusion, however, pointed to a number of other outputs that could be used to determine if fusion
was really occurring. These included gamma rays, neutrons, and tritium. These fusion
byproducts are easier to measure than is excess heat, which requires a careful accounting of all
heat inputs and outputs to accurately calculate the net change. It was the absence of these
byproduct measurements (in both the original and replication studies), in addition to the
theoretical implausibility of the claim, that led many physicists and chemists to doubt the
experimental success from the outset. Replication studies began within twenty-four hours of the
announcement. In a relatively short period of time, the cold fusion claim was demolished.™™

Compare this experience to how a similar drama would unfold in political science field
experimentation. The correctives of strong theory and frequent replication are not available in the
case of field experimental findings. Unfortunately, field experiments tend to be expensive and
time consuming. There would likely be no theory with precise predictions to cast doubt on the
experimental result or provide easy to measure byproducts of the experimental intervention to
lend credence to the experimental claims. The lack of theoretically induced priors is a problem
for all research, but it is especially significant when replication is not easy. How long would it
take political science to refute “cold fusion” results? If the answer is “until a series of new field
experiments refute the initial finding,” then it might take many years.
7. Conclusion

After a generation in which non-experimental survey research dominated the study of
political behavior, we may now be entering the age of experimentation. There was not a single
field experiment published in a major political science journal in the 1990s, while in the past

decade scholars have published dozens of such papers. The widespread adoption of field
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experimentation is a striking development. The results accumulated to date have had a
substantial effect on what we know about politics and have altered both the methods used to
study key topics and the questions that are being asked. Further, field experimentation in political
science has moved well beyond the initial studies of voter mobilization to consider the effects of
campaign communications on candidate choice, the political effects of television, newspapers,
and radio, the effects of deliberation, tests of social psychology theories, the effects of political
institutions, and measurement of social diffusion. The full impact of the increased use of field
experiments may be difficult to measure. It is impossible to know for sure, but some of the recent
attention to causal identification in observational research in political science may have been
encouraged by the implicit contrast between the opaque and often implausible identification
assumptions used in observational research and the more straightforward identification enjoyed
by randomized interventions.

Although the past decade has seen many exciting findings and innovations, there are
important areas for growth and improvement. Perhaps most critically, field experimentation has
not provoked the healthy back and forth between theory and empirical findings that is typical in
the natural sciences. Ideally, experiments would generate robust empirical findings and then
theorists would attempt to apply or produce (initially) simple models that predict the
experimental results and, critically, make new experimentally testable predictions. For the most
part, the field experiment literature in political science has advanced by producing measurements
in new domains of inquiry rather than by addressing theoretical puzzles raised by initial results.
This may be in part due to the relatively light theorizing in most political science field
experiments to date. This is a missed opportunity for intellectual progress. However, the

responsibility for this may be shared, as the relatively slight role of theory in the evolution of the
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political science field experiment literature so far may in part reflect a lack of engagement by our

more theoretically inclined colleagues.
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Table 9-1. Approximate Cost of Adding One Vote to Candidate Vote Margin

Incumbent Challenger
Jacobson (1985) $250/vote $16/vote
Green and Krasno (1988) $20/vote $17/vote
Levitt (1994) $488/vote $146/vote
Erikson and Palfrey (2000) $61/vote $32/vote

NOTE: 2008 dollars. Calculations are based on 190,000 votes cast in a typical House district.
For House elections, this implies that a 1% boost in the incumbent’s share of the vote increases
the incumbent's vote margin by 3,800 votes. Adapted from Gerber (2004).

" This review draws on previous literature reviews I have authored or coauthored, including Gerber and Green
(2008), Davenport, Gerber, and Green (2010), Gerber (forthcoming), and Gerber (2004). The author thanks Jamie
Druckman, John Bullock, David Doherty, Conor Dowling, and Eric Oliver for helpful comments.

" The discussion in this section draws on Gerber and Green (2008).

"For a comparison of medical research and social science research, see Gerber, Doherty, and Dowling (2009).

" Gosnell assembled a collection of matched pairs of streets and selected one of the pair to get the treatment, but it is
not entirely clear that Gosnell used random assignment to decide which was to be treated. Given this ambiguity, it
might be more appropriate to use some term other than experiment to describe the Gosnell studies; perhaps
“controlled intervention.”

" There were some exceptions, e.g., Ansolabehere and Gerber (1994).

"' A closely related approach was taken by Erikson and Palfrey (2000), who use a theoretical model to deduce
conditions under which candidate spending levels could be treated as exogenous.
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Vil If a campaign activity causes a supporter who would otherwise have stayed home on Election Day to vote, this
changes the vote margin by one vote. If a campaign activity causes a voter to switch candidates, this would change
the vote margin by two votes. For further details about these calculations, see Gerber (2004).

"' The OLS estimate relies on the questionable assumption that spending levels are uncorrelated with omitted
variables. The instrumental variables approach relies on untestable assumptions about the validity of the
instruments. Levitt’s study uses a small nonrandom subset of election contests, and so there is a risk that these
elections are atypical. Further, restricting the sample to repeat elections may reduce, but not fully eliminate, the
biases due to omitted variables because changes in spending levels between the initial election and the rematch
(which is held at least two, and sometimes more years later) may be correlated with unobservable changes in
variables correlated with vote share changes.

" For instance, the natural environment will provide the subject more behavioral latitude, which might reverse the
lab findings. For example, exposure to negative campaigning might create an aversion to political engagement in a
lab context, but negative information may pique curiosity about the advertising claims which, outside the lab, could
lead to increased information search and gossiping about politics, and in turn greater interest in the campaign.

* Compounding the confusion, the results presented in the early field experimental literature may overstate the
mobilization effects. The pattern of results in those studies suggests the possibility that the effect sizes are
exaggerated due to publication-related biases. There is a strong negative relationship between estimates and sample
size, a pattern consistent with inflated reports due to file drawer problems or publication based on achieving
conventional levels of statistical significance (Gerber, Green, and Nickerson 2001).

* This section draws heavily on and extends the discussion in Gerber and Green (2008).

* Note that this uncertainty is not contained in the reported standard errors and, unlike sampling variability, it
remains undiminished as the sample size increases (Gerber, Green, and Kaplan 2004). The conventional measures of
coefficient uncertainty in observational research thereby underestimate the true level of uncertainty, especially in
cases where the sample size is large.

*For details, see appendix A, B, and C of Get Out The Vote: How to Increase Voter Turnout (Green and Gerber
2008).

* Figure 9-1 and subsequent discussion incorporates several important assumptions. Writing the potential outcomes
as a function of the individuals own treatment assignment and compliance rather than the treatment assignment and
compliance of all subjects employs the stable unit treatment value assumption (SUTVA). Depicting the potential
outcomes as independent of treatment group assignment given the actual treatment or not of the subjects employs
the exclusion restriction. See Angrist, Imbens, and Rubin (1996).

* This estimand is also known as the complier average causal effect, or CACE, since it is the treatment effect for the
subset of the population that are “compliers.” Compliers are subjects who are treated when assigned to the treatment
group and remain untreated when assigned to the control group.

™" See Sinclair’s chapter in this volume for further discussion.

™ The most striking difference across contexts demonstrated to date is that mobilization effects appear strongest for
those voters predicted to be about 50 percent likely to vote, a result that follows theoretically from a latent variable
model (Arceneaux and Nickerson 2009).

“"For a related point, where the target is observational research, see Gerber, Green, and Kaplan (2004).

*™ This account draws on Gary Taubes’ Bad Science (1993).



Table 9-2. Voter Mobilization Experiments Prior to 1998 New Haven Experiment

N of subjects (including Effects on
Study Date Election Place control group) Treatment Turnout *
Gosnell (1927) 1924  Presidential Chicago 3,969 registered voters Mail +1%
Gosnell (1927) 1925 Mayoral Chicago 3,676 registered voters Mail +9%
Eldersveld (1956) 1953 Municipal Ann Arbor 41 registered voters Canvass  +42%

43 registered voters Mail +26%
Eldersveld (1956) 1954  Municipal Ann Arbor 276 registered voters Canvass  +20%

268 registered voters Mail +4%

220 registered voters Phone +18%
Miller et al. (1981) 1980 Primary Carbondale, IL 79 registered voters Canvass  +21%

80 registered voters Mail +19%

81 registered voters Phone +15%
Adams and Smith (1980) 1979 Special city council Washington, DC 2,650 registered voters Phone +9%

* These are the effects reported in the tables of these research reports. They have not been adjusted for contact rates.

In Eldersveld's 1953 experiment, subjects were those who opposed or had no opinion about charter reform. In 1954, subjects were those
who had voted in national but not local elections. Note that this table includes only studies that use random experimental design (or near-
random, in the case of Gosnell [1927]). Adapted from Gerber, Green, and Nickerson (2001).
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Figure 9-1. Graphical Representation of Treatment Effects with Noncompliance

Hash-marked area is the change in Y
due to treatment group assignment

Ys(1)
’ Y1(0)
Y1(0)
Y3(0) Y3(0)
pi pitp2 1 pi pitp2
Panel A: Treatment Group Panel B: Control Group

Note: YT =p1Y1(1) +p2Ya(1) + (1-p1-p2) Y3(0)
Yc=pi1Y1(0) + p2Y2(0) + (1-p1-p2) Y3(0)

Yi(X) = Potential outcome for type I when treated status is X (X=0 is untreated, X=1 is treated).
The Y-axis measures the outcome, the X-axis measures the proportion of the subjects of each type.
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10. Attitude Change Experiments in Political Science

Allyson L. Holbrook

The importance of attitudes and the processes by which they are formed and changed is
ubiquitous throughout political science. Perhaps the most obvious example is research exploring
citizens’ attitudes towards candidates, how these attitudes are influenced by political advertising
and other persuasive messages, and how these attitudes influence decisions and behavior (see
McGraw’s chapter in this volume). Attitudes toward candidates are fundamental to the
democratic process because they help voters make vote choices, perhaps the most basic way in
which citizens can express their opinions and influence government (e.g., Rosenstone and
Hansen 1993). Other key attitudes in the political domain include attitudes toward specific
policies which also help voters make important decisions about voting, vote choice, and activism
(e.g., Rosenstone and Hansen 1993). Attitudes toward institutions such as political parties and
government entities also influence people’s view of government. Finally, attitudes toward other
groups in society (e.g., African-Americans or women) may help determine support for specific
policies (e.g., Transue 2007). Thus, attitudes play a central role in many of the democratic
processes studied by political scientists reviewed in this volume (e.g., Gadarian and Lau;
Hutchings; Lodge and Tabor; McGraw; Nelson; Wilson and Eckel).

Defining Attitudes

Different definitions of attitudes have been proposed by psychologists (e.g., Thurstone
1931; Allport 1935; Bem 1970). Perhaps the most widely accepted modern definition was
proposed by Eagly and Chaiken (1993, p. 1), who defined an attitude as: “a psychological

tendency that is expressed by evaluating a particular entity with some degree of favor or
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disfavor.” One key feature of attitudes is that an attitude is directed toward a specific attitude
object. This attitude object can be almost anything: a person, place, idea, inanimate object,
experience, behavior, or any other object. A second feature of attitudes is that they are evaluative
and reflect the extent of positivity or negativity a person has toward the attitude object.’ Most
attitude change research in political science assesses change in explicit attitudes, but recent
interest in psychology has also focused on implicit attitudes (see Lodge and Taber’s chapter in
this volume).

Early definitions of attitudes also defined them as being stable over time (Cantril 1934)
and influencing behavior and thought (Allport 1935). However, more recent definitions conceive
of attitudes as not only having a valence, but also strength. Strong attitudes are stable, resist
change, and/or influence behavior and thought and weak attitudes do not (for a review, see
Krosnick and Petty 1995). Very weak attitudes that are based on little information and which
people may construct on the spot when asked to report their attitudes are similar to what some
have labeled as non-attitudes (e.g., Converse 1964, 1970). Recent evidence suggests, however,
that even the weakest attitudes may not truly be non-attitudes, but logical constructions based on
whatever information people have (Krosnick et al. 2002).

Attitude Change

The key dependent variable of interest in this chapter is attitude change. For the purposes
of this chapter, attitude changes includes processes of attitude formation (i.e., a change from
having no attitude toward an attitude object to having an attitude toward the object) as well as
change in an existing attitude (i.e., an existing attitude becoming more or less positive or
negative). Generally, attitudes researchers in psychology have conceived of attitude formation as

a special case of attitude change and have argued that the processes involved in the former are
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often similar to those involved in the latter (Eagly and Chaiken 1993). Attitude change is
sometimes directly measured and at other times indirectly inferred. For example, one could
measure a group of people’s attitudes toward Barack Obama, have them watch several of his
recent speeches, and then measure attitudes again. Alternatively, one could compare the attitudes
of people who have been exposed to different information. If attitudes differed as a function of
the information to which people were exposed, one can infer that differential attitude change or
persuasion occurred.

1. Measuring Attitudes

Attitudes are an inherently subjective construct and there is no current measure of
attitudes that is without some error. Researchers in political science have typically used three
types of measures to assess attitudes in both observational and experimental studies. One of the
most commonly used measure involves asking people self-report questions inquiring whether
they like or dislike (or favor or oppose) a political candidate, policy, or other attitude object. In
most cases, these questions not only capture the direction of the attitude (e.g., like or dislike), but
also some measure of extremity (e.g., like a great deal, like somewhat, or like a little). These
measures of attitudes are perhaps the most direct, but they rely on the assumption that
respondents are willing and able to report their attitudes, which may not always be true. Many
such attitude reports may be subject to social desirability response bias, whereby respondents are
motivated to report attitudes that are more socially desirable and avoid reporting those that might
make others look at them less favorably (e.g., attitudes toward African-Americans or towards
legalizing same-sex marriage; Warner 1965; Himmelfarb and Lickteig 1982). In addition, direct
attitude questions may be affected by response biases such as extreme response style and

acquiescence response bias (e.g., Baumgartner and Steenkamp 2001).
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A second set of measures asks respondents about their preferences regarding, for
example, political candidates or policies. For example, to assess policy preferences regarding
immigration, respondents might be asked: “Under current law, immigrants who come from other
countries to the United States legally are entitled, from the very beginning, to government
assistance such as Medicaid, food stamps, or welfare on the same basis as citizens. But some
people say they should not be eligible until they have lived here for a year or more. Which do
you think? Do you think that immigrants who are here legally should be eligible for such
services as soon as they come, or should they not be eligible?”” (Davis, Smith, and Marsden
2007). Similarly, a respondent might be asked to report which candidate he or she preferred in an
upcoming election.

These questions assess attitudes indirectly through preferences or choices (in which a
study participant is asked to choose among a list of options or rank order them). Preferences have
been defined as “a comparative evaluation of (i.e., ranking over) a set of objects” (Druckman and
Lupia 2000, 2). Attitudes are distinct from both preferences and choices, but attitudes are one
influence on preferences. Preferences may allow researchers to assess attitudes in ways that may
be less affected by social desirability bias than more direct measures (e.g., Henry and Sears
2002; although see Berinsky 2002) and perhaps less affected by some response effects than more
direct attitude questions (e.g., acquiescence response bias). On the other hand, particular policy
preference questions usually frame a policy decision in terms of two (or more) choices, forcing
respondents to choose the response that most closely matches their preference. Thus, preference
measures may not be as precise or sensitive as more direct measures of attitudes. A preference
for one candidate over another does not indicate whether a person is positive or negative toward

the preferred candidate. In addition, policy and candidate preferences may not only be influenced
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by attitudes toward the various policies, but also potentially by strategic concerns and beliefs
about the effectiveness of policies and the role of government. For example, a respondent may
feel very positive about reducing global warming, but not support a government policy requiring
businesses to reduce carbon emissions, either because he or she does not believe the policy
would be effective at reducing future global warming or because he or she does not believe that
it is the government’s responsibility to pass and enforce such regulations.

A third type of attitudinal measure uses attitude-expressive behaviors (e.g., financially
supporting a particular candidate or organization) as indicators of attitudes. These behaviors have
been assessed through self-report behavioral intention questions, retrospective self-reports of
past behaviors, and observing behaviors directly. Self-report measures of behavioral intentions
assume that respondents can accurately predict their own behavior and are willing to do so, but
such reports may be inaccurate, both because respondents may not be able to accurately predict
their own behavior under some conditions (e.g.,