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Abstract

To truly understand language, an intelligent system
must be able to connect words, phrases, and sentences
to its perception of objects and events in the world.
Current natural language processing and computer vi-
sion systems make extensive use of machine learning to
acquire the probabilistic knowledge needed to compre-
hend linguistic and visual input. However, to date, there
has been relatively little work on learning the relation-
ships between the two modalities. In this talk, I will re-
view some of the existing work on learning to connect
language and perception, discuss important directions
for future research in this area, and argue that the time
is now ripe to make a concerted effort to address this
important, integrative AI problem.

Introduction

Currently, the most effective methods for natural-language
processing (NLP) make extensive use of machine learning
to acquire the probabilistic knowledge needed to recognize
words in speech, parse sentences, disambiguate words, and
translate between languages (Manning & Schütze 1999).
However, current learning methods for NLP require annotat-
ing large corpora with supervisory information such as tex-
tual transcriptions of speech, part-of-speech tags, syntactic
parse trees, semantic role labels, word senses, and parallel
bilingual text. Building such corpora is an expensive, ardu-
ous task. As one moves towards deeper semantic analysis,
the annotation task becomes increasingly more difficult and
complex. In my prior research, I have developed techniques
for learning semantic parsers that map natural-language sen-
tences into a formal meaning representation such as first-
order logic (Zelle & Mooney 1996; Ge & Mooney 2005;
Kate & Mooney 2006; Wong & Mooney 2007b). The
training data for these systems consists of a corpus of sen-
tences each paired with a formal representation of its mean-
ing. However, to make the annotation tractable, we re-
stricted our work to specific applications, such as answering
natural-language database queries or interpreting Robocup
(www.robocup.org) coaching instructions.

Also, traditional semantic representations in NLP consist
of connections between words or formulae with arbitrary
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conceptual symbols. A true understanding of natural lan-
guage requires capturing the connection between linguistic
concepts and the world as experienced through perception,
i.e. symbol grounding (Harnad 1990). Even most abstract
concepts are based on metaphorical references to more con-
crete physical concepts (Lakoff & Johnson 1980).

Ideally, an AI system would be able to learn language
like a human child, by being exposed to utterances in a rich
perceptual environment. The perceptual context would pro-
vide the necessary supervisory information, and learning the
connection between language and perception would ground
the system’s semantic representations in its perception of the
world. However, such supervisory information is highly am-
biguous and noisy, since the language could be referring
to numerous aspects of the environment (William James’
“blooming, buzzing confusion”), or may not even refer to
anything in the current perceivable context.

The most effective current methods for computer vision
also make extensive use of machine learning to acquire the
probabilistic knowledge needed to segment images, recog-
nize objects in images, and detect events in videos (Sebe et
al. 2005). However, these methods also typically require la-
boriously constructed training sets of human-annotated im-
ages and video. Ideally, naturally accompanied linguistic
data, e.g. captions for images and video, would be able to
effectively substitute for some of this explicit supervision.

I believe the time is ripe for exploring the task of learning
the connection between language and perception. The in-
dividual fields of computational linguistics, machine learn-
ing, computer vision, and robotics have all reached a level
of maturity that I believe a serious attempt to address this
problem is now viable. However, pursuing such an agenda
requires collaboration between these distinct areas of AI.
Consequently, this challenge problem is a perfect venue for
attempting to re-integrate important subareas of AI that, un-
fortunately, have grown further and further apart.

First, this paper briefly reviews some of the existing work
in the area, next it describes some of my own on-going re-
search on the problem, and finally it concludes with a dis-
cussion of important directions for future research.

Review of Prior Research

Although, to date, learning to connect language and percep-
tion has not been extensively studied, several systems have



been developed that infer grounded meanings of individual
words or descriptive phrases from their visual context. Deb
Roy and his research group have built several robots that
learn linguistic descriptions of objects (Roy 2005). In par-
ticular, he has shown that by detecting correlations between
audio and visual modalities in the context of infant-directed
speech, that a system could learn to segment speech into dis-
crete words more accurately than using audio input alone
(Roy & Pentland 2002). Roy (2002) also developed a sys-
tem that learns to describe simple geometrical figures in an
image based on their size, color, and shape as well as their
location relative to other figures in the scene.

Yu and Ballard (2004) have also developed methods that
learn to associate nouns with the perception of particular ob-
jects. The NLT group at Berkeley has worked on learning
linguistic descriptions of “blocks world” scenes (Feldman
et al. 1996). Barnard et al. (2003) developed a method
that learns to associate words with image regions or com-
plete pictures by training on captioned images. Barnard and
Johnson (2005) present a method that learns to choose the
correct sense of an ambiguous word based on an accompa-
nying image, such as picking a meaning for “bank” when it
is paired with either a picture of a building or a river. There
is also a growing body of recent work in computer vision
that uses text captions to help classify and cluster images
on the web, e.g. (Bekkerman & Jeon 2007). However the
language used in existing work is quite restrictive and the
vision, neural-net, and robotics researchers who have con-
ducted this research did not exploit the latest statistical NLP
methods for learning complex natural-language grammar.

Our Current Research

As an initial test of grounded language learning, we have
recently developed a system that learns to sportscast sim-
ulated soccer games by training on sample “play by play”
commentaries (Chen & Mooney 2008). We decided to ini-
tially study the problem in a simulated environment that re-
tains the properties of a dynamic world with multiple agents
and actions while avoiding the complexities of computer vi-
sion. Specifically, we use the Robocup simulator1 which
provides a fairly detailed physical simulation of robot soc-
cer. Our system learns to interpret and generate language
in the Robocup domain by observing on-going textual com-
mentary on a game together with the evolving state of the
simulator. By exploiting existing techniques for abstract-
ing a symbolic description of the activity on the field from
the simulator state (André et al. 2000), we obtain a pair-
ing of natural language with a symbolic description of the
perceptual context in which it was uttered. However, such
training data is highly ambiguous because a typical com-
ment co-occurs with multiple events to which it could re-
fer. We enhanced our existing methods for learning seman-
tic parsers and language generators (Kate & Mooney 2007;
Wong & Mooney 2007a) in order to learn to understand
and produce language from such ambiguous training data.
A screenshot of our system with generated commentaries is
shown in Figure 1.

1http://sourceforge.net/projects/sserver/

Figure 1: Screenshot of our Robocup Sportscasting System

The system uses ideas from our system KRISPER (Kate
& Mooney 2007) to learn from the weakly-supervised, am-
biguous training data. KRISP (Kate & Mooney 2006) uses
support-vector machines (SVMs) with string kernels (Lodhi
et al. 2002) to learn semantic parsers. KRISPER extends
KRISP to handle ambiguous training data, in which each
natural-language (NL) sentence is annotated only with a set
of potential meaning representations (MRs), only one of
which is correct. It employs an iterative approach analo-
gous to expectation maximization (EM) that improves upon
the selection of the correct NL–MR pairs in each iteration.
In the first iteration, it assumes that all of the MRs paired
with a sentence are correct and trains KRISP with the result-
ing noisy supervision. In subsequent iterations, KRISPER

uses the currently trained parser to score each potential NL–
MR pair, selects the most likely MR for each sentence, and
retrains the parser.

Our sportscasting system also uses ideas from our sys-
tem WASP (Wong & Mooney 2006; 2007b) in order to learn
how to generate language as well as to parse it. WASP uses
statistical machine translation (SMT) techniques to induce
a probabilistic synchronous context-free grammar (PSCFG)
(Wu 1997) to translate NL sentences into logical MRs. The
PSCFG is learned using a modification of recent methods in
syntax-based SMT (Chiang 2005). Since a PSCFG is sym-
metric with respect to input/output, the same learned model
can also be used to generate NL sentences from formal MRs.
Thus, WASP learns a PSCFG that supports both semantic
parsing and natural language generation. By using the EM-
like retraining procedure used in KRISPER, we developed a
version of WASP that learns to parse and generate language
given only ambiguous training data.

However, a language generator alone is not enough to pro-
duce a sportscast. In addition to knowing how to say some-
thing, one must also know what to say. A sportscaster must
also choose which events to describe. In NLP, deciding what
to say is called strategic generation. We also developed
a simple approach to learn, from the available ambiguous



training data, the types of events that a sportscaster is most
likely to describe.

To train and test our system, we assembled commen-
tated soccer games from the Robocup simulation league
(www.robocup.org) by having humans commentate games
while watching them on the simulator. We annotated a total
of four games, namely, the finals for each year from 2001
to 2004. We then trained our system on three games and
tested it on the fourth game, averaging over the four possi-
ble test games. We evaluated how well the system learned to
parse sentences into MRs and generate language describing
game events, as well as its ability to determine which sen-
tences referred to which game events and to decide which
game events to comment on. We also presented human eval-
uators a random mix of human-commentated and machine-
commentated game clips and asked them to subjectively rate
their quality on a 5-point scale. On average, the machine-
commentated clips received a score only 0.7 points below
the human ones. Although we did not quite achieve human-
level performance, we believe the results clearly demon-
strate that our system can effectively perform grounded lan-
guage learning from a very limited amount of realistic train-
ing data. Chen and Mooney (2008) present the detailed re-
sults.

Directions for Future Research
There are important problems in each of the areas of NLP,
machine learning, and computer vision that need to be ad-
dressed to make progress on the proposed challenge, with
the eventual goal of integrating the techniques developed.
From NLP, effective methods are needed for learning from
language paired with semantic representations. This has
been one of the foci of my own research over the last decade,
and a few other researchers have started to explore the prob-
lem (Zettlemoyer & Collins 2005).

From machine learning, methods are needed that can
learn from highly ambiguous training data in which sen-
tences are paired with many potential meanings only one
(if any) of which is correct. A few initial approaches to
handling such referential uncertainty or ambiguous training
data have been proposed (Siskind 1996; Kate & Mooney
2007); however, methods are needed that exploit more clues
and constraints, such as those studied in psychological re-
search on child language acquisition (Bloom 2000). Another
interesting connection that should be explored is the one be-
tween language learning from such ambiguous supervision
and multiple instance learning (MIL) (Dietterich, Lathrop,
& Lozano-Perez 1997; Ray & Craven 2005). In multiple in-
stance learning, weak supervision is provided in the form of
“bags” of instances of which at least one is guaranteed to be
a positive example of the target concept. If given sentences
with sets of possible meaning representations, it constitutes
a form of MIL for learning with structured data (Bakir et
al. 2007). In this case, training consists of input strings each
paired with a set of possible structured meaning representa-
tions of which at exactly one is correct. To my knowledge,
there is currently no work on MIL for structured output.

From computer vision, methods are needed for learning
to recognize objects and events from visual input. In partic-

ular, there has been significant recent progress in identify-
ing intentional human actions in video input (Fern, Givan,
& Siskind 2002; Aggarwal & Park 2004); however, signifi-
cant additional development is required to extract the range
of objects and events to which language can refer. Ideally,
methods are needed for using naturally accompanying lin-
guistic clues as a substitute for explicit supervisory labels.

Finally, good testbeds and datasets are needed that can
serve as shared experimental benchmarks. Simulated envi-
ronments, like that used in our Robocup sportscasting task,
will be useful for studying the NLP and learning issues with-
out first having to solve all of the difficult computer vision
problems. In particular, interactive video-games can provide
rich simulated environments for grounded language learning
(Fleischman & Roy 2005; Gorniak & Roy 2005). Another
promising benchmark is learning from the language and cor-
responding drawings in children’s picture books. Images
and video with text captions can also provide a rich source
of useful data, e.g. (Fleischman & Roy 2007).

In conclusion, I believe that learning to connect lan-
guage and perception raises a number of interesting chal-
lenge problems that requires integrating ideas and methods
from machine learning, NLP, computer vision, and robotics.
I believe that substantial progress can be made on these im-
portant problems in the ensuing years, and I would encour-
age others to join me in exploring this exciting research di-
rection.
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