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Abstract—While Packet Fair Queueing (PFQ) algorithms provide both ~ are not directly applicable to a wireless network environment.
bounded delay and fairness in wired networks, they cannot be applied di- The key difficulty is that there arcation-dependent channel

rectly to wireless networks. The key difficulty is that in wireless networks - - - . .
sessions can experienclecation-dependent channel errorsThis may lead errors in a wireless environment. In GPS, at any given time,

to situations in which a session receives significantly less service than it isall backlogged sessions send data at their fair rates. However,
supposed to, while another eceives more. This results in large discrepan- in a wireless environment, some mobile hosts may not be able

cies between the sessions’ virtual times, making it difficult to provide both to transmit data due to channel errors, while other hosts may
delay-guarantees and fairness simultaneously. !

Our contribution is twofold. First, we identify a set of properties, called Nave error-free channels and can transmit data. To be work-
Channel-conifion Independent FaifCIF), that a Packet Fair Queueing al- conserving, it is impossible to achieve the instantaneous fair-
gorithm should have in a wireless environment: (1) delay and throughput pnagg property defined by the GPS model because only a subset
guarantees for error-free sessions, (2) long term fairness for error sessions, . L . .

(3) short term fairness for error-free sessions, and (4) graceful degradation of bf%Ck'OQQEd sessions are eligible forischedulmg. Th_at IS, a
for sessions that have received excess service. Second, we present a metho&ession with an error-free channel mageive more normalized
ology for adapting PFQ algorithms for wireless networks and we apply this  amount of service than that by a session with an error channel.

methodology to derive a novel algorithm based on Start-time Fair Queue- P ; ; : o
ing, calledChannel-conilionIndependent packet Fair Queueif@iF-Q), that However, itis conceivable to achieve long term fairness by giv

achieves all the above properties. To evaluate the algorithm we provide both INg More service to a previously error session so that it can be

theoretical analysis and simulation results. compensated. Of course this compensation can only be achieved
by degrading the services of other sessions, which may affect
|. INTRODUCTION the QoS guarantees and fairness property for these sessions. It

As the Int tb lobal ication infrast is unclear what is the right model and algorithm to provide QoS
S the Interet becomes a global communication INfrastruer - o ntee and ensure fairness in a wireless network.

ture, new Quality of Service (QoS) service models and algo-

. ) . n this paper, we identify a set of properties, cali&annel-
rithms are developed to evolve the Internetinto a true integrated . . ’ .

: i : condition Independent Fai{CIF), desirable for any PFQ algo-
services network. At the same time, wireless data networks ar

. : : Fithm in a wireless network: (1) delay and throughput guar-
becoming an integral part of the Internet, especially as an access . .
. . : . niees for error-free sessions, (2) long term fairness guarantee
networking technology. An important research issue is then%Pn ong error sessions, (3) short term faimess guarantee amon
extend the QoS service models and algorithms developed fopong ! 9 9

. . . rror-free sessions, and (4)ageful degradation in glity of
wired networks to wireless networks. In this paper, we stu : ; . .
. ; . . rvice for sessions that have received excess service. We then
how to implement Packet Fair Queueing (PFQ) algorithms in ! . .
wireless networks present a methodology for adapting PFQ algorithms for wire-

PFQ algorithms are first proposed in the context of wired nekF-SS networks and we apply this methodology to derive a new

works to approximate the idealized Generalized Processor Shsgrr]eduling algorithm called th@hannel-condition Independent
PP acket Fair QueueingCIF-Q) algorithm that achieves the CIF

ing (GPS) policy [2], [8]. GPS has been proven to have mpooperties. New algorithmic techniques are introduced in the

) . . . r
important properties: (a) it can provide an end-to-end bound%i]-F_Q algorithm. We prove that CIF-Q achieves all the prop-

delay service to a leaky-bucket constrained session; (b) it &iies of the CIF and show that it has low implementation com-

ensure fair allocation of bandwidth among all backlogged se§-. - . . :
exity. Finally, we use simulation to evaluate the performance

sions regardless of whether or not their traffic is constrained’ :
. . . of our algorithm.
The former property is the basis for supporting guaranteed ser-

vices while the later property is important for supporting best- The re§t of this paper is organized as follows. .In Sect!on I
effort and link-sharing services. While GPS is a fluid mod&f€ describe the network model that we are assuming and in Sec-

that cannot be implemented, various packet approximation al ign Ill, we discuss in detail the problems involved in applying

rithms are designed to provide services that are almost identi %Etmg PFQ al'gorlthms in wireless networks. W,e pre§ent the
to that of GPS. properties in Section IV and the CIF-Q algorithm in Sec-

. - fion V. We then show that the CIF-Q algorithm achieves all the
Unfortunately, the GPS model and existing PFQ algorlthréugr)operties of CIF in Section VI. Finally, we present simulation
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cell is served by a base station. Centralized scheduling of packel errors, error-free sessions wiaeive more service than
transmissions for a cell is performed at the base station, and rifeeir fair share, while a session with errors will receive no ser-
dia access control is integrated with packet scheduling. Mobiliee. Since the virtual time of a session increases only when it
hosts may experience location-dependent channel errors inrieeives service, this may result in a large difference between
sense that they cannadaeive or transmit data errfnee. Error the virtual time of an error sessianand that of an error-free
periods are assumed to be short and sporadic relative to the Ifiession. There are two problems with this large discrepancy be-
times of the sessions so long term fairness is possible. Instamt@en session virtual times:

neous knowledge of channel conditions (error or error-free) andl
packet queue status of all sessions is assumed at the base sia
tion. Under these assumptions, the difference between a PFQ
algorithm in a wired and wireless environment is that in the lat-
ter a backlogged session may not be ablest®ive service due

to location independent errors. Lu et al have given this broad
problem a good initial formulation in [6], and have effectively
addressed many practical issues. Therefore, in this paper, we
focus on the algorithmic aspects of the problem. 2

If session: exits from errors, and is allowed to retain
its virtual time, then it will have the smallest virtual time
among all sessions. The server will select sessiexclu-
sivelyfor service until its virtual time catches up with those
of other sessions. In the meantime, all other sessions will
receiveno service. Since a session can be in error indefi-
nitely, the length of such zero-service period for the error-
free sessions can be arbitrarily long.

. If sessioni exits from errors, and its virtual time is updated
IIl. GPSAND PFQ to the system virtual tim&(-), then the error-free sessions
_ _ _ _ will not be penalized. However, sessiéa history of lost
In wired networks, Packet Fair Queueing (PFQ) is based on  service is now completely erased and sessiwiill never
Fhe GPS model [8]. In a.GPS eaqh se;mwcharacterlzed by be able to regain the service. This results in unfair behav-
its allocated ratey;. During any time interval when there are iors.
exactly M non-empty queues, the server servesth@ackets )
at the head of the queues simultaneously, in proportion to their!© 2ddress these problems, in [6], Lu et al augmented the GPS
rates. model and proposed the Wireless Fluid Fair Queueing (WFFQ)
Each PFQ algorithm maintains a system virtual timg). servi(;e model and the Idealized V\ﬁrgless Fair Queyeing (IWFQ)
In addition, it associates to each sessiom virtual start time 9orithm for packet systems. Their observation is that, to en-
S:(-), and a virtual finish time¥; (-). Intuitively, V(1) represents SUre falrnesg, it is desirable to let sessions that faI'I behind to
the normalized fair amount of service theich sessionhpuld  catch-up” with the other sessions. However, allowing an un-
have received by timg S (t) represents the normalized amounlgounded amount otatch-up” can result in denial of service to
of service that sessionhas received by time and 7;(t) rep- errf)r-free sessions. Therefore, in WFFQ, only bounded amount
resents the sum betweeh(t) and the normalized service tha©f “c@tch-up” B is allowed. As a result, delay and throughput
sessioni should Eceive for serving the packet at the head guarantees to error-free sessions become possible.
its queue. Since; (t) keeps track of the normalized service re- The WFFQ model and the IWFQ algorithm, while provide
ceived by sessiohby timet, S;(t) is also called the virtual time limited fairness and bounded throughput and delay guarantees
of sessioni, and alternatively denotdd (¢). The goal of all PFQ for error-free sessions, has several limitations. First, there is a
algorithms is then to minimize the discrepancies amby{g)’s coupling between the delay and fairness properties. To achieve
andV (t). This is usually achieved by selecting for service th@ng term fairness, a lagging session should be allowed to catch-
packet with the smallest; (¢) or F;(t). Notice that the role of up as much as possible, which requires a lageHowever, a
the system virtual time is to resg(-) (or V;(-)) whenever an large B also means that an error-free session can face a large
unbacklogged sessiarbecomes backlogged again. More pre'denial of service” period and experience a large delay. Thus,
cisely, one cannot have perfect fairness while at the same time achieve
a low delay bound for an error-free session using the WFFQ

Sift) = max(v(t);ksi (t=))  ibecomesactive ' model. In this paper, we will show that these two properties are
Si(t=) + = p finishes in fact orthogonal and both can be achieved.

it In addition, the service selection policy used in WFFQ and

Fit) = Si(t)+ -~ (2) IWFQ gives absolute priority to the session with the minimum

i virtual time. Consequently, as long as there exists a lagging ses-

wherep® represents thé-th packet of sessiofy and* repre- sion in the system, all other leading or non-leading sessions in
sents its length. the system cannoeceive service. Under this selection policy,
While GPS and PFQ algorithms provide both guaranteed a¢fmpensation for all lagging sessions will take the same amount
fairness services in a wired network, they cannot achieve b&Hime regardless of their guaranteed rate, contradicting the se-
properties in a wireless network. The key difference is thEtantics that a larger guaranteed rate implies better quality of
there arelocation-dependent channel errois a wireless en- Service.
vironment. That is, some mobile hosts may not be able to transWe believe the root of the problems lies in the fact that the
mit data due to channel errors even when there are backloggatlal time parameter in GPS is not adequate for performing
sessions on those hosts while others may have error-free chaoth scheduling functions and fairness enforcement in a wire-
nels and can transmit data in that time. Since GPS is wotkss environment. In the next section we present the desirable
conserving, during such a period with location-dependent chameperties of a PFQ algorithm for wireless networks.



IV. THE CIF PROPERTIES [LTerm | Definition
. . ) . . Leading session A session that has a negativie g,
To implement PFQ algorithm in an environment with Lagging session A session that has a positivéug;
location-dependent errors, we need to address two main ques_Satisfied session A session that has a zerbug; _
. . . . . - Lead The absolute value of a negatiey;
tions: (1) How is the service of an error session distributed | ¢ The value ofag;

among the error-free sessions? (2) How does a session that was Backlogged session | A session that has a queue lengtio

in error and becomes error-freeceive back the “lost” service? Active session ASenslf;%rl‘(g‘;éésdei??he;t;]i%k;‘;’.ggfgg
H oru Wi v
Although the answers to the above questions may depend on the ¢, send A session can send if it is backlogged
specifics of a particular algorithm, in this section we give four and experiences no error at the moment
generic properties, collectively c&llhannel-condition Indepen- Excessservice | Service made available due to errors
d . h beli hal ith hould h Compensation service Service made available due to a
ent Falr(CIF), that we believe any such algorithm should have. leading session giving up its lead
The first two are: Additional service Excess or compensation service
1 Delay bound and throughput guaranteBglay bound and Lost service rseifg’iggc:%ﬂ g#gt;%reggsf:ighnat is
throughput for error-free sessions are guaranteed, and are| rorgone service Service |osyt due to errors that is
not affected by other sessions being in error. notreceived by another session
2 Long term fairnessDuring a large enough busy period, if TABLE |

a session becomes error-free, then, as long as it has enough pefinitions of terms used in the description of the CIF-Q algorithm.
service demand, it should get back all the service “lost”
while it was in error.
Thus, a session which becomes error-free will eventually get
back its entire “lost” service. However, as implied by the first

property, this compensation shouldt affect the service guar- "+ 1399ing if it has received less, and satisfied if it has re-
antees fc,)r error-free sessions ceived the same amount. The precise definitiosoflepends

Next, we classify sessions kading lagging andsatisfied on the corresponding PFQ algorithm we choose to extend for

P . : . : tem. Although theoretically we can choose any of
A session is leading when it has received more service tham? error sys .
would have received in an ideal erfivpee system, lagging if it the well-known algorithms, such as WFQ [2], [8], SCFQ [4],

5 o e
has received less, and satisfied if it has received exactly the S%ﬂzert-Qtier[l]I,: I;:rEVDF [|9r]1 foSrFs |rr)1[:[)é|]c It‘lxhlenr:ar;zo%ai%errtrils cuhscice
amount of service. Then, the last two properties are: a e Fair Queueing (SFQ) [5].

3 Short term fairnessThe difference between the normallS that in a system with location-dependent channel errors, it is
ized services receiv.ed by any two erfaze sessions that harder to do scheduling based on the finishing times than on the

are continuously backlogged and are in the same state (i%?lf::ng t;mes [71. o) iat f ¢
leading, lagging, or satisfied) during a time interval should us, to eveiy eITor Sysiemwe assoclale an error-iree ret-
be bounded. erence systerfigp, with the foIIow[ng prpperﬂes:

4 Graceful degradationDuring any time interval while itis 1+ Ssrq €Mploys an SFQ algorithm, i.e., packets are served

error-free, a leading backlogged session should be guarané |[|1_rt1he Increasing orgler 01; thelawrtur?l startlng t|m¢s,b h
teed to receive at least a minimum fraction of its service in 2- 1€ Same session is selected at the same time In both sys-

an error-free system. tems. Lo | h K h
The third property is a generalization of the well-knofair- 3+ Whenever a session is selected;., the packet at the
nessproperty in classical PFQ algorithms. The requirement that €@d Of its queue is transmitted. In contrast, whenever a
sessions in the same state receive the sanmianof normal- session is selected i, it is possible that the packet of

ized service implies that (1) leading sessions should be penal- 2nother session is transmitted. This happens when the se-
ized by the same normalized amount during compensation, (2) Iepted session is in error, or when it is leading and has to
compensation services should be distributed in proportionto the 91Ve back its lead. _ . .
lagging sessions’ rates, and (3) when services from error ses? A Session is active during the same time intervals in both
sions are available, lagging sessions receive these services at theSYSIEMs. N> a session is said to be active if it is back-
same normalized rate, so do leading sessions and satisfied ses-°99€d, Or as long as it is leading. Hip, a session is
sions. Finally, the last property says that in the worst case a_ active only as long as it is backlogged. .
leading session gives up only a percentage of its service. Thid Nere are two things worth noting. First, the scheduling de-

way, an adaptive application may continue to run. msiops are made 8% g, and npt inS.' More prgcisely, the
session that has the smallest virtual timeifi,, is selected
V. THE CIF-Q ALGORITHM to be served irt. Second, no matter what session is actually

served in S, in S%p, the transmitted packet is assumed to be

In this section we present o@hannel-condition Indepen-b londing to theselestedsession. and therefore its virtual time
dent Packet Fair Queuein@IF-Q) algorithm for systems with . elonging fo theelectessession,

location-dependent channel errors. IS lépcliatechccqrdlngly. f the kev techni introduced b .
In order to account for the service lost or gained by a ses- clowwe give some ot the key techniques introduced by ou

sion due to errors, we associate to each systemreference IF-Q a]gonthm. . . L
error-free systeny”. Then, a session is classified laading + Unlike other PFQ algorithms, in CIF-Q, a session’s virtual

!agglng, or S‘?‘t'Sf'edN'th resPeCt_ o7, '-_e-v asessionis qudmg ! As implied by 3, the selected session may not be served if it is in error or has
if it has received more service ifithan it would have received to give up some of its lead.



time doeshotkeep track of the normalized service receivegh session receivingpackety:
by that session in the real syste$h but in thereference enqueudgueue;, p)
error-free systen’ . i (ZU?Z:AI)MX(U, minge 1 (o }):
« To provide fairness, we use an additional parameter (called 44, = 0: reATIRID:
lag) that keeps track of the difference between the service A= Au{:}; /x mark session active/
that the session shouldgeive inS% ., and the service it
has received it. Then, to achieve perfect fairness, the lagn sendingcurrent packet/= get next packet to sendf _
of every session should be zero. iy, € AJ - Selectsession wih i, Vel ot
+ A leading session is not allowed to leave until it has given  p =dequeudqueue;);
up its lead. Otherwise, as we will show later, this translateselsgi = vi + plength/ri;
into an aggregate loss for the other active sessions. J = max,g, /r, {k € A| kcansend;
« To deal with the case when all active sessions are in error, if (; existy
we introduce the concept of forced compensation. We force P‘=_dequeuéqu6u% ); eeh o
a session to receive service and we charge itfor this service, .~ 2/t 7 '_lfgf’li/g?};;/ » charge session+/
even if it cannot send any packet. This makes it possible to lag; = lag; — p.length;
ensure delay and throughput guarantees for error-free ses-  if (¢ # j and empty(qucue;) and lag; > 0)

. leavey);
_ slons. o o else/ there is no active session ready to seifd
Finally, we note that our algorithm is self-clocking in the sense vi = v +6/ri; - _
that there is no need for emulating a fluid flow system for " (fag: < Oand em?%’(éujﬁ?i))/*"s leading, unbacklogges/
scheduling or keeping track of lead and lag. As a result, our {a; - lal;fq/%ﬁ '
algorithm has lower implementation complexity than IWFQ [6] lag; = lag; — §; / forced compensatior/
which requires the emulation of a fluid system. settime_out(on sending §/R);

. § . . . if i dlag; > 0
For clarity, we first describe a simple version of CIF-Q that ' (?£€g§§“6“6 Jandlag: 2 0)

achieves the two most important properties of CIF: (1) delay
and throughput guarantees for error-free sessions, and (2) IRagk:) /= session i leaves/
term fairness for error sessions. Definitions of some key termsA = A\ {i};

appearing in this section are shown in Table I. for (j € A) /= update lags of all active sessions
lag; = lag; + lag; x TJ/(ZkeA rE);
.o . if (37 € A s.t. empty(queue;) Alag; > 0)
A. CIF-Q: Simple Version leavej); J J

Besides a virtual time;, each sessionin CIF-Q is associated
with an additional parametéug; that represents the difference Fig. 1. Simple version of the CIF-Q algorithm.
between the service that sessioshould eceive in a reference
error-free packet system and the service it hexgived in the L )
real system. An active sessiofis said to bdaggingif its lag; S€Nd, we search for the sessjowith the largest normalized lag
is positive, leadingif its lag; is negative, andatisfiedother- that can send a packet. If there is such a sesgidhe packet
wise. In the absence of errorsg, of all active sessions areat the head of its queue is transmitted. That is, when additional

zero. Since the system is work-conserving, the algorithm maffrvice is available, we first try to compensate the session that is

tains at all time the following invariant: normalized lagging the most. Note that sessisrvirtual time
(not sessionsg;’s virtual time) is advanced antdig; andlag;
Z lag; =0, (3) are adjusted. The key is that by doing so we charge the packet
ieA transmission to sessian(not j), and we keep track of this by

where A is the set of active sessions. The simple version Bfiusting the lags of the two sessions accordingly. The lags ad-
CIF-Q is shown in Figure 1. Justments indicate that sessibhas now given uﬂ; amount of
When a session becomes backlogged and active, its lag gervice, while sessiop has now received; amount of addi-
initialized to zero. Its virtual time is initialized to the maxi-tional service. This selection policy reduces to SFQ in an error-
mum of its virtual time and the minimum virtual time amondree system.
other active sessions to ensure the virtual times of all active sesT0 achieve long term fairness, in addition to compensating
sions are bounded. The algorithm selects the active sessid@dging sessions, we need to address the following question:
with the minimum virtual time for service. If that session is nofhat should happen if a sessiowith a non-zero lag becomes
leading and can send, then the packet at the head of its quedeacklogged and wants to leave the active set? Clearly, if ses-
is transmitted; this ensures error-free non-leading sessions gep? is allowed to leave, we need to modify the lag of at least
their fair share. Its virtual time is advanced as follows to recoR'€ other active session in order to maintain the invariant (3)

the amount of normalized work: of the algorithm. Our solution is that when a lagging session
k i wants to leave, its positivieg; is proportionally distributed
v; = v + + (4) among all the remaining active sessigrauch that eachug; is

" updatedaccording to the following equation:

wherel is the length of thé*” packet of sessionandr; is the
rate of session. However, if the session is leading or cannot

lag; = lag; +layg; (5)

r
ZkeA Tk’



where.A represents the set of the remaining active sessions. INparameterl Definition
contrast, a leading sessionristallowed to leave the active set o Minimal fraction of service retained by
until it has given up all its lead. any leading session . 4
. . . 5 Normalized amount of service actually received by

Intuitively, when a lagging session becomes unbacklogged a leading sessionthrough virtual time ¢;) selection

and wants to leave, its positive lag is “unjustified” because it ilmce Itl_begame |e<'=1tdlr]1@|dtijD e edb
. . i n n r r

does not have enough service demand to attain such lag. In © alagging seasion o coniee TECEEany
addition, the leaving of a lagging session translates into gains| f Normalized amount of adiibnal service received by
in services for the remaining active sessions. By updating their a non-lagging session
lags according to equation ( 5), we practically distribute this gain TABLE II

in proportion to their rates. Therefore, such lag can be safely re-  Definitions of new parameters used in the full version of CIF-Q.
distributed back into the system. In contrast, if a leading session

is allowed to leave, and its lead (negative lag) is redistributed

back into the system, then the remaining active sessions are pe-

nalized. If the leading session’s lead is not redistributed ba Iént of the behavior of any other sessions in the system. As a

into the system and its lead history is erased (reset to zero), res?ult, real-time guarantee and long term fairness are decoupled.

remaining sessions may never regain their lost services; if tpﬁese roperties are shown in Section VI
lead history is retained, then the leading session may be unnec- prop '

essarily penallzeq inthe fgturg when it becomes active again [é] CIF-Q: Full version
Therefore, a leading session is not allowed to leave.
With the mechanisms discussed so far, as long as there exthe simple version of the CIF-Q algorithm has two major
ists an active session that can send, lost services by a sessiodi@@backs. First, the service received by a leading session does
always reflected as leads in other active sending sessions. Theat-degrade gracefully when it is necessary for it to give up its
fore, if all the error sessions exit from error and remain error-fréead. In fact, a leading session receivesservice at all until it
for a long enough period of time, the normalized lag of all activeas given up all its lead. The second drawback is that only the
sessions approaches zero and the long term fairness properigession with the largest normalized lag receivestamthl ser-
CIF is achieved. There is however a special case where nowces. That is, short term fairness is not ensured. Consequently,
tive sending sessions are left in the system to receive the exadssng certain periods of time, a session with a smaller guaran-
service from an error session. Such service is said ttobe teed rate can actually receive better normalized service than a
goneand active error sessions are not allowed to reclaim suséssion with a larger guaranteed rate. This contradicts the se-
forgone services. In this case, the algorithm advances the activentics that a larger guaranteed rate implies better quality of
error session’s virtual time using a dummy packet of lengthservice.
so that all active sessions can be chosen by the Seivehe The full version of the CIF-Q algorithm which addresses both
correct order even when none of them can send. of these problems is shown in Figure 2 and 3. Several new pa-
A similar special case exists for distributing compensatiaameters are introduced and their definitions can be found in
service. Recall that a leadinmbacklogged sessiaris not al- Table Il. For clarity, we have separated out some groups of op-
lowed to leave until it has given up all its lead. However, if akérations into new functions. Functieendpkt(j,;) now con-
other active sessions are in error and caneokive compensa- tains the operations performed when the server serves a packet
tion service from this leading session, this leading session nfagm sessiory but charge the service to sessioBecause of the
be stuck in the active set indefinitely. Using the dummy packehanges in lags resulting from the charging technigue, sessions’
we allow a leading unbacklogged sessidn gradually give up states may change. Therefore, several cases are listed to check
its lead byforcingan active error lagging sessigto “receive”s  for state changes to updaach parameter accordingly. Opera-
amount of compensation service. In effect, we force segsion tions related to sending a dummy packet, which are identical to
forgo d amount of service. If the leading unbacklogged sessitimose in the simple version, are now in gend.dummy_pkt (¢)
is not allowed to give up its lead by forcing the compensatiofynction. In addition, parameters are also updated when a ses-
the allocated share of this leading session can be violated ai@n exits from error state as shown in the processing obthe
later time. Thus, the algorithm ensures that, given enough sexiting from error-mode event, and when a session leaves the
vice demand from an error-free session, it alwagmeives no active set as shown in theavei) function.
less than its guaranteed share of service. As a result, the algoFo achieve graceful degradation in service for leading ses-
rithm is capable of providing a delay bound to an error-free sagons, we use a system paramete) < o < 1) to control the
sion whose source is constrained by a leaky-bucket regardlgsaimal fraction of service retained by a leading session. That
of the behavior of other sessions in the system. is, a leading session has to give up at mast o) amount of its
In summary, in this simple version of the CIF-Q algorithnservice share to compensate for lagging sessions. To implement
we have achieved two properties of CIF. First, long term fairnetbss policy, we associate to each leading sesseparametes;,
is ensured. Second, an error-free session is always guarantelith keeps track of the normalized service actually received by
its fair share, thus there is a delay bound for an error-free sesssoigh leading session through virtual timeg) (selection. When a
whose source is constrained by a leaky-bucket that is indepeassion becomes leading; is initialized toav; (see case 4 in
send pkt andon exiting from error-mode). Thereaftet; is up-
2Recall the server always chooses the session with the minimum virtual tingkated whenever a leading session is served through virtual time



on session receiving packetp:
enqueudqueue;,p)
if ¢ ¢ A)
v; = max(v;, minge 4{vi });
lag;, = 0;
fi = max(f;, minge 4{fx | lagry < O0A kcan seng);
A = A u {i}; /= mark session active/

on sendingcurrent packet; = get next packet to serq
¢ = miny, {7 € A};
if (¢ can sendand (lag; > 0 or (lag; < 0and s; < aw;)))
sendpkt(s, ¢); /+ session i served through selection«/
else/x i cannot send or i is leading and not allowed to sesfd
/= select lagging sessighto compensate/
Jj =ming, {k € A|lagy > 0A kcanseng;
if (« can send)
if (7 existy
sendpkt(j, ¢); /= serve session j but charge te f
else/« there is no lagging session that can se:d
sendpkt (s, ¢); /= service given back to session/
else/x i cannot send:/
if (Vk € A k cannotsend)
send.dummy_packet();
else/x there is at least one session that can seyd
if (7 existy
sendpkt(s, 7); /= serve session j but charge te f
else/x no active lagging session, and i cannot se#id
/= select session j to receive excess servjte
j =ming, {k € A | sessiork can sengl;
sendpkt(s, 7); /= serve session j but chargete f
if (¢ # 7 and empty(queue;) and lag; > 0)
leavey); /* j becomes inactive/
if (empty(queue;)andlag; > 0)
leavez); /= i becomes inactive/

sendpkt(j, 7) /+ serve session j but chargete f
p =dequeudqueue; ),
v; = v; + p.length/r;; [* charge sessions/
if ¢ == jandlag; < 0ands; < awv;)
/= session i is leading and served throughselection:/
s; = s; + p.length/r;;
if (@ # J)
lag; = lag; — p.length; [+ session j has gain extra servieg¢
if (lag; > 0)
/= case 1: j continues to be laggirg
c; = ¢ + p.length/ry;
if (lag; 4+ p.length < 0andlag; < 0)
/= case 2: j continues to be non-lagging
fi=1f+ p.length/rj;
if (lag; 4+ p.length > 0andlag; < 0)
/= case 3: j just becomes non-laggirg
f; = max(fj, minge 4{ fx | lagr < O A k can sengl);
if (lag; 4+ p.length > 0andlag; < 0)
s; = avy; [=case 4: j just becomes leading
lag; = lag; + p.length; [« session i has lost servieg
if (lag; — p.length < 0andlag; > 0)
/= case 5: i just becomes laggirg
¢; = max(c;, minge a{cg | lagy > O A k can sendl);

senddummy_pkt(¢) /* i was selected, but no session can sepd
v; = v; + &/ry; [+ send an infinitesimally small dummy packgt
if (lag; < 0 and empty(queue;))
Jj= maxlagk/rk{k € ‘A}v
lag; = lag; + 4,
lag; = lag; — &, [+ forced compensatios/
settime_out(on sendingpackets / R);

on session exiting from error-mode:
if (lag; > 0)
¢; = max(c;, minge 4 {ck | lagg > 0 A k can sengl);
else
fi = max(f;, minge 4{fx | lagry < O0A kcan seng);
if (lag; < 0)

si = avi;

Fig. 2. The full version of the CIF-Q algorithm (Part I).

leavez) /* session i leaves/
A=A\ {i};
for ( € A) /+ update lags of all active sessions
lag; = lagy,
lag; = lag; + lag; x TJ/(ZkeA rE);
if (lag; < 0Oandlag; > 0andj cansend)
/= | just becomes lagging/
c; = max(c;j, minge a{cg | lagy > 0 A k can send);
if (37 € A s.t. empty(queue;) Alag; > 0)
leave(s);

Fig. 3. The full version of the CIF-Q algorithm (Part I1).

selection (sesend pkt). When selected based on a leading
session is assured service only if the normalized service it has
received though virtual time selection since iebame leading

is no larger tharv of the normalized service it should have re-
ceived based on its share. That is, a leading session is assured
service only ifs; < aw;. Intuitively, the larger the value af,

the more graceful the degradation experienced by leading ses-
sions. At the limit, whenv is set to one, no compensation is
given to lagging sessions.

To provide short term fairness, we distinguish the two types
of additional service in the algorithnexcess servicand com-
pensation serviceExcess service is made available due to a ses-
sion’s error, while compensation service is made available due
to a leading session giving up its lead.

First of all, lagging sessions have higher priority to receive
additional services to expedite their compensation. But we now
distribute these additional services among lagging sessions in
proportion to the lagging sessions’ rates, instead of giving all of
it to the session with the largest normalized lag. This way a lag-
ging session is guaranteed to catch up, no matter what the lags
of the other sessions are, and the short term fairness property is
ensured among lagging sessions during compensation. This pol-
icy is implemented by keeping a new virtual tirmethat keeps
track of the normalized amount of additional serviceseived
by session while it is lagging. When a sessiarbecomes both
lagging and can send, is initializedaccording to (see case 5 in
send pkt, on exiting from error-mode anteave:

¢; = max(c;, géljtl{ck | lagy, > 0 A k can send). (6)

When additional service is available, the lagging sesgion
with the minimume; that can send is chosen to receive it. Ses-
sionj’s ¢; is then updatedccordingly (see case 1 sendpkt).
However, if such sessighdoes not exist, then there are two sce-
narios. First, if the additional service is a compensation service,
then this service is given back to the original chosen session
Otherwise, it must be an excess service. If none of the active
sessions can send at the moment, themd dummy_packet(;)
is called to advance the virtual timg and perform any ap-
plicable forced compensation. But if there are active sessions
that can send left in the system, then this excess service is dis-
tributed among all non-lagging sending sessions in proportion
to their rates. This way, short term fairness is ensured among
non-lagging sessions when excess services are available. This
policy is implemented by keeping a virtual tinfe that keeps
track of the normalized amount of excess servieeeived by
sessioni while it is non-lagging. When a sessigrbecomes



non-lagging and sending; is initialized according to (seen V1. FAIRNESS AND DELAY RESULTS

receiving packet, case 3 isend pkt andon exiting from error- In this section we show that our algorithm meets the prop-

mode): erties presented in Section IV. Specifically, Theorem 1 says
. that the difference between the normalized services received by
fi= max(fi’}}éljl{f’“ | lage < 0 Ak can send). (") two error-free active sessions during any time interval in which

they are in the same state (i.e., leading, satisfied, or lagging) is

To distribute the excess service, the non-lagging segswith bounded (Property 3), Theorem 2 says that the time it takes a
the minimum/; that can send is chosen to receive it. Sessitfgging session that no longer experiences errors to catch up is
J's f; is then updatedccordingly (see case 2 gendpkt). bounded (Property 2), and finally, Theorem 3 gives the delay

In summary, using the four new parameterss;, c;, andf;) bound for an error-free session (Property 1). Note that Property
and the associated mechanisms presented above, the full ver4idgk explicitly enforced by the algorithm via the parameter
of the CIF-Q algorithm now achieves (a) graceful degradatidiie complete proofs can be found in [7].
in service for leading sessions and (b) short term fairness guarTheorem 1:The difference between the normalized service
antee (these properties are shown in Section V1) in additionr&ceived by any two sessionsindj during an intervalt,, ¢»)
(c) long term fairness guarantee and (d) error-free sessions iflevhich both sessions are continuously backlogged, error-free,
lay bound/throughput guarantee that are achieved by the simhél their status does not change is bounded as follows:
version of the algorithm. Thus, all the properties of CIF are |1v;(t,,t,) W;(ty,ts) Lmae  Lmas
satisfied. m <p ( o " ) NG

C. Algorithm Complexity where W;(¢,,¢2) represents the service received by sesgion

during[t1,12), Lmqe IS the maximum packet length, al 3
In this section we discuss the algorithm complexity. We aﬂebotﬁ [séssziz)ns are non-leadind)= 3 _?_ o otherV\%se. =

interested in the complexity of each of the following five op- Theorem 2:Consider an active lagging sessiérthat be-

erations: (1) a session becoming active, (2) a session beciy a5 error-free after tine If sessions is continuously back-

ing inactive, (3) a session being selected to receive service, Igﬂgged after time, it is guaranteed to catch up after at most

an active session entering error mode, and (5) an active SR!
sion becoming error-free. It can be deduced from Figure 2 that

. . K L [y
these operations ultimately reduce to the following basic set op- A = R lag; + ©)
erations: adding, deleting, and querying the element with the Pitmin(l— )R
minimum key from the set. Since these operations can be effi- (ﬁ(ﬁ/r' tn—1+a) 3 ) I
ciently implemented i© (log ) by using a heap data structure, . +n+ =
a straightforward implementation of our algorithm would be to Fmin(1 = @) Tmin | 1

maintain three heaps basedqnf;, ande;, respectively. More
precisely, the first heap will maintain aktive sessions based
on v;, the second one will maintain atlon-lagging error-free
sessions based gf, and the last one will maintain dkgging
error-free sessions based en. Since with the exception of the
leaving operation, all the other four operations involve only
constant number of heap operations, it follows that they can
implemented irO(log n), wheren represents the number of ac-
tive sessions.

Regarding the leaving operation, when the lag is non-zero,
this operation requires updating of the lags of all other acti
sessions. However, when a session’s lag changes, that seds
might change its state from leading to lagging, which eventually
requires moving it from one heap to another. Thus, in the worst _ _ ] ] ]
case the leaving operation tak@én log n). In this section, we present results from simulation experi-

Although the leaving operation takes significantly longer th4R€NtS to demonstrate the delay bound guarantees and the fair-
that in an error-free Packet Fair Queueing algorithm, we ndigSS Properties of CIF-Q. All the simulations last for 200 sec-
that in wireless networks, algorithm efficiency is not as criticnds and there are seven sessions: a real-time audio session,
as in wired networks. The main reason for this is that wiré ré@l-time video session, four FTP sessions, and a cross traf-
less networks are mainly used as accesbrtelogy, they have fic ses;ion to model the'rest of the traffip in the system. The
significantly lower bandwidth, and support a significantly loweproPerties of each session are shown in Tdlle The au-
number of hosts compared to wired networks. As an examp@é? and yldeo sessions are constant-bit-rate (CBR) sources such
the current WaveLAN technology provides 2 Mbps theoreticiat their packets are evenly spaced at-50apart and their
throughput and supports on the order of 100 hosts [10]. ThdB&oughputs are 160 Kbps and 1.25 Mbps respectively. The four
figures are several orders of magnitUde smaller than the ones fgfo be more realistic and to avoid the worst case behavior of SFQ, the packet
a high speed communication switch. spacing has a small probability of drifting slightly

wheren is the number of active sessiorisjs tbe channel capac-
ity, Lmqe IS the maximum length of a packet,is the aggregate
rate of all sessions in the system, angl,, is the minimum rate
of any session.
Theorem 3:The delay experienced by a packet of an error-
ae session with rater; in an error systens is bounded by
Lmax lk Lmax
— )Ry oy e 10

(n =) ZF 4+ =2 (10)
eren is the number of active sessior$,is the length of the
i’érpacket of sessiof) andR is the channel capacity.

VII. SIMULATION EXPERIMENTS



Pkt size | Guaranteedrat¢ Src model| Error Max Min Mean | Std Dev
Audio | 1KB 160 Kbps CBR None Audio | 43ms| 040ms| 41ms| 44 ms
Video | 8KB 1.25 Mbps CBR None Video | 51ms| 32ms | 70ms| 45ms
FTP-1 | 3KB 2 Mbps Greedy None
FTP-2 | 3KB 2 Mbps Greedy | Pattern1 TABLE V
FTP-3 | 8KB 2 Mbps Greedy Pattern 2 Packet delay statistics for the audio and video sessions whier®.0.
FTP-4 | 8KB 2 Mbps Greedy Pattern 1
Cross | 4KB 10 Mbps Poisson None

TABLE Il

Properties of the 7 sessions used in the simulations. . - .
P sessions as shown in Figure 4. Figure 4(a) shows the amount of

service received by each FTP session over the period of the sim-
ulation. Recall that sessions FTP-2,3,4 experience errors during

— 2":" g"g‘o 2"‘;3” itj Dev the first 45 seconds of the simulation as evidenced by the flat pe-
udio ms . ms 1l ms 4 ms . . . . . . .
Video | 49ms | 32ms | 6.9ms | 43ms riods in their service progressions. Sessions FTP-2,4 experience

identical errors and session FTP-3 experiences slighter errors.
Session FTP-1 is error-free during the simulation.

The most notable feature in Figure 4(a) is the fact that the ser-
vice received by all four FTP sessions, regardless of theuaim
of errors they have experienced, converges gradually when the
system becomes error-free. This demonstrates the perfect long
2 Mbps FTP sessions are all continuously backlogged. Finaligrm fairness guarantee over a busy period provided by our al-
the cross traffic session is a Poisson source with an average gaigthm. To see the changes in leads and lags more easily, we
of 10 Mbps. show in Figure 4(b) the difference between the actual service

For clarity in showing the effects of channel errors and foeceived by the FTP sessions and the cpuesing expected
ease of interpretation, we choose to model errors as simple agount of service. The expected amount of service is computed
riodic error bursts rather than using a more realistic model [3s the product of the overall throughputand time. A leading ses-
During the 200 second periods of our simulation experimentson gives up its lead to lagging sessions at a rate-efa that
channel errors occur only during the first 45 seconds, leaviggits actual service rate. Notice the give-up rates and compen-
enough error-free time to demonstrate the long term fairngsgion rates varies slightly since the Poisson traffic of the cross
property of our algorithm. Error pattern 1 represents a pettaffic session affects the actual service rates.
odic error burst of 1.6 second with 3.2 seconds of intermediateFinally, notice in both Figure 4(a) and (b), the lines for ses-
error-free time. Error pattern 2, a less severe error pattern, refons FTP-2 and FTP-4 almost overlap each other and the lines
resents a periodic error burst of 0.5 seconds with 5.5 secomglssessions FTP-1 and FTP-3 parallel each other while they are
of intermediate error-free time. Notice session FTP-2 and s@®th leading. This shows the short term fairness guarantee pro-
sion FTP-4 experience identical error pattern but have differafiied by our algorithm which states that the difference in nor-
packet sizes, while session FTP-1 experiences no error at allrdalized services received by two sessions during a period in
the following, we present two sets of simulation results usinghich they are in the same state (leading or lagging, error or

TABLE IV
Packet delay statistics for the audio and video sessions wtier®.9.

different values as the the system parameter error-free) is bounded. This ensures that all leading sessions
in the same error state give up their leads at approximately the
A a=09 same normalized speed and that all lagging sessions in the same

An o value of 0.9 intuitively means that leading sessions wiflrror state get compensated at about the same normalized speed.
give up up-to 10 percents of their service rates to compens&@e might incorrectly assume that the lines for sessions FTP-
for lagging sessions. Table IV shows the packet delays statis@cgnd FTP-4 should completely overlaach other since they
for the two real-time sessions under this compensation poli€yperience the same errors. The reason they do not is that the
For comparison purpose, if the audio and video sessions wéfiéerence in the amount of normalized servicesaived may
served by an error-free fluid GPS system, their packets wou@ldft apart when the sessions change states as can be seen in
have a delay bound of 5@s. Clearly, the delays experiencedFigure 4(b). Nonetheless, it is important to note that the two
by the audio and video packets under our algorithm compdies are parallel during periods where the two sessions do not
favorably against the GPS delay bound and are well below télgange state.
worst case delay bound of our algorithm. The worst case delay
bound is much larger than 50s due to the SFQ discipline usedB- @ =0.0
However, a packet experiences the worst case delay only whemn this experiment, the value af is zero. This means that
the starting virtual time of all sessions are perfectly synchra-leading sessionhwill receive no service as long as there ex-
nized. This is avoided in the simulation by introducing smai$ts a lagging error-free session in the system. This absolute
infrequent drifts into the packet spacing to portrait a more reglriority compensation behavior is similar to the behavior of the
istic situation. algorithm proposed in [6], except that we have not put an ar-

In addition to providing delay bound guarantees, an equatificial upper bound on this zero-service period and that real-
important aspect of our algorithm is on fairness. To demonstrii@e requirements are still guaranteed. Although we believe
the fairness properties, consider the behavior of the four F§Bch aggressive compensation is not desirable, it is worthwhile
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Fig. 4. Behavior of the FTP sessions wheris 0.9. (a) Service received by each FTP session. Note that FTP-2,4 are the bottom two lines that virtually overlap
each other. (b) Difference between the actual service received by the FTP sessions and the corresponding expected amount of service. Ndie aisis not t
as the lead defined in the CIF-Q algorithm
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Fig. 5. Behavior of the FTP sessions wheris 0.0. (a) Service received by each FTP session. (b) Difference between the actual service received by the FTP
sessions and the corresponding expected amount of service.

to demonstrate the behavior of our algorithm under this policy. VIII. CONCLUSION
Even though such an aggressive compensation policy is use
the delays experienced by real-time packets are unaffected
der our algorithm (See Table V). Thus, delay bounds for re
time sessions are guaranteed independent of the valueoof
whether compensation is bounded. The value ohly affects
the fairness properties of the system. That is, real-time de
bound guarantee and fairness guarantees are decoupled u
our algorithm.

uq-h this paper, we make two main contributions. First, we iden-
||Tfi1ed four key properties (CIF) that any PFQ algorithm should
ave in order to work well in a wireless network where chan-
nel errors are location-dependent. Specifically, the properties
(1) delay guarantees and throughput guarantees for error-
%rsessions, (2) long term fairness guarantee for error sessions,
short term fairness guarantee for error-free sessions, and (4)
graceful degradation in glity of service for sessions that have
received excess service. As a second contribution, we present a
) . . methodology for adapting PFQ algorithms for wireless networks
In Figure 5, we show the behavior of the four FTP sessiogg we apply this methodology to derive a new scheduling algo-
Clearly, Fhe services received by'the four FTP Sessions Convef@km called CIF-Q that provably achieves all the properties of
very rapidly after each error period. However, the price t0 P&iF. Four novel algorithmic techniques are introduced in CIF-Q
for such absolute priority compensation is the abrupt changegdimake achieving the CIF properties possible. We demonstrate
the available bandwidth experienced even by error-free sessigps performance of CIF-Q in simulation and show how com-
(e.g. FTP-1). Despite the abruptness, it is clear from Figuré,ansation rate can be tuned to suit specific needs. As possible

that the long term and short term faimess guarantees provi¢gdner work, the CIF-Q algorithm may be extended to support
by our algorithm still hold. One thing worth explaining is thahierarchical link-sharing service.

in Figure 5(b), the lines converge to a value above zero and then
slowly drop to zero together. This is due to the changing actual
service rates caused by the Poisson traffic of the cross traffic ses- _ _ _ _

ioninth tem. Nevertheless. the converaence of the Serv[%]eSJ'C'R' Bennett and H. Zhang. Hierarchical packet fair queueing algo-
sioninthe system. . , , 9 . rithms. InProceedings of the ACM-SIGCOMM 9gages 143-156, Palo
sufficiently shows the fairness properties of our algorithm. Alto, CA, August 1996.
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