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■ Abstract The prefrontal cortex has long been suspected to play an important role
in cognitive control, in the ability to orchestrate thought and action in accordance with
internal goals. Its neural basis, however, has remained a mystery. Here, we propose
that cognitive control stems from the active maintenance of patterns of activity in the
prefrontal cortex that represent goals and the means to achieve them. They provide
bias signals to other brain structures whose net effect is to guide the flow of activity
along neural pathways that establish the proper mappings between inputs, internal
states, and outputs needed to perform a given task. We review neurophysiological,
neurobiological, neuroimaging, and computational studies that support this theory and
discuss its implications as well as further issues to be addressed.

INTRODUCTION

One of the fundamental mysteries of neuroscience is how coordinated, purposeful
behavior arises from the distributed activity of billions of neurons in the brain.
Simple behaviors can rely on relatively straightforward interactions between the
brain’s input and output systems. Animals with fewer than a hundred thousand
neurons (in the human brain there are 100 billion or more neurons) can approach
food and avoid predators. For animals with larger brains, behavior is more flex-
ible. But flexibility carries a cost: Although our elaborate sensory and motor
systems provide detailed information about the external world and make avail-
able a large repertoire of actions, this introduces greater potential for interference
and confusion. The richer information we have about the world and the greater
number of options for behavior require appropriate attentional, decision-making,
and coordinative functions, lest uncertainty prevail. To deal with this multitude of
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possibilities and to curtail confusion, we have evolved mechanisms that coordinate
lower-level sensory and motor processes along a common theme, an internal goal.
This ability for cognitive control no doubt involves neural circuitry that extends
over much of the brain, but it is commonly held that the prefrontal cortex (PFC)
is particularly important.

The PFC is the neocortical region that is most elaborated in primates, animals
known for their diverse and flexible behavioral repertoire. It is well positioned to
coordinate a wide range of neural processes: The PFC is a collection of intercon-
nected neocortical areas that sends and receives projections from virtually all cor-
tical sensory systems, motor systems, and many subcortical structures (Figure 1).
Neurophysiological studies in nonhuman primates have begun to define many of
the detailed properties of PFC, and human neuropsychology and neuroimaging
studies have begun to provide a broad view of the task conditions under which
it is engaged. However, an understanding of the mechanisms by which the PFC
executes control has remained elusive. The aim of this article is to describe a theory
of PFC function that integrates these diverse findings, and more precisely defines
its role in cognitive control.

The Role of the PFC in Top-Down Control of Behavior

The PFC is not critical for performing simple, automatic behaviors, such as our
tendency to automatically orient to an unexpected sound or movement. These
behaviors can be innate or they can develop gradually with experience as learning
mechanisms potentiate existing pathways or form new ones. These “hardwired”
pathways are advantageous because they allow highly familiar behaviors to be
executed quickly and automatically (i.e. without demanding attention). How-
ever, these behaviors are inflexible, stereotyped reactions elicited by just the right
stimulus. They do not generalize well to novel situations, and they take extensive
time and experience to develop. These sorts of automatic behaviors can be thought
of as relying primarily on “bottom-up” processing; that is, they are determined
largely by the nature of the sensory stimuli and well-established neural pathways
that connect these with corresponding responses.

By contrast, the PFC is important when “top-down” processing is needed; that is,
when behavior must be guided by internal states or intentions. The PFC is critical in
situations when the mappings between sensory inputs, thoughts, and actions either
are weakly established relative to other existing ones or are rapidly changing. This
is when we need to use the “rules of the game,” internal representations of goals
and the means to achieve them. Several investigators have argued that this is a
cardinal function of the PFC (Cohen & Servan-Schreiber 1992, Passingham 1993,
Grafman 1994, Wise et al 1996, Miller 1999). Two classic tasks illustrate this
point: the Stroop task and the Wisconsin card sort task (WCST).

In the Stroop task (Stroop 1935, MacLeod 1991), subjects either read words
or name the color in which they are written. To perform this task, subjects must
selectively attend to one attribute. This is especially so when naming the color
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Figure 1 Schematic diagram of some of the extrinsic and intrinsic connections of the
prefrontal cortex. The partial convergence of inputs from many brain systems and internal
connections of the prefrontal cortex (PFC) may allow it to play a central role in the synthesis
of diverse information needed for complex behavior. Most connections are reciprocal; the
exceptions are indicated by arrows. The frontal eye field (FEF) has variously been considered
either adjacent to, or part of, the PFC. Here, we compromise by depicting it as adjacent to,
yet touching, the PFC.
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of a conflict stimulus (e.g. the word GREEN displayed in red), because there is
a strong prepotent tendency to read the word (“green”), which competes with the
response to the color (“red”). This illustrates one of the most fundamental aspects
of cognitive control and goal-directed behavior: the ability to select a weaker,
task-relevant response (or source of information) in the face of competition from
an otherwise stronger, but task-irrelevant one. Patients with frontal impairment
have difficulty with this task (e.g. Perrett 1974, Cohen & Servan-Schreiber 1992,
Vendrell et al 1995), especially when the instructions vary frequently (Dunbar &
Sussman 1995, Cohen et al 1999), which suggests that they have difficulty adhering
to the goal of the task or its rules in the face of a competing stronger (i.e. more
salient or habitual) response.

Similar findings are evident in the WCST. Subjects are instructed to sort cards
according to the shape, color, or number of symbols appearing on them and the
sorting rule varies periodically. Thus, any given card can be associated with several
possible actions, no single stimulus-response mapping will work, and the correct
one changes and is dictated by whichever rule is currently in effect. Humans with
PFC damage show stereotyped deficits in the WCST. They are able to acquire
the initial mapping without much difficulty but are unable to adapt their behavior
when the rule varies (Milner 1963). Monkeys with PFC lesions are impaired in an
analog of this task (Dias et al 1996b, 1997) and in others when they must switch
between different rules (Rossi et al 1999).

The Stroop task and WCST are variously described as tapping the cognitive
functions of either selective attention, behavioral inhibition, working memory,
or rule-based or goal-directed behavior. In this article, we argue that all these
functions depend on the representation of goals and rules in the form of patterns
of activity in the PFC, which configure processing in other parts of the brain in
accordance with current task demands. These top-down signals favor weak (but
task-relevant) stimulus-response mappings when they are in competition with more
habitual, stronger ones (such as in the Stroop task), especially when flexibility is
needed (such as in the WCST). We believe that this can account for the wide range
of other tasks found to be sensitive to PFC damage, such as A-not-B (Piaget 1954,
Diamond & Goldman-Rakic 1989), Tower of London (Shallice 1982, 1988; Owen
et al 1990), and others (Duncan 1986, Duncan et al 1996), Stuss & Benson 1986).

We build on the fundamental principle that processing in the brain is compet-
itive: Different pathways, carrying different sources of information, compete for
expression in behavior, and the winners are those with the strongest sources of sup-
port. Desimone & Duncan (1995) have proposed a model that clearly articulates
such a view with regard to visual attention. These authors assume that visual corti-
cal neurons processing different aspects of a scene compete with each other via mu-
tually inhibitory interactions. The neurons that “win” the competition and remain
active reach higher levels of activity than those with which they share inhibitory
interactions. Voluntary shifts of attention result from the influence of excitatory
top-down signals representing the to-be-attended features of the scene. These bias
the competition among neurons representing the scene, increasing the activity of
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neurons representing the to-be-attended features and, by virtue of mutual inhi-
bition, suppressing activity of neurons processing other features. Desimone &
Duncan suggest that the PFC is an important source of such top-down biasing.
However, they left unspecified the mechanisms by which this occurs. That is the
focus of this article.

We begin by outlining a theory that extends the notion of biased competition and
proposes that it provides a fundamental mechanism by which the PFC exerts control
over a wide range of processes in the service of goal-directed behavior. We describe
the minimal set of functional properties that such a system must exhibit if it can
serve as a mechanism of cognitive control. We then review the existing literature
that provides support for this set of properties, followed by a discussion of recent
computational modeling efforts that illustrate how a system with these properties
can support elementary forms of control. Finally, we consider unresolved issues
that provide a challenge for future empirical and theoretical research.

Overview of the Theory

We assume that the PFC serves a specific function in cognitive control: the active
maintenance of patterns of activity that represent goals and the means to achieve
them. They provide bias signals throughout much of the rest of the brain, affecting
not only visual processes but also other sensory modalities, as well as systems
responsible for response execution, memory retrieval, emotional evaluation, etc.
The aggregate effect of these bias signals is to guide the flow of neural activity
along pathways that establish the proper mappings between inputs, internal states,
and outputs needed to perform a given task. This is especially important whenever
stimuli are ambiguous (i.e. they activate more than one input representation),
or when multiple responses are possible and the task-appropriate response must
compete with stronger alternatives. From this perspective, the constellation of PFC
biases—which resolves competition, guides activity along appropriate pathways,
and establishes the mappings needed to perform the task—can be viewed as the
neural implementation of attentional templates, rules, or goals, depending on the
target of their biasing influence.

To help understand how this might work, consider the schematic shown in
Figure 2. Processing units are shown that correspond to cues (C1, C2, C3).
They can be thought of as neural representations of sensory events, internal states
(e.g. stored memories, emotions, etc), or combinations of these. Also shown are
units corresponding to the motor circuits mediating two responses (R1 and R2),
as well as intervening or “hidden” units that define processing pathways between
cue and response units. We have set up the type of situation for which the PFC is
thought to be important. Namely, one cue (C1) can lead to either of two responses
(R1 or R2) depending on the situation (C2 or C3), and appropriate behavior de-
pends on establishing the correct mapping from C1 to R1 or R2. For example,
imagine you are standing at the corner of a street (cue C1). Your natural reaction
is to look left before crossing (R1), and this is the correct thing to do in most
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of the world (C2). However, if you are in England (C3), you should look right
(R2). This is a classic example of a circumstance requiring cognitive control,
which we assume depends on the PFC. How does the PFC mediate the correct
behavior?

We assume that cues in the environment activate internal representations within
the PFC that can select the appropriate action. This is important when the course
of action is uncertain, and especially if one of the alternatives is stronger (i.e. more
habitual or more salient) but produces the incorrect behavior. Thus, standing at the
corner (C1), your “automatic” response would be to look left (R1). However, other
cues in the environment “remind” you that you are in England (C3). That is, the
cues activate the corresponding PFC representation, which includes information
about the appropriate action. This produces excitatory bias signals that guide neural
activity along the pathway leading you to look right (e.g. C1→ · · · → R2). Note
that activation of this PFC representation is necessary for you to perform the
correct behavior. That is, you had to keep “in mind” the knowledge that you were
in England. You might even be able to cross a few streets correctly while keeping
this knowledge in mind, that is, while activity of the appropriate representation is
maintained in the PFC. However, if this activity subsides—that is, if you “forget”
you are in England—you are likely to revert to the more habitual response and
look left. Repeated selection can strengthen the pathway from C1 to R2 and allow
it to become independent of the PFC. As this happens, the behavior becomes more
automatic, so you can look right without having to keep in mind that you are
in England. An important question is how the PFC develops the representations
needed to produce the contextually appropriate response.

In an unfamiliar situation you may try various behaviors to achieve a desired
goal, perhaps starting with some that have been useful in a similar circumstance
(looking to the left for oncoming traffic) and, if these fail, trying others until you
meet with success (e.g. by looking right). We assume that each of these is as-
sociated with some pattern of activity within the PFC (as in Figure 2). When a
behavior meets with success, reinforcement signals augment the corresponding
pattern of activity by strengthening connections between the PFC neurons acti-
vated by that behavior. This process also strengthens connections between these
neurons and those whose activity represents the situation in which the behavior
was useful, establishing an association between these circumstances and the PFC
pattern that supports the correct behavior. With time (and repeated iterations of
this process), the PFC representation can be further elaborated as subtler combi-
nations of events and contingencies between them and the requisite actions are
learned. As is discussed below, brainstem neuromodulatory systems may provide
the relevant reinforcement signals, allowing the system to “bootstrap” in this way.

Obviously, many details need to be added before we fully understand the com-
plexity of cognitive control. But we believe that this general notion can explain
many of the posited functions of the PFC. The biasing influence of PFC feedback
signals on sensory systems may mediate its role in directing attention (Stuss &
Benson 1986; Knight 1984, 1997; Banich et al 2000), signals to the motor system
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may be responsible for response selection and inhibitory control (Fuster 1980,
Diamond 1988), and signals to intermediate systems may support short-term
(or working) memory (Goldman-Rakic 1987) and guide retrieval from long-term
memory (Schachter 1997, Janowsky et al 1989, Gershberg & Shimamura 1995).
Without the PFC, the most frequently used (and thus best established) neural path-
ways would predominate or, where these don’t exist, behavior would be haphazard.
Such impulsive, inappropriate, or disorganized behavior is a hallmark of PFC dys-
function in humans (e.g. Bianchi 1922, Duncan 1986, Luria 1969, Lhermitte 1983,
Shallice & Burgess 1996, Stuss & Benson 1986).

Minimal Requirements for a Mechanism
of Top-Down Control

There are several critical features of our theory. First, the PFC must provide a
source of activity that can exert the required pattern of biasing signals to other
structures. We can thus think of PFC function as “active memory in the service
of control.” It follows, therefore, that the PFC must maintain its activity robustly
against distractions until a goal is achieved, yet also be flexible enough to update its
representations when needed. It must also house the appropriate representations,
those that can select the neural pathways needed for the task. Insofar as primates
are capable of tasks that involve diverse combinations of stimuli, internal states,
and responses, representations in the PFC must have access to and be able to
influence a similarly wide range of information in other brain regions. That is,
PFC representations must have a high capacity for multimodality and integration.
Finally, as we can acquire new goals and means, the PFC must also exhibit a high
degree of plasticity. Of course, it must be possible to exhibit all these properties
without the need to invoke some other mechanism of control to explain them, lest
our theory be subject to perennial concerns of a hidden “homunculus.”

The rapidly accumulating body of findings regarding the PFC suggests that
it meets these requirements. Fuster (1971, 1973, 1995), Goldman-Rakic (1987,
1996), and others have extensively explored the ability of PFC neurons to main-
tain task-relevant information. Miller et al (1996) have shown that this is robust
to interference from distraction. Fuster has long advocated the role of the PFC in
integrating diverse information (Fuster 1985, 1995). The earliest descriptions of
the effects of frontal lobe damage suggested its role in attention and the control of
behavior (Ferrier 1876, Bianchi 1922), and investigators since have interpreted the
pattern of deficits following PFC damage as a loss of the ability to acquire and use
behavior-guiding rules (Shallice 1982, Duncan 1986, Passingham 1993, Grafman
1994, Wise et al 1996). Recent empirical studies have begun to identify neural
correlates of plasticity in the PFC (Asaad et al 1998, Bichot et al 1996, Schultz &
Dickinson 2000), and recent computational studies suggest how these may operate
as mechanisms for self-organization (Braver & Cohen 2000, Egelman et al 1998).
Our purpose in this article is to bring these various observations and arguments
together, and to illustrate that a reasonably coherent, and mechanistically explicit,



P1: FXZ

January 12, 2001 14:38 Annual Reviews AR121-07

174 MILLER ¥ COHEN

theory of PFC function is beginning to emerge. The view presented here draws
on previous work that has begun to outline such a theory (e.g. Cohen & Servan-
Schreiber 1992; Cohen et al 1996; O’Reilly et al 1999; Miller 1999, 2000). In
the sections that follow, we review neurobiological, neuropsychological, and neu-
roimaging findings that support this theory, and computational modeling studies
that have begun to make explicit the processing mechanisms involved.

PROPERTIES OF THE PFC

Convergence of Diverse Information

One of the critical features for a system of cognitive control is the requirement that
it have access to diverse information about both the internal state of the system
and the external state of the world. The PFC is anatomically well situated to meet
this requirement. The cytoarchitectonic areas that comprise the monkey PFC are
often grouped into regional subdivisions, the orbital and medial, the lateral, and
the mid-dorsal (see Figure 1). Collectively, these areas have interconnections with
virtually all sensory systems, with cortical and subcortical motor system structures,
and with limbic and midbrain structures involved in affect, memory, and reward.
The subdivisions have partly unique, but overlapping, patterns of connections with
the rest of the brain, which suggests some regional specialization. However, as
in much of the neocortex, many PFC connections are local; there are extensive
connections between different PFC areas that are likely to support an intermixing of
disparate information. Such intermixing provides a basis for synthesizing results
from, and coordinating the regulation of, a wide variety of brain processes, as would
be required of a brain area responsible for the orchestration of complex behavior.

Sensory Inputs The lateral and mid-dorsal PFC is more closely associated with
sensory neocortex than is the ventromedial PFC (see Figure 1). It receives visual,
somatosensory, and auditory information from the occipital, temporal, and pari-
etal cortices (Barbas & Pandya 1989, 1991; Goldman-Rakic & Schwartz 1982;
Pandya & Barnes 1987; Pandya & Yeterian 1990; Petrides & Pandya 1984, 1999;
Seltzer & Pandya 1989). Many PFC areas receive converging inputs from at least
two sensory modalities (Chavis & Pandya 1976; Jones & Powell 1970). For ex-
ample, the dorsolateral (DL) (areas 8, 9, and 46) and ventrolateral (12 and 45)
PFC both receive projections from visual, auditory, and somatosensory cortex.
Furthermore, the PFC is connected with other cortical regions that are themselves
sites of multimodal convergence. Many PFC areas (9, 12, 46, and 45) receive
inputs from the rostral superior temporal sulcus, which has neurons with bimodal
or trimodal (visual, auditory, and somatosensory) responses (Bruce et al 1981,
Pandya & Barnes 1987). The arcuate sulcus region (areas 8 and 45) and area 12
seem to be particularly multimodal. They contain zones that receive overlapping
inputs from three sensory modalities (Pandya & Barnes 1987). In all these cases,
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the PFC is directly connected with secondary or “association” but not primary
sensory cortex.

Motor Outputs The dorsal PFC, particularly DL area 46, has preferential con-
nections with motor system structures that may be central to how the PFC exerts
control over behavior. The DL area 46 is interconnected (a) with motor areas in the
medial frontal lobe such as the supplementary motor area, the pre–supplementary
motor area, and the rostral cingulate, (b) with the premotor cortex on the lateral
frontal lobe, and (c) with cerebellum and superior colliculus (Bates & Goldman-
Rakic 1993, Goldman & Nauta 1976, Lu et al 1994, Schmahmann & Pandya
1997). The DL area 46 also sends projections to area 8, which contains the frontal
eye fields, a region important for voluntary shifts of gaze. There are no direct
connections between the PFC and primary motor cortex, but they are extensive
with premotor areas that, in turn, send projections to primary motor cortex and
the spinal cord. Also important are the dense interconnections between the PFC
and basal ganglia (Alexander et al 1986), a structure that is likely to be crucial for
automating behavior. The basal ganglia receives inputs from much of the cerebral
cortex, but its major output (via the thalamus) is frontal cortex (see Figure 1).

Limbic Connections The orbital and medial PFC are closely associated with
medial temporal limbic structures critical for long-term memory and the processing
of internal states, such as affect and motivation. This includes direct and indirect
(via the medial dorsal thalamus) connections with the hippocampus and associated
neocortex, the amygdala, and the hypothalamus (Amaral & Price 1984, Barbas &
De Olmos 1990, Barbas & Pandya 1989, Goldman-Rakic et al 1984, Porrino et al
1981, Van Hoesen et al 1972). Other PFC regions have access to these systems both
through connections with the orbital and medial PFC and through other intervening
structures.

Intrinsic Connections Most PFC regions are interconnected with most other
PFC regions. There are not only interconnections between all three major subdi-
visions (ventromedial, lateral, and mid-dorsal) but also between their constituent
areas (Barbas & Pandya 1991, Pandya & Barnes 1987). The lateral PFC is partic-
ularly well connected. Ventrolateral areas 12 and 45 are interconnected with DL
areas 46 and 8, with dorsal area 9, as well as with ventromedial areas 11 and 13.
Intrinsic connections within the PFC allow information from regional afferents
and processes to be distributed to other parts of the PFC. Thus, the PFC provides a
venue by which information from wide-ranging brain systems can interact through
relatively local circuitry.

Convergence and Plasticity

Given that goal-directed behavior depends on our ability to piece together rela-
tionships between a wide range of external and internal information, it stands to
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reason that top-down control must come from PFC representations that reflect a
wide range of learned associations. There is mounting neurophysiological evi-
dence that this is the case. Asaad et al (1998) trained monkeys to associate, on
different blocks of trials, each of two cue objects with a saccade to the right or a
saccade to the left. They found relatively few lateral PF neurons whose activity
simply reflected a cue or response. Instead, the modal group of neurons (44% of
the population) showed activity that reflected the current association between a
visual cue and a directional saccade it instructed. For example, a given cell might
only be strongly activated when object “A” instructed “saccade left” and not when
object “B” instructed the same saccade or when object “A” instructed another sac-
cade (Figure 3A). Lateral PFC neurons can also convey the degree of association
between a cue and a response (Quintana & Fuster 1992).

Other studies indicate that PFC neurons acquire selectivity for features to which
they are initially insensitive but are behaviorally relevant. For example, Bichot
et al (1996) observed that neurons in the frontal eye fields (in the bow of the arcuate
sulcus)—ordinarily not selective to the form and color of stimuli—became so as the
animal learned eye movements that were contingent on these features. Similarly,
Watanabe (1990, 1992) has trained monkeys to recognize that certain visual and
auditory stimuli signaled whether or not, on different trials, a reward (a drop of
juice) would be delivered. He found that neurons in lateral PFC (around the arcuate
sulcus and posterior end of the principal sulcus) came to reflect specific cue-reward
associations. For example, a given neuron could show strong activation to one of
the two auditory (and none of the visual) cues, but only when it signaled reward.
Other neurons were bimodal, activated by both visual and auditory cues but also
strongly modulated by their reward status.

More complicated behaviors depend not on simple contingencies between cues
and responses or rewards but on general principles or rules that may involve more-
complex mapping. PFC activity also seems to represent this information. Barone
& Joseph (1989) observed cells near the arcuate sulcus that were responsive to spe-
cific light stimuli, but only when they occurred at a particular point in a particular

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
Figure 3 (A) Shown is the activity of four single prefrontal (PF) neurons when each of
two objects, on different trials, instructed either a saccade to the right or a saccade to the left.
The lines connect the average values obtained when a given object cued one or the other
saccade. The error bars show the standard error of the mean. Note that in each case, the
neuron’s activity depends on both the cue object and the saccade direction and that the tuning
is nonlinear or conjunctive. That is, the level of activity to a given combination of object
and saccade cannot be predicted from the neuron’s response to the other combinations.
[Adapted from Asaad et al (1998).] (B) A PF neuron whose neural response to a cue object
was highly dependent on task context. The bottom half shows an example of a single
PF neuron’s response to the same cue object during an object task (delayed matching to
sample) and during an associative task (conditional visual motor). Note that the neuron
is responsive to the cue during one task but not during the other, even though sensory
stimulation is identical across the tasks. [Adapted from Asaad et al (2000).]
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sequence that the monkey had to imitate. White & Wise (1999) trained a monkey
to orient to a visual target according to two different rules. One of four cue patterns
briefly appeared at one of four locations. The cue indicated where a target would
eventually appear. It did so by one of two rules, a spatial rule (the cue appeared at the
same location that the target would appear) or an associative rule (the identity of the
cue instructed the location, e.g. cue A indicated the right, cue B the left, etc). They
found that up to half of lateral PFC neurons showed activity that varied with the
rule. Another example was provided by Asaad et al (2000), who trained monkeys
to alternate between tasks that employed the same cues and responses but three
different rules: matching (delayed matching to sample), associative (conditional
visuomotor), and spatial (spatial delayed response). Over half of lateral PFC
neurons were rule dependent. Neural responses to a given cue or forthcoming
saccade often depended on which rule was current in the task (Figure 3B). Plus,
the baseline activity of many neurons (54%) varied with the rule. Hoshi et al (1998)
have also observed PFC neurons that were modulated by whether the monkey was
using a shape-matching or location-matching rule. Recently, Wallis et al (2000)
have shown that lateral and orbitofrontal PFC neurons reflect whether the monkey
is currently using a “matching” or “nonmatching” rule to select a test object.

Studies of monkeys and humans with PFC damage also suggest that the PFC is
critical for learning rules. For example, Petrides found that following PFC damage,
patients could no longer learn arbitrary associations between visual patterns and
hand gestures (Petrides 1985, 1990). In monkeys, damage to ventrolateral area
12 or to the arcuate sulcus region also impairs the ability to learn arbitrary cue-
response associations (Halsband & Passingham 1985, Murray et al 2000, Petrides
1982, 1985). Learning of visual stimulus-response conditional associations is also
impaired by damage to PFC inputs from the temporal cortex (Eacott & Gaffan 1992,
Gaffan & Harrison 1988, Parker & Gaffan 1998). Passingham (1993) argues that
most, if not all, tasks that are disrupted following PFC damage depend on acquiring
conditional associations (if-then rules).

In sum, these results indicate that PFC neural activity represents the rules,
or mappings required to perform a particular task, and not just single stimuli or
forthcoming actions. We assume that this activity within the PFC establishes these
mappings by biasing competition in other parts of the brain responsible for actually
performing the task. These signals favor task-relevant sensory inputs (attention),
memories (recall), and motor outputs (response selection) and thus guide activity
along the pathways that connect them (conditional association).

Feedback to Other Brain Areas

Our model of PFC function requires feedback signals from the PFC to reach
widespread targets throughout the brain. The PFC has the neural machinery to
provide these feedback signals; it sends projections to much of the neocortex
(Pandya & Barnes 1987, Pandya & Yeterian 1990). Physiological studies have
yielded results consistent with this notion.
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Fuster et al (1985) and Chafee & Goldman-Rakic (2000) have found that de-
activating the lateral PFC cortex attenuates the activity of visual cortical (inferior
temporal and posterior parietal) neurons to a behaviorally relevant cue. Tomita
et al (1999) directly explored the role of top-down PFC signals in the recall of
visual memories stored in the inferior temporal (IT) cortex. Appearance of a cue
object instructed monkeys to recall and then choose another object that was as-
sociated with the cue during training. In the intact brain, information is shared
between IT cortices in the two cerebral hemispheres. By severing the connecting
fibers, each IT cortex could only “see” (receive bottom-up inputs from) visual
stimuli in the contralateral visual field. The fibers connecting the PFC in each
hemisphere were left intact. When Tomita et al examined activity of single neu-
rons in an IT cortex that could not “see” the cue, it nonetheless reflected the
recalled object, albeit with a long latency. It appeared that visual information
took a circuitous route, traveling from the opposite IT cortex (which could “see”
the cue) to the still-connected PFC in each hemisphere and then down to the
“blind” IT cortex. This was confirmed by severing the PFC in the two hemispheres
and eliminating the feedback, which abolished the IT activity and disrupted task
performance.

Other evidence suggestive of PFC-IT interactions also comes from investiga-
tions, by Miller & Desimone (1994) and Miller et al (1996), of the respective
roles of the PFC and IT cortex in working memory. During each trial, monkeys
were shown first a sample stimulus. Then, one to four test stimuli appeared in
sequence. If a test stimulus matched the sample, the monkey indicated so by
releasing a lever. Sometimes, one of the intervening nonmatch stimuli could be
repeated. For example, the sample stimulus “A” might be followed by “B ... B ...
C ... A.” The monkey was only rewarded for responding to the final match (“A”)
and thus had to maintain a specific representation of the sample rather than re-
spond to any repetition of any stimulus. As noted in the next section, neurons were
found in the PFC that exhibited sustained sample-specific activity that survived the
presentation of intervening distractors. This was not so for IT cortex. However,
neurons in both areas showed a selective enhancement of responses to a match of
the sample. The fact that IT neurons had not maintained a representation of this
stimulus suggests that their enhanced response to the match might have resulted
from interactions with the representation maintained in the PFC. This is consistent
with the recent finding indicating that, in a target detection task, target-specific ac-
tivity appears simultaneously within the PFC and the visual cortex (Anderson et al
1999). Together, these findings suggest that identification of an intended stimulus
relies on interactions between the PFC and the posterior cortex.

Active Maintenance

If the PFC represents the rules of a task in its pattern of neural activity, it must
maintain this activity as long as the rule is required. Usually this extends beyond
the eliciting event and must span other intervening, irrelevant, and potentially
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interfering events. The capacity to support sustained activity in the face of
interference is one of the distinguishing characteristics of the PFC.

Sustained neural activity within the PFC was first reported by Fuster (1971)
and Kubota & Niki (1971) and has subsequently been reported in a large number
of studies. These have demonstrated that neurons within the PFC remain active
during the delay between a transiently presented cue and the later execution of a
contingent response. Such delay period activity is often specific to a particular type
of information, such as the location and/or identity of a stimulus (di Pellegrino &
Wise 1991; Funahashi et al 1989; Fuster 1973; Fuster & Alexander 1971;
Kubota & Niki 1971; Rainer et al 1998a,b, 1999; Rao et al 1997; Romo et al
1999), forthcoming actions (Asaad et al 1998, Ferrera et al 1999, Quintana &
Fuster 1992), expected rewards (Leon & Shadlen 1999, Tremblay et al 1998,
Watanabe 1996), and more-complex properties such as the sequential position of
a stimulus within an ordered series (Barone & Joseph 1989) or a particular as-
sociation between a stimulus and its corresponding response (Asaad et al 1998).
Functional neuroimaging studies have begun to yield similar results with humans
(Cohen et al 1997, Courtney et al 1997, Prabhakaran et al 2000).

Other areas of the brain exhibit a simple form of sustained activity. For example,
in many cortical visual areas, a brief visual stimulus will evoke activity that persists
from several hundred milliseconds to several seconds (Fuster & Jervey 1981,
Gnadt & Andersen 1988, Miller et al 1993, Miyashita & Chang 1988). What
appears to distinguish the PFC is the ability to sustain such activity in the face
of intervening distractions. When monkeys must sustain the memory of a sample
object over a delay filled with visual distractors, each of which must be attended and
processed, sustained activity in the PFC can maintain the sample memory across
the distractors (Miller et al 1996). By contrast, sustained activity in extrastriate
visual areas (such as the IT and posterior parietal cortex) is easily disrupted by
distractors (Constantinidis & Steinmetz 1996; Miller et al 1993, 1996). Thus,
posterior cortical neurons seem to reflect the most recent input regardless of its
relevance, whereas the PFC selectively maintains task-relevant information.

Learning “Across Time” Within the PFC

Typically, the internal representation of goals and associated rules must be activated
in anticipation of the behavior they govern. Furthermore, as we have seen, rules
often involve learning associations between stimuli and behaviors that are separated
in time. How can associations be learned between a rule or event that occurs at one
point in time and contingent behaviors or rewards that occur later? The capacity
of the PFC for active maintenance, coupled with its innervation by brainstem
dopaminergic systems, suggests one way in which this might occur.

The capacity to actively maintain representations over time is fundamental to
associative learning, as it allows information about fleeting events and actions to
comingle that would otherwise be separated in time (Fuster 1985). For example,
consider the Asaad et al (1998) study discussed above, in which the monkey needed
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to associate a cue object with the direction of a saccade that had to be made after
the cue was no longer present. Presumably, this was made possible by sustained
activity within the PFC that insured that a representation of the cue persisted
until a saccade was made. Furthermore, as learning progressed, activity related
to the forthcoming saccade direction was triggered progressively earlier. Thus,
even though the cue and action were separated in time, information about each
was simultaneously present in the PFC, permitting an association to be formed
between them. In addition to associating temporally separate events that were
needed to form task rules, the PFC must be able to associate those rules, and the
conditions that elicited them, with subsequent reward. This is necessary if patterns
of PFC activity responsible for achieving a goal are to be reinforced, so that they
are likely to recur under the appropriate conditions in the future. This function may
be served by dopaminergic projections from the midbrain ventral tegmental area.

Midbrain dopamine (DA) neurons exhibit relatively low levels of spontaneous
firing but give bursts of activity to behaviorally salient events, especially the deliv-
ery of unpredicted, desirable stimuli, such as food or juice rewards (Mirenowicz &
Schultz 1994, 1996). As learning progresses, however, DA neurons become acti-
vated progressively earlier in time, by events that predict reward, and cease their
activation to the now-expected reward (Schultz et al 1993). If the predicted reward
fails to appear, activity is inhibited at the expected time of its delivery (Hollerman
& Schultz 1998), and if the reward (or an event that has come to predict it) appears
earlier than expected, it will again elicit DA neural responses. Thus, midbrain DA
neurons seem to be coding “prediction error,” the degree to which a reward, or a cue
associated with reward, is surprising (Montague et al 1996, Schultz 1998). There
is growing evidence that this mechanism operates within PFC. Neurons through-
out the PFC (e.g. in lateral as well as ventromedial areas) convey information
about expected rewards and show enhanced activity as the size and desirability of
an expected reward increases (Leon & Shadlen 1999; Tremblay & Schultz 1999;
Watanabe 1990, 1992, 1996). Similar observations have been made in human
neuroimaging studies (London et al 2000, O’Doherty et al 2000).

The aim of the cognitive system is not only to predict reward but to pursue the
actions that will ensure its procurement. The prediction error signal could help
mediate this learning by selectively strengthening not only connections among
neurons that provide information about the prediction of reward (Schultz et al
1997), but also their connections with representations in the PFC that guide the
behavior needed to achieve it. The role of the PFC in mediating this relationship
is suggested by the observation that frontally damaged patients exhibit distur-
bances in learning and decision-making tasks that involve the evaluation of reward
(Bechara et al 1994, 1997; Rolls 2000). Evidence that a predictive reinforcement-
learning mechanism may operate within the PFC was also observed by Asaad et al
(1998). In this experiment, monkeys learned to associate visual cues with one of
two saccadic responses. Initially, the monkeys chose their responses at random,
but learned the correct cue-response pairing over a few trials. As they learned
the association, neural activity representing the forthcoming saccadic response
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appeared progressively earlier on successive trials. In other words, the initiation
of response-related delay activity gradually shifted, with learning, from a point in
time just before the execution of the response and reward delivery to progressively
earlier points in time, until it was nearly coincident with the presentation of the
cue. This evolution with learning closely resembles that of the reward-prediction
signal thought to be mediated by the DA system (Montague et al 1996). In the sec-
tion that follows, we discuss computational modeling work that provides further
support for the plausibility of a DA-based learning mechanism that can establish
an association between anticipation of reward and activation of representations in
the PFC needed to achieve it.

Summary

Our review of studies in monkeys and humans shows that the PFC exhibits the
properties required to support a role in cognitive control: sustained activity that
is robust to interference; multimodal convergence and integration of behaviorally
relevant information; feedback pathways that can exert biasing influences on other
structures throughout the brain; and ongoing plasticity that is adaptive to the
demands of new tasks. Of course, these properties are not unique to the PFC. They
can be found elsewhere in the brain, to varying degrees and in various combinations.
However, we argue that the PFC represents a specialization along this particular
combination of dimensions that is optimal for a role in the brain-wide control and
coordination of processing. In the section that follows, we consider the theoretical
implications of this model, with reference to computational analyses that illustrate
these in explicit and concrete form.

A GUIDED ACTIVATION THEORY OF PFC FUNCTION

Explorations of how properties of the PFC might be implemented to mediate
control have been conducted using neural network models. Such models attempt
to simulate the behavioral performance of human subjects (or animals) in cognitive
tasks using neurobiologically plausible mechanisms (e.g. the spread of activity
among simple processing units along weighted connections) in order to identify
the principles that are most relevant to behavior. Using this approach, Dehaene &
Changeux (1989, 1992), Levine & Prueitt (1989), Cohen & Servan-Schreiber
(1992), and Braver et al (1995) have all described models of PFC function and
have used these to simulate the performance of normal and frontally damaged
patients in tasks that are sensitive to PFC damage, such as the Stroop task, WCST,
and others. These models capture many of the PFC properties reviewed in the
first part of this article and suggest how they might interact to engender cognitive
control.

A Simple Model of PFC Function

Most neural network models that address the function of the PFC simulate it as
the activation of a set of “rule” units whose activation leads to the production of a
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response other than the one most strongly associated with a given input. In most
models, the PFC units themselves are not responsible for carrying out input-output
mappings needed for performance. Rather, they influence the activity of other units
whose responsibility is making the needed mappings. This principle is illustrated
in its simplest form by a model of the Stroop task developed by Cohen et al (1990).

This model (Figure 4) is made up of five sets of units required for carrying
out each of the two possible tasks in a Stroop experiment, color naming and word
reading: two sets of input units representing each of the two types of stimulus
features (e.g. the colors red and green, and the orthographic features associated
with the words RED and GREEN); a set of output units representing each potential
response (e.g. the articulatory codes for “red” and “green”); and two sets of
intermediate units that provide a pathway between each set of input units and
the output units. Connections along the word-reading pathway are stronger as
a consequence of more extensive and consistent use. The result is that when a
Stroop conflict stimulus is presented (such as the word GREEN printed in red
ink), information flowing along the word pathway dominates competition at the
response level, and the model responds to the word (see Figure 4A). This captures
the fact that in the absence of instructions, subjects routinely read the word (i.e.
say “green”). However, when they are instructed to do so, subjects can instead
name the color (i.e. say “red”).

The ability to engage the weaker pathway requires the addition of a set of units
(labeled “control” in Figure 4), which in this case, represent the two dimensions
of the stimulus (color and word). Each of these control units is connected to
intermediate units in the corresponding processing pathway. Activating one of
these units biases processing in favor of that pathway by providing additional
input to (i.e. “priming”) the intermediate units along that pathway. In the case
of the color pathway, this allows them to more effectively compete with and
prevail over activity flowing along the stronger word pathway (see Figure 4B). This
biasing effect corresponds to the role of top-down attentional control in the biased
competition model proposed by Desimone & Duncan (1995). We assume that the
control units in the Stroop model represent the function of neurons within the PFC;
they establish the mapping between stimuli and responses required to perform the
task. This model provides a concrete implementation of the scheme diagrammed
in Figure 2. It and closely related models have been used to simulate quantitative
features of the performance of both normal subjects and patients with frontal
damage in a wide range of tasks that rely on cognitive control (Braver et al 1995;
Cohen & Servan-Schreiber 1992; Cohen et al 1992, 1994a,b, 1996; Dehaene &
Changeux 1992; Mozer 1991; Phaf et al 1990).

Guided Activation as a Mechanism of Cognitive Control

The Stroop model brings several features of our theory into focus. First, it em-
phasizes that the role of the PFC is modulatory rather than transmissive. That is,
the pathway from input to output does not “run through” the PFC. Instead, the
PFC guides activity flow along task-relevant pathways in more posterior and/or
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subcortical areas. In this respect, the function of the PFC can be likened to that
of a switch operator in a system of railroad tracks. We can think of the brain as
a set of tracks (pathways) connecting various origins (e.g. stimuli) to destinations
(responses). The goal is to get the trains (activity carrying information) at each
origin to their proper destination as efficiently as possible, avoiding any collisions.
When the track is clear (i.e. a train can get from its origin to destination without
risk of running into any others), then no intervention is needed (i.e. the behavior
can be carried out automatically and will not rely on the PFC). However, if two
trains must cross the same bit of track, then some coordination is needed to guide
them safely to their destinations. Patterns of PFC activity can be thought of as a
map that specifies which pattern of “tracks” is needed to solve the task. In the
brain, this is achieved by the biasing influence that patterns of PFC activity have
on the flow of activity in other parts of the brain, guiding it along pathways re-
sponsible for task performance, just as activation of the color-control unit in the
Stroop model biased processing in favor of the color-naming pathway. Note that
this function need not be restricted to mappings from stimuli to responses but ap-
plies equally well to mappings involving internal states (e.g. thoughts, memories,
emotions, etc), either as “origins” or “destinations,” or both. Thus, depending on
their target of influence, we can think of representations in the PFC as attentional
templates, retrieval cues, rules, or goals, depending on whether the biasing influ-
ences target sensory processes, internal processes, particular courses of action, or
their intended outcomes.

This distinction between modulation vs transmission is consistent with the
classic pattern of neuropsychological deficits associated with frontal lobe damage.
The components of a complex behavior are usually left intact, but the subject is
not able to coordinate them in a task-appropriate way (for example, a patient who,
when preparing coffee, first stirred and then added cream) (Shallice 1982, Levine
et al 1998, Duncan et al 1996). The notion that the function of the PFC is primarily
modulatory also makes some interesting and testable predictions. For example, in
neuroimaging studies, it should be possible to find circumstances that activate
more posterior cortical areas without activation of the PFC whereas it should be
much less common to activate the PFC without associated posterior structures. In
other words, although there should be circumstances under which transmission
can occur without the need for modulation (e.g. word reading in the Stroop task),
it does not make sense to have modulation in the absence of transmission.

Active Maintenance in the Service of Control

The Stroop model also illustrates another critical feature of our theory: the im-
portance of sustained activity as a mechanism of control. For a representation
to have a biasing influence, it must be activated over the course of performing a
task. This feature of the model brings theories of PFC function into direct contact
with cognitive psychological constructs, such as the relationship between con-
trolled (PFC-mediated) and automatic processing. The model suggests that this
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is a continuum, defined by the relative strength of the pathway supporting a task-
relevant process compared with those carrying competing information (Cohen et al
1990). Thus, weaker pathways (such as for color naming) rely more on top-down
support (i.e. the activity of control units), especially when they face competition
from a stronger pathway (e.g. word reading).

This suggests that an increase in the demand for control requires greater or
more-enduring PFC activation, which concurs with accumulating evidence from
the neuroimaging literature that tasks thought to rely more heavily on controlled
processing consistently engage the PFC (Baker et al 1996; Cohen et al 1994a,b,
1997; Frith et al 1991; MacDonald et al 2000; Smith & Jonides 1999; Banich
et al 2000). Furthermore, it provides a mechanistic account of the long-standing
observation that as a task becomes more practiced, its reliance on control (and
the PFC) is reduced. This happens because practice strengthens the connections
along the task-relevant pathway in other brain structures. Simulations using the
Stroop model (Cohen et al 1990) capture detailed quantitative effects of prac-
tice both on measures of performance (e.g. power law improvements in speed of
response) and concurrent changes in the reliance on control (e.g. Stroop interfer-
ence). From a neural perspective, as a pathway is repeatedly selected by PFC
bias signals, activity-dependent plasticity mechanisms can strengthen them. Over
time, these circuits can function independently of the PFC, and performance of
the task becomes more automatic. This concurs with studies showing that PFC
damage impairs new learning while sparing well-practiced tasks (Rushworth et al
1997) and neuroimaging and neurophysiological studies that demonstrate greater
PFC activation during initial learning and weaker activity as a task becomes more
practiced (Knight 1984, 1997; Yamaguchi & Knight 1991; Asaad et al 1998;
Shadmehr & Holcomb 1997, Petersen et al 1998).

Our view also provides an interpretation of the relationship between PFC func-
tion and working memory. Traditional theories of working memory have distin-
guished between storage and executive components (Baddeley 1986), with the
former responsible for maintaining information online (i.e. in an activated state),
and the latter responsible for its manipulation (i.e. the execution of control). Neu-
ropsychological interpretations have placed the storage component in more pos-
terior sensory and motor systems (e.g. Gathercole 1994), whereas the executive
control component has been assigned to the PFC. By contrast, as reviewed above,
early monkey neurophysiological studies have emphasized the role of the PFC
in maintenance. Our theory offers a possible resolution of this dilemma. It sug-
gests that executive control involves the active maintenance of a particular type of
information: the goals and rules of a task. This view concurs with cognitive psycho-
logical theories based on production system architectures (e.g. ACT∗) (Anderson
1983), which posit that executive control relies on the activation of representations
that correspond to the goals of a behavior and the rules for achieving it.

This perspective also provides a unifying view of the role of the PFC in other
cognitive functions with which it has been associated, most commonly attention
and inhibition. Both can be seen as varying reflections, in behavior, of the operation
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of a single underlying mechanism of cognitive control: the biasing effects of PFC
activity on processing in pathways responsible for task performance. As suggested
by the biased competition model of Desimone & Duncan (1995), selective atten-
tion and behavioral inhibition are two sides of the same coin: Attention is the
effect of biasing competition in favor of task-relevant information, and inhibition
is the consequence that this has for the irrelevant information. Note that according
to this view, inhibition occurs because of local competition among conflicting rep-
resentations (e.g. between the two responses in the Stroop model) rather than cen-
trally by the PFC. The “binding” function of selective attention (e.g. Treisman &
Gelade 1980) can also be explained by such a mechanism if, in this case, we think
of PFC representations as selecting the desired combination of stimulus features
to be mapped onto the response over other competing combinations.

Finally, it is important to distinguish the form of activity-dependent control
that we have ascribed to PFC from other forms of control that may occur in the
brain. In particular, we believe that PFC-mediated control is complemented by
another form of control dependent on the hippocampal system. The hippocampus
is important for binding together information into a memory of a specific episode
(Eichenbaum et al 1999, McClelland et al 1995, Squire 1992, Zola-Morgan &
Squire 1993). By contrast, we suggest that the PFC, like other neocortical areas, is
more important for extracting the regularities across episodes—in the case of the
PFC, those corresponding to goals and task rules, rather than episodic memories of
actually performing the task. We further posit that the PFC uses “activity-based”
control; that is, its ongoing activity specifies the pattern of neural pathways that are
currently needed. If PFC activity changes, so does the selected pattern of pathways.
By contrast, the hippocampus may provide a form of “weighted-based” control; it
helps consolidate permanent associative links between the pieces of information
that define a long-term memory (Cohen & O’Reilly 1996, O’Reilly et al 1999,
O’Reilly 2000). To use the railroad metaphor, the hippocampus is responsible for
laying down new tracks and the PFC is responsible for flexibly switching between
them. As noted below, interactions between the PFC and the hippocampus may
provide a basis for understanding prospective forms of control, such as planning.

Updating of PFC Representations

In the real world, cognitive control is highly dynamic. People move from one task
to the next, and new goals replace old ones. A major benefit of the activity-based
mechanism of control that we have proposed is that it is highly flexible. So long as
suitable representations exist within the PFC, activating them can quickly invoke
a goal or rule, which can be flexibly switched to others as circumstances demand.
That is, it is easier and faster (and perhaps less costly) to switch between existing
tracks than it is to lay new ones down. This is clearly illustrated by models of PFC
function in the WCST (Dehaene & Changeux 1992) and recent variants of this
task (RC O’Reilly, DC Noelle, TS Braver, JD Cohen, submitted for publication),
and it is supported by the fact that damage to the PFC impairs such flexibility
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(Milner 1963, Dias et al 1996b, Rossi et al 1999). It should be noted, however,
that the mechanisms responsible for updating representations within the PFC must
be able to satisfy two conflicting demands: On the one hand, they must be respon-
sive to relevant changes in the environment (adaptive); on the other, they must be
resistant to updating by irrelevant changes (robust). As described above, neuro-
physiological studies suggest that PFC representations are selectively responsive
to task-relevant stimuli (Rainer et al 1998b), yet they are robust to interference
from distractors (Miller et al 1996). Conversely, two hallmarks of damage to the
PFC are perseveration (inadequate updating) and increased distractibility (inap-
propriate updating) (e.g. Mishkin 1964, Chao & Knight 1997). These observations
suggest the operation of mechanisms that ensure the appropriate updating of PFC
activity in response to behavioral demands.

Cohen et al (1996) and Braver & Cohen (2000) have proposed that DA may play
an important role in this function. They hypothesize that DA release may “gate”
access to the PFC by modulating the influence of its afferent connections. A similar
role for DA in the PFC has been suggested by Durstewitz et al (1999, 2000). Timing
is a critical feature of such a gating mechanism: The signal-to-gate input must be
rapid and coincide with the conditions under which an update is needed. This is
consistent with recent studies indicating that DA release (once thought to be slow
and nonspecific) has a phasic component with timing characteristics consistent
with its proposed role in gating (Schultz 1998, Schultz & Dickinson 2000). As
discussed above, midbrain DA neurons give bursts of activity to stimuli that are not
predicted but that predict a later reward. This is precisely the timing required for a
gating signal responsible for updating goal representations. For example, imagine
that you are walking to work and out of the corner of your eye you notice a $20
bill lying on the ground. This unpredicted stimulus predicts reward, but only if
you update your current goal and bend down to pick up the bill.

It is intriguing that the properties of midbrain DA neurons that may drive PFC
associative learning mechanisms (discussed above) are formally equivalent to those
used in models that simulate PFC updating mechanisms. These dual and concur-
rent influences of DA on gating and learning suggest that if the system learns
while it gates, then perhaps it can learn on its own when to gate. That is, if an
exploratory DA-mediated gating signal leads to a successful behavior, its coin-
cident reinforcing effects will strengthen the association of this signal with cues
representing the current context and the pattern of activity within the PFC that
produced the behavior. This will increase the probability that in the future, the
same context will elicit a gating signal and reactivation of the PFC activity that
led to the rewarded behavior, which in turn will produce further reinforcement of
these associations, etc. Recent computational modeling studies establish the plau-
sibility of this bootstrapping mechanism (Braver & Cohen 2000). This ability to
self-organize averts the problem of a theoretical regress regarding control (i.e. the
invocation of a “homunculus”) by allowing the system to learn on its own what
signals should produce an updating of the contents of the PFC and when this
should occur. However, an important issue that requires further exploration
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is whether this system can support “subgoaling,” or hierarchical updating—that is,
the updating of some representations (e.g. the next chess move to make) while pre-
serving others (e.g. the strategy being pursued). A closely related issue concerns
the proper sequencing of actions. These abilities are fundamental to virtually all
higher cognitive faculties, such as reasoning and problem solving (Newell & Simon
1972), and are known to involve the PFC (e.g. Duncan 1986; Duncan et al 1996;
Baker et al 1996; Koechlin 1999; Nichelli et al 1994; Shallice 1982, 1988). Recent
modeling work suggests that hierarchical updating and the sequencing of actions
may rely on interactions between the PFC and the basal ganglia (Gobbel 1995,
Houck 1995); however, a full elaboration of the mechanisms involved remains a
challenge for future work.

REMAINING ISSUES

A detailed consideration of all the issues relevant to cognitive control is beyond
the scope of this article. However, some additional issues are important for a more
complete theory of PFC function and cognitive control. Here, we briefly review
several important remaining issues.

Representational Power of the PFC

The tremendous range of tasks of which people are capable raises important ques-
tions about the ability of the PFC to support the necessary scope of representations.
The large size of the PFC (over 30% of the cortical mass), coupled with its anatomic
connectivity discussed earlier, suggests that it can support a wide number and range
of mappings. However, there are a nearly limitless number of tasks that a person
can be asked to perform (e.g. “wink whenever I say bumblydoodle”), and it seems
unlikely that all possible mappings are represented within the PFC. It is possible
that some as-yet-undiscovered representational scheme supports a wide enough
range of mappings to account for the flexibility of human behavior. However, more
likely, it seems that plasticity may also play an important role in PFC function,
establishing new representations as they are needed. This need is accentuated by
virtue of the fact that the PFC must be able to modulate processes in other parts
of the brain that are themselves plastic. Conversely, the circuitry within the PFC
that supports older, well-established behaviors is likely to be “reclaimed” as PFC-
independent pathways become responsible for them. Above, we reviewed evidence
that the PFC exhibits a high degree of plasticity. As yet, however, the mechanisms
that govern this plasticity are largely unknown, at either the neurobiological or the
computational levels. At the neural level, this could involve the modification of
existing synapses, the formation of new ones (perhaps with the assistance of rapid-
learning mechanisms in the hippocampus), or even the recruitment of entirely new
neurons (Gould et al 1999). At the computational level, we have suggested how
predictive reinforcement-learning mechanisms can (a) strengthen patterns of PFC
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activity that appropriately guide behavior and (b) associate them with the circum-
stances in which they are useful. However, the ability of such mechanisms to
account for the wide range and extraordinary flexibility of human behavior remain
to be established.

PFC Functional Organization

One important question concerns how PFC representations are functionally or-
ganized. Understanding the principles of PFC organization is likely to provide
insights into how its representations develop and function. Various schemes have
been proposed. For example, one possibility is that the PFC is organized by func-
tion, with different regions carrying out qualitatively different operations. One
long-standing view is that orbital and medial areas are associated with behavioral
inhibition, whereas ventrolateral and dorsal regions are associated with memory or
attentional functions (Fuster 1989, Goldman-Rakic 1987). Another recent sugges-
tion is that ventral regions support maintenance of information (memory), whereas
dorsal regions are responsible for the manipulation of such information (Owen et
al 1996, Petrides 1996). Such distinctions have heuristic appeal. However, our
theory suggests an intriguing alternative.

If different regions of the PFC emphasize different types of information, then
perhaps variations in the biasing signals that they provide can account for apparent
dissociations of function. For example, both activity and deficits of orbital PFC
are most frequently associated with tasks involving social, emotional, and appe-
titive stimuli (Hecaen & Albert 1978, O’Doherty et al 2000, Price 1999, Stuss &
Benson 1986, Swedo et al 1989), whereas more-dorsal regions are activated in
tasks involving more-“cognitive” dimensions of stimuli (form, location, sequen-
tial order, etc). Social and appetitive stimuli are “hot,” meaning they are more
likely to elicit reflexive (and often inappropriate) reactions. Thus, the impres-
sion that the orbital PFC subserves an inhibitory function may be explained by
the fact that it is more involved in biasing task-relevant processes against strong
competing alternatives. In contrast, more-cognitive stimuli (e.g. shapes, locations,
etc) that engage more-dorsal regions are “cold,” meaning they are less likely
to engage responses with such asymmetries of strength. Thus, their competition is
likely to be less fierce. Neuropsychological studies of monkeys support this notion
(Dias et al 1996a, Roberts & Wallis 2000), and recent computational modeling has
shown that dissociations in performance interpreted as evidence of a distinction
between inhibitory and memory processes within the PFC can, alternatively, be
explained in terms of a single processing mechanism operating over different types
of representations (RC O’Reilly, DC Boelle, TS Braver, JD Cohen, submitted for
publication).

Other organizational schemes have also been proposed for the PFC, including
those based on stimulus dimensions, sensory vs motor, and sequential order (e.g.
Barone & Joseph 1989, Wilson et al 1993, Wagner 1999, Casey et al 2000).
Although our theory does not provide deep insights into which, if any, is most
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likely to be correct, it does make strong claims that are related to this issue.
First, although it allows for the possibility of broad categories or gradients of
organization, it suggests that it is unlikely that different classes of information
will be represented in a modular, or discretely localized, form. Complex behavior
requires that we recognize and respond to relationships across diverse dimensions,
and the role we have ascribed to the PFC involves representing these relationships.
Both neurophysiological (Asaad et al 1998, Bichot et al 1996, Quintana & Fuster
1992, Rainer et al 1998a, Rao et al 1997, Watanabe 1990, White & Wise 1999) and
neuorimaging (Cohen 2000, Nystrom et al 2000, Prabhakaran et al 2000) findings
support this view, which suggests that most regions of the PFC can respond to a
variety of different types of information.

Second, our theory suggests that learning will play an important role in the
formation of representations in the PFC and, thus, may have an important influ-
ence on representational organization. This has been illustrated in a computational
model of the PFC. Braver et al (1996) trained a network on a “spatial” memory
task and an “object” memory task. The PFC module included some units with
projections from both spatial and object pathways, and some units with projections
from only one or the other. When the network was trained on each task separately,
the PFC module relied primarily on the segregated location units and object units
to perform the task. When training on the tasks was intermixed, the activity and
number of the multimodal units were increased. This result has found support in
empirical studies. Evidence of segregation in the PFC by stimulus domain has
been reported by studies that separate training of different stimulus attributes or in
monkeys passively viewing stimuli (i.e. in tasks that do not engage PFC function)
(O Scalaidhe et al 1997, Wilson et al 1993). Evidence for PFC integration has
come from tasks in which stimulus domains are intermixed or their integration is
relevant (Asaad et al 1998, Bichot et al 1996, Fuster et al 1982, Prabhakaran et al
2000, Rainer et al 1998a, Rao et al 1997, White & Wise 1999).

Monitoring and the Allocation of Control

Previous discussion has focused on the need to appropriately update representa-
tions in the PFC as new goals arise and new rules are applied. However, as noted
earlier, people also show a facility for adapting the degree of control they allocate
to a task. For example, you pay closer attention to the road on a dark and rainy
night than on a bright, sunny day. Such adjustments are adaptive, in view of the
well-recognized capacity limits on cognitive control (discussed below). In our
model, such adjustments would correspond to strength of the PFC pattern of activ-
ity (e.g. the strength of the color unit in the Stroop model). A stronger pattern of
activity within the PFC produces stronger biasing effects for a particular pathway,
but possibly at the expense of other ones (e.g. through competition among PFC
representations). Recent studies have suggested that the allocation of control may
depend on signals from the anterior cingulate cortex (ACC) that detect conflict in
processing (e.g. Carter et al 1998, 2000; Botvinick et al 1999). Drawing on our
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train track analogy, conflict occurs when two trains are destined to cross tracks at
the same time. In neural terms, this corresponds to the coactivation of competing
(i.e. mutually inhibitory) sets of units (e.g. for the responses “red” and “green”
in the Stroop task). Such conflict produces uncertainly in processing, and an in-
creased probability of errors. Thus, conflict signals the need for the allocation
of additional control. Modeling work (M Botvinick, TS Brauer, CS Carter, DM
Barch, JD Cohen, submitted for publication) has shown that coupling the conflict
signal (detected by ACC) to adjustments in the allocation of control (amplification
of PFC pattern of activity) can accurately simulate trial-based adjustments that
subjects make in their behavior in experimental tasks (e.g. Botvinick et al 1999,
Gratton et al 1992, Laming 1968, Logan et al 1983, Tzelgov et al 1992).

The tight coupling of conflict detection and allocation of control may explain
the pervasive finding of coactivation of the PFC and the ACC in most neuroimag-
ing studies (Owen & Duncan 2000). However, the distinct roles of the PFC and
ACC are illustrated by a dissociation of their activity in a recent functional mag-
netic resonance imaging study by MacDonald et al (2000), using an instructed
version of the Stroop task (Figure 5). In each trial, subjects were given a cue
indicating whether they were to name the color or read the word in the subsequent
display. The cue was followed by a delay of several seconds, and then either a
congruent or a conflict stimulus was displayed. Figure 5 shows that during the
delay, increasing activity was observed within a region of the DL PFC, greater
for color naming (the more conrol demanding task) than word reading. There
was no differential activation observed within ACC during this period. In contrast,
strong activation was observed in ACC during the period of stimulus presenta-
tion and responding. This activity was greater for conflict than congruent stimuli.
There was no differential response for these trial types within PFC during this
period. These findings provide strong support for several of the hypotheses we
have discussed: The demands for control are associated with an increase in PFC
activity; tasks demanding greater control elicit stronger activity within the PFC;
and the ACC responds selectively to conflict in processing. However, further work
is needed to establish the causal relationship between detection of conflict within
the ACC and the augmentation of control by the PFC.

Mechanisms of Active Maintenance

Our theory of the PFC, like many others, emphasizes its capacity for active main-
tenance. However, there has been relatively little empirical research on the mech-
anisms responsible for sustained activity. There are a number of theoretical possi-
bilities, which can be roughly divided into two classes: cellular and circuit based.
Cellular models propose neuron bistability as the basis of sustained activity, which
is dependent on the biophysical properties of individual cells. The transitions be-
tween states are triggered by inputs to the PFC but maintained via the activation
of specific voltage-dependent conductances (Wang 1999). Circuit-based models,
on the other hand, propose that the recirculation of activity through closed (or
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“recurrent”) loops of interconnected neurons, or attractor networks (Hopfield
1982), support self-sustained activity (Zipser et al 1993). These loops could be
intrinsic to the PFC (Pucak et al 1996, Melchitzky et al 1998), or they might in-
volve other structures, such as the cortex-striatal-globus pallidus-thalamus-cortex
loops (Alexander et al 1996). In either case, it should be noted that a mechanism is
needed for regulating the updating of activity within the PFC, as discussed above.

Capacity Limits of Control

A better understanding of the mechanisms underlying active maintenance may
provide insight into one of the most perplexing properties of cognitive control:
its severely limited capacity. This has long been recognized in cognitive psychol-
ogy (Broadbent 1958, Posner & Snyder 1975, Shiffrin & Schneider 1977) and is
painfully apparent to anyone who has tried to talk on the phone and read e-mail
at the same time. It is important to distinguish between this form of capacity,
which has to do with how many representations can be actively maintained at the
same time, and the issue of representational power discussed above, which has to
do with the range of representations that are available to draw from in the PFC.
It may also be important to distinguish the capacity limits of cognitive control
from those of short-term storage of item information (e.g. verbal or visual short
term memory) (Miller 1956, Baddeley 1986). Limits of control presumably re-
flect properties of PFC function. The limited capacity of short-term memory may
involve mechanisms (e.g. articulatory rehearsal) and structures (e.g. sustained ac-
tivity in posterior cortical areas) that are not central to cognitive control, and that
may or may not rely on PFC function. The capacity limits of cognitive control have
been used to explain many features of human cognition (e.g. Cowen 1988, Engle
et al 1999, Just & Carpenter 1992, Posner & Snyder 1975, Shiffrin & Schneider
1977). However, to date, no theory has provided an explanation of the capacity
limitation itself. This could reflect an inherent physiological constraint, such as the
energetic requirements of actively maintaining representations in the PFC. More
likely, it reflects fundamental computational properties of the system, such as an
inherent limit on the number of representations that can be actively maintained and
kept independent of one another within an attractor network (e.g. Usher & Cohen
1999). In any event, capacity constraints are a sine qua non of cognitive control
and, therefore, provide an important benchmark for theories that seek to explain
its underlying mechanisms.

Prospective Control and Planning

Perhaps the most impressive feature of human cognition is its ability to plan for
the future. We often forgo pursuing a given goal until a more appropriate time.
Active maintenance cannot account for this. When we plan in the morning to go
to the grocery story on the way home from work, it seems unlikely that we ac-
tively maintain this information in the PFC throughout the day. More likely, this
information is stored elsewhere and then activated at the appropriate time. This
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may involve interactions between the PFC and other brain systems capable of
rapid learning, such as the hippocampus (cf Cohen & O’Reilly 1996, O’Reilly &
McClelland 1994). Thus, it is possible that the hippocampus rapidly encodes an
association between the desired goal representation(s) within the PFC (e.g. go to
the grocery store) and features of the circumstance under which the goal should be
evoked (e.g. commuting home). Then, as these circumstances arise, the appropri-
ate representation within the PFC is associatively activated, guiding performance
in accord with the goal and its associated rules (e.g. turning right at the light toward
the store rather than the habitual left toward home). Neurophysiological studies
suggest that the PFC is important for the ability to prospectively activate long-term
memories (Rainer et al 1999, Tomita et al 1999). However, the detailed nature of
such interactions, and their relationship to the dopaminergic gating and learning
mechanisms described above, remain to be fully specified.

CONCLUSIONS

One of the great mysteries of the brain is cognitive control. How can interactions
between millions of neurons result in behavior that is coordinated and appears
willful and voluntary? There is consensus that it depends on the PFC, but there
has been little understanding of the neural mechanisms that endow it with the
properties needed for executive control. Here, we have suggested that this stems
from several critical features of the PFC: the ability of experience to modify its
distinctive anatomy; its wide-ranging inputs and intrinsic connections that provide
a substrate suitable for synthesizing and representing diverse forms of information
needed to guide performance in complex tasks; its capacity for actively maintain-
ing such representations; and its regulation by brainstem neuromodulatory systems
that provide a means for appropriately updating these representations and learning
when to do so. We have noted that depending on their target of influence, rep-
resentations in the PFC can function variously as attentional templates, rules, or
goals by providing top-down bias signals to other parts of the brain that guide the
flow of activity along the pathways needed to perform a task. We have pointed
to a rapidly accumulating and diverse body of evidence that supports this view,
including findings from neurophysiological, neuroanatomical, human behavioral
and neuroimaging, and computational modeling studies.

The theory we have described provides a framework within which to formulate
hypotheses about the specific mechanisms underlying the role of the PFC in cog-
nitive control. We have reviewed a number of these, some of which have begun to
take explicit form in computational models. We have also provided a sampling of
the many questions that remain about these mechanisms and the functioning of the
PFC. Regardless of whether the particular hypotheses we have outlined accurately
describe PFC function, they offer an example of how neurally plausible mecha-
nisms can exhibit the properties of self-organization and self-regulation required
to account for cognitive control without recourse to a “homunculus.” At the very
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least, we hope that they provide some useful examples of how the use of a com-
putational and empirical framework, in an effort to be mechanistically explicit,
can provide valuable leads in this conceptually demanding pursuit. We believe
that future efforts to address the vexing, but important, questions surrounding PFC
function and cognitive control will benefit by ever tighter coupling of neurobio-
logical experiments and detailed computational analysis and modeling.
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Figure 2 Schematic diagram illustrating our suggested role for the PF cortex in cognitive
control. Shown are processing units representing cues such as sensory inputs, current moti-
vational state, memories, etc. (C1, C2, and C3), and those representing two voluntary actions
(e.g., “responses”, R1 and R2). Also shown are internal or “hidden ” units that represent
more central stages of processing. The PF cortex is not heavily connected with primary sen-
sory or motor cortices but instead connected with higher-level “association ” and premotor
cortices. Hence, we illustrate connections between the PFC and the hidden units. Reward
signals foster the formation of a task model, a neural representation that reflects the learned
associations between task-relevant information. A subset of the information (e.g., C1 and
C2) can then evoke the entire model, including information about the appropriate response
(e.g., R1). Excitatory signals from the PF cortex feeds back to other brain systems to enable
task-relevant neural pathways. Thick lines indicate well-established pathways mediating a
prepotent behavior. Red indicates active units or pathways.
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Figure 4 Schematic of the Stroop model. Circles represent processing units, correspond-
ing to a population of neurons assumed to code a given piece of information. Lines repre-
sent connections between units, with heavier ones indicating stronger connections. Looped
connections with small black circles indicate mutual inhibition among units within that
layer (e.g., between the “red” and “green” output units). Adapted from Cohen, Dunbar &
McClelland (1990).
A. No control. Activation of conflicting inputs in the two pathways produces a response
associated with the word, due to the stronger connections in the word reading pathway.
B. Presentation of a conflict stimulus. The color unit is activated (indicated by the orange
fill), representing the current intent to name the color. This passes activation to the inter-
mediate units in the color naming pathway (indicated by arrows), which primes those units
(indicated by larger size), and biases processing in favor of activity flowing along this path-
way. This biasing effect favors activation of the response unit corresponding to the color
input, even though the connection weights in this pathway are weaker than in the word
pathway.
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