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Abstract. Many large ISP networks today rely on route-reflection [1htiow
their iBGP to scale. Route-reflection was officially introed to limit the number
of iBGP sessions, compared to tﬁé% sessions required by an iBGP full-
mesh. Besides its impact on the number of iBGP sessions-reflection has
consequences on the diversity of the routes known to them®irside an AS. In
this paper, we quantify the diversity of the BGP routes iesidier-1 network.
Our analysis shows that the use of route-reflection leadswery poor route
diversity compared to an iBGP full-mesh. Most routers iasédtier-1 network
know only a single external route in eBGP origin. We identifyo causes for
this lack of diversity. First, some routes are never setbaetebest by any router
inside the network, but are known only to some border routeesond, among
the routes that are selected as best by at least one other,rafiéw are selected
as best by a majority of the routers, preventing the propagatf many routes
inside the AS. We show that the main reason for this diveteiyg is how BGP
chooses the best routes among those available inside the AS.
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1 Introduction

The Internet consists of a collection of more than 21,000 alomcalled Au-
tonomous Systems (ASs). Each AS is composed of multiplear&sroperated
under the same authority. Inside a single domain, an indkperinterior Gate-
way Protocol (IGP) [2] such as IS-IS or OSPF is used to pragagating infor-
mation. Between ASs, an Exterior Gateway Protocol (EGP¥é&uo exchange
reachability information. Today, BGP [2] is the de factorstard interdomain
routing protocol used in the Internet. BGP routers exchangéng information
over BGP sessions. External BGP (eBGP) sessions are skidlover inter-
domain links, i.e., links between two different ASes (BGRnsg, while internal
BGP (iBGP) sessions are established between the routdrisait AS.
Route-reflection [1] was initially introduced as an altgiveato the iBGP full-
mesh that requirew iBGP sessions to be established inside an AS. This
number of sessions required for propagating the routeadeairom the neigh-
bors of the AS to all routers inside the AS does not scale fgelanetworks
containing hundreds or thousands of BGP routers. Routeetifh [1] was thus
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introduced to limit the number of iIBGP sessions for largedinetworks. An
advantage of an iBGP full-mesh is that all routers know aladitthe best routes
of the other routers inside the network. This means that vgbeme route is with-
drawn, routers can typically switch to another route imragady, without waiting
for BGP to converge. Without the use of an iBGP full-mesh andther hand,
routers might know only a single route to reach an externstinigtion. When this
route is withdrawn, then the concerned prefix will not be hedote until BGP re-
converges and advertises an alternative route. BGP is ktmsuffer from slow
convergence [3]. BGP routes diversity is thus important ndesstand if high
availability of the reachability service is to be provided,is typically the case in
tier-1 providers.
Route-reflection inside an AS defines two types of relatigpgsslamong BGP
routers: client and non-client. These relationships amB@® peers define a
loose hierarchy among routers, going from the bottom lewetars that have
no clients up to the largest route-reflectors that are nettbf any other router.
Note that this implicit hierarchy is not practically enfedt; as iBGP sessions can
established between any two routers inside the AS, everr uadte-reflection.
The redistribution of the routes in BGP works according tdladefined rules.
First recall that a route is never re-advertized to the pgestrannounced it. Con-
sider a given prefiy for which a router inside the iBGP receives several routes
from its peers (iBGP or eBGP). The router chooses among thsilge ones to-
wardsp its best route using the BGP decision process [4].
How the best route is propagated to the neighbors of a roeferti on whether
the router acts as a router-reflector. If a router does natsaatroute-reflector, i.e.
it has no "client" peer, then the router advertises thiseaatall its iBGP peers
if it is learned from an eBGP session, or to none of them if thee was learned
from an iBGP session. If a router acts as a route-reflectasrithe other hand:
— Ifthe route was learned from a client peer (or eBGP peer)adhte-reflector
redistributes the route to all its clients and non-cliergnsgexcept the one
from which the route was received).
— If the route was learned from a non-client peer, the routieetor redis-
tributes the route to its client peers only.
These rules driving the redistribution of the routes insgfg=iBGP imply an im-
plicit filtering of the routes over the internal BGP signagligraph. Besides the
rules defined in [1] when connecting route-reflectors to emsLproper working
of the iBGP propagation, there is no clear design rules knogay as to how to
design a proper iBGP graph. Guidelines for checking thatreecbiBGP config-
uration have been discussed in [5]. [6] provides a tool tectgiotential problems
due to the iBGP configuration based on static analysis.
Route-reflection was initially proposed as an alternativéhe full-mesh, but in
practice it caused many problems and it is unclear what itadlgt performs on
which routes are propagated compared to a full-mesh. Irptger, we thus aim
at quantifying the diversity inside a tier-1 network thdte® on route-reflection.
We see our work as a first step towards a better understanéithg @npact of
route-reflection on route diversity.

2 Methodology

Unless one has complete data concerning the full topoltgyconfiguration of
the routers, and the eBGP routes learned by an AS, it is nailgego correctly



reproduce its routing state [7]. This is the main reason whically, simulations
have to be used to reproduce the routing of a large AS. The &ihisosection is
to sketch our methodology to reproduce the routing of thdistlnetwork.

We relied on CBGP [7] to model our tier-1 network. For this, uged the physi-
cal topology of the network (links and IGP weights), as weltlze configuration
of the BGP routers. We obtained the Adj-RIB-In’s from the maiute-reflectors
of the studied network. Because the BGP routes present iAdr&IB-In’s of
internal routers do not always contain the information alwlich eBGP peer
actually originated a route, some reverse-engineerinigeofdute origin was nec-
essary. We could of course keep the routes learned direotly EBGP sessions,
as large route-reflectors also have a significant number &ReBeerings (see
Section 5). Two cases are possible when trying to find the @aint of a route:

— The BGP next-hop of the route is the IP address of an exteg®l n this
case we must pay attention to advertise this route from therad peer
found to the internal router with which the external peer éstablished the
eBGP session.

— The BGP next-hop of the route is the IP address of an inteoudér because
this router has been configured witext-hop-self. We have to find the origi-
nating external peer that advertised the route to the iateouter. To find it,
we rely on the AS path information. We search for eBGP pedmgeng to
the leftmost AS on the AS path that have an eBGP peering witintiernal
router.

To ensure that our model was correct we validated the coiovely injecting the
routes in the model and then checked the routes computecehypaldel against
the original best routes seen in the route-reflectors. Depace limitations, we
do not provide these results here.

As even in our simulation model, it is not always possibledentify the eBGP
peer from which a route has been advertized by looking atdbter all external
routes in the C-BGP simulation had to be tagged with a speoraimunity value
identifying the external router from which the route wastesl. This made the
analysis of the results easier. Once all external routes identified, C-BGP [8]
performed the propagation of the routes according to thenial iBGP structure
of the network, and we retrieved the content of the Adj-Ri&slof all routers
inside the C-BGP simulation. Our analysis is based on theoout of this simu-
lation.

Among all prefixes of our input data, we selected a subseterht{940). Those
940 prefixes were learned from several locations in the métwa the analy-
sis of this paper, only those 940 multiply-advertized pesiare considered as
measuring diversity for singly-advertized prefixes is niegless. We selected
the largest of them in terms of the amount of traffic sent towahem. These
prefixes captured 80% of the total traffic according to theflhet[9] statistics.
80,000 destination prefixes were present in the Netflowssizgi most of them
representing an insignificant fraction of the total traffic.

The iBGP structure of the studied network consists of 3 kwéloute-reflection
according to which router is a client of which other routenisTgraph contains
105 nodes (routers) partitioned into 36 geographicallyirdis POPs and 169
undirected edges. This iBGP "hierarchy" is a static one, dgigh of the iBGP
graph. To find out the hierarchy inside the route-reflecticapt, we rely on a
topological sort of a directed acyclic graph (DAG) [10]. THeason why we have
to rely on this concept of a DAG is that the route-reflectioapdr is not a strict



hierarchy (a forrest). Contrary to a general misbeliefieeneflection does not re-
quire a strict hierarchy to work. A strict hierarchy is evest desirable for route
diversity. The vertices of the route-reflection graph_(graph) are all routers
inside the iBGP graph. An aré,f) of the route-reflection grapkr_graph con-
nects a reflectori) to a client router{). Thelevel in the route-reflection hierarchy
is computed by finding out which reflectors are not clientsrof ather router in
the reflection graph. These are given a level of 0 in the iagathey are the top-
level route-reflectors of the graph (16 routers). Routesotdirs which are clients
of the top-level (0) reflectors have a route-reflection lefel (57 routers). Fi-
nally, clients of reflectors at level 1 are given a level of 2 (Buters).

3 Example of route diversity loss

When relying on an iBGP full-mesh, all the external routdected as best by the
border routers are known to all other routers inside the ASIBGP full-mesh
is thus "ideal” in terms of the diversity of the routes knownratl routers inside
an AS, at the cost of a large number of iBGP sessions. Evetiideial" situation
might hide some eBGP routes when a border router has mu#EP sessions
or when it does not choose as its best route one among its é&dfed ones.
This would happen if one of its non eBGP-learned routes haghehlocal-pref
or smaller AS path length than its eBGP-learned routes. A ilogliversity will
thus occur only because of this order of the rules of the BGisida process.

eBGP session

---------- iBGP session
route propagation

Fig. 1. Example of route loss inside iBGP.

For instance, Figure 1 illustrates the two main causes fes tf diversity on
an example. Prefip is advertized to AS4 by 3 neighboring ASes (AS1, AS2
and AS3), two of them at border rout&R2 and another at border rout&R1.
eBGP sessions are indicated by solid lines, while iBGP gpsdiy dashed lines.
Arrows indicate the propagate of a route from one router wtlser. Only the

best route chosen hBR2, let us call itpls,,, will be propagated inside AS4.



The best route propagated BR1, assuming it is the external ongh{s!,), will
also be propagated within AS4. Route refleciiR is on the iBGP propagation
path of both routeg’ss), and p%sh,, hence it will choose at most one of these
as best route, which we catss’. As we have one route reflector in AS4, all
other routers are clients, hence because of the iBGP propagales RR will
redistribute its best route to all its clients except the foom which it learned the

route.

To prevent this loss of diversity, several solutions can mésgoned. First, one
can change the location of the eBGP peerings so as to minimézkoss of the
routes at the border routers. Changing the location of eB€xPimgs is typically
not practically feasible because it depends on the slotitable on the routers
and the geographical constraints about where peers caedomrthe routers of
the AS. Another solution is to reconfigure the iBGP graph hgirsgl and remov-
ing iIBGP peerings between routers, but this operation d¢kyras it is difficult
to predict its impact on the BGP propagation [5, 6]. Finalggistributing more
than a single route [11] could be seen as a solution. Thisdvoolvever require
changes to the protocol at the risk of creating divergengarofer understanding
of route diversity is thus necessary before thinking abbainged in how routes
are propagated inside an AS.

Lost routes at edges routers because of multiple eBGP peerings
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Fig. 2. External routes lost at edge routers.

To show to what extent external routes can be lost only dueulipte eBGP
peerings at the same border router, Figure 2 compares forgratix the total
number of known external routes with the number of routes Wit never be
selected as best due to multiple peerings at the edge rputéhe studied tier-1
network. Each border router may receive several externdésofrom its eBGP
peers for a given prefix. The points labeled "lost" sums fatheprefix (over
all border routers) the number of external routes that cahacchosen as best
because several are received by a border router. 534 ov8rrddles are lost
because of multiple external routes received by bordeersutHence more than
10% of the external routes cannot be considered just beaduke location of
the eBGP peerings inside the network. These lost routesecor865 over the
940 prefixes, 40% of the considered prefixes for which seeattarnal routes are
known.



4 iBGP structure of the studied network

In this section, we want to highlight two points. First, wenvto make clear that
the hierarchy induced by route-reflection and the propagatf the routes inside
the AS are two very different things. Second, we want to disdwow much the
location of a router inside the iBGP propagation graph gaaieross prefixes.
The propagation inside iBGP depends on from which bordetersuhe routes
were learned. Each prefix can be learned from a differentfdebraler routers,
even though most of the prefixes are typically learned frommallssubset of all
possible border routers. In the studied network, eBGP pgercan be attached
to any router, from level-0 reflectors to routers at the edgbenetwork (level-
2). Centrality in the reflection hierarchy hence does notimétte centrality of a
router inside the iBGP propagation graph.

Directly comparing théevel of a router with its location in the signaling graph is
problematic for two reasons. First, thewel of a router is a very discrete variable
taking only 3 different values. Second, the variation of libeation of a router
from the eBGP peering wherefrom the route has actually tesmméd by the AS
varies a lot. We define the depttepth(r, p) of a routerr in the iBGP signal-
ing graph for a given prefiy as the number of iIBGP hops it took for the best
route chosen by towardsp from the eBGP peer who advertized this route. The
depth(r,p) varies between 1 and 6 in our studied network. Still, thecgival-
ues of the depth lies around 2 and 3 for most routers. The nobgving many
eBGP peerings or that are central (level-0 reflectors) endie iBGP graph tend
to have a smaller depth than less central routers (levelletters).

5 Best route choice and route origin

An important factor to understand the propagation of thea®inside the iBGP
is from what kind of peering the best routes of a router weesgnled by any
router. Figure 3 provides the breakdown of the best routeserhby each router
according to what type of BGP peer advertized the route. Aeroan be learned
either from an eBGP peer, a client peer (for route reflectans) a non-client
peer (both for reflectors and other routers). Routers on{eiof Figure 3 are
ordered by their increasing level inside the route-reftectiierarchy, so the first
16 routers are level-0 reflectors, the next 57 level-1, aredldst 32 are level-
2 reflectors. This ordering of the x-axis was chosen becansenight expect
that more central routers like level-0 reflectors would havarger fraction of
their best routes learned from the iBGP. The y-axis of Figuggves, for each
router, the percentage of best routes of each type. For eabtérrwe computed
among the best routes it selected, the fraction of them that heen learned from
eBGP sessions, client and non-client sessions. On Figure Blat the fraction
of client-learned routes, then the sum of client-learnede® and eBGP-learned
ones. Non-client-learned routes are not shown on Figuret 8nblie the rest of
the 100% of the best routes.

It is easy to see that excepted for level-0 reflectors (thé fBsrouters), most
routes are non-client routes, i.e. routes learned froneedheflector from which
the local router is a client or a regular iBGP peer. Only laigféectors (mainly
level-0) select routes learned by client peers, as thesersoalso have the largest
number of client peers. Note that routers for which it migieére on Figure 3 to



Choice of best routes depending on origin
100

eBGP-learned routes ==
client-learned routes

80

20 I P |

|
o (A ||JL“M|| | .

0 20 40 60 80 100
Routers

Percentage of best routes selected

Fig. 3. Breakdown of best route choice by origin.

have only selected as best non-client-learned ones actumlke typically a few

eBGP-learned or client-learned routes as best. This ispmarant from the use
of the percentage over all considered prefixes.

Figure 3 told that most best routes are learned from iBGPspétowever, this

choice of the best routes might be biased by a lack of eBGHng=eat some

routers. This is however not the case in the studied netvasrkon-client peer-
ings represent 53% of the total peerings, client peeringsitab3%, and eBGP
peerings about 26%. More than one fourth of all BGP sessiomshais eBGP

sessions, hence a lack of eBGP peerings is not the reasonowtsrs do not

select their best route from a eBGP peer-learned one.

95% of the best routes are learned from non-client peerajtét¥é from client

peers, and 3% from eBGP peers. Most routes chosen as best tmyutiers come
either from a regular iBGP peer or a route-reflector of whighdonsidered router
is a client. The choice of the best route of a router thus déparot on the choice
performed by the route-reflectors higher in the hierarchys phenomenon is
caused by the relatively small number of locations from Wtdqrefix is learned
by the AS, hence the iBGP propagation graph is very impotaninderstand
which route will be propagated inside iBGP.

6 Measuring iBGP route diversity

To measure the diversity of the routes, we define two mettiesteal diversity

and theRIB diversity. The choice of these metrics mainly reflects our own interest
of understanding what fraction of the external routes isi@t known to the
routers inside the iBGP compared to those know to the wholel&Sus insist

on the fact that as the route-reflection graph is not a foeegityen eBGP-learned
route can be propagated through different iBGP propaggidtins. It thus makes
sense to measure the difference between the number of lgaisdinct routes a
router learns from its neighbors and how this number ref@tdésom how many
distinct eBGP peers those routes come.

Thereal diversity measures the proportion of the external routes known by the
AS any router has learned. Theal diversity div...,:(r, p) counts for each router

r and prefixp the number of unique external routes (learned from disBB<EP



peers)r has in its Adj-RIB-In’s divided by the total number of eBGRutes that
have been learned by routers of the AS:

routeSunique(r, p)

d' rea ) =
Wreal(r;p) routes(p)

)
routes(p) denotes the total number of distinct eBGP routes (learnem fifif-
ferent eBGP peers) known by all routers of the AS andtesynique(r, p) the
number of distinct eBGP routeshas in its Adj-RIB-In’s for prefixp. Even in
an iBGP full-mesh, some routers will not forcibly havea,...; of 1 when they
learn multiple eBGP routes since they can propagate onlpglesroute inside
the iBGP.
The RIB diversity divrrs(r, p) on the other hand counts for each routesnd
prefix p the number of unique external routes (learned from diseéB&P peers)
r has in its Adj-RIB-In’s divided by the total number of ensim its Adj-RIB-
In’s:
routeSunique(r, )
rib(r, p) @
rib(r,p) denotes the number of Adj-RIB-In entries routehas for prefixp.
divrib (7, p) takes values in the ]0,1] range.qfhas no route towards then its
RIB diversity will be undefined. The closer to 1 the valuedif..;;,, the less re-
dundancy there is among the routelsnows towards.
In practice, one would like as high a value of both metricsmlny external
routes are known inside the AS, then the valuelaf...; will be low so that a
low value ofdiv,.q: is NOt an indication of a "bad" diversity. A value dfv,.;,
smaller than 1 indicates that among the several routes arrtaarns, some of
them are duplicates and will thus be withdrawn if the coroesfing external
route is withdrawn. Such redundant iBGP routes protect terdtom the failure
of one of the routers that advertise this route.

div'rib(rv p) =

7 Real and RIB diversity of the studied network

On Figure 4, we show for each considered prefithe average over all routers
of the network oidiv,eai (., ), divein (., ), andm. Prefixes on the x-axis
of Figure 4 are ordered by increasing value-ofites(p). Recall that-outes(p)
denotes the number of different eBGP peers from which a rowardsyp is
learned. The reason for pIottinvg)#s(p) on Figure 4 is that it provides a lower
bound ondiv,eqi(., p), i-€. itis the value ofliv,eq.(., p) if routers only know no
more than a single unique external route towards

The main message from Figure 4 is how closelyritaé diversity curve follows
the inverse of the number of total eBGP routes known to the @isaverage,
routers know not much more than a single unique route (ingeints eBGP ori-
gin) for any given prefix. This observation implies that thierent iBGP structure
of the studied network does not provide diversity in termghefexternal routes.
Furthermore, the value of tHIB diversity is about 0.5 for a large fraction of the
prefixes. About half the entries in the Adj-RIB-In’s are dapte routes in terms
of the eBGP peer who advertized the route inside the AS. FEiieats the de-
sign choice of the studied network, which connects routeseveral iBGP peers
but the latters advertise the same eBGP-originated rout fdat as we ordered
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Fig. 4. External diversity for each prefix.

prefixes by increasing number of eBGP routes known, the hagations in this
number of eBGP routes known for prefixes (up to 17) is pretfydrtant, see the
"L __"curve.

routes(p)

8 Route sampling performed by BGP route selection

Which routes are chosen as best by the routers inside an Afaiteer important
factor that explain diversity inside the iBGP. Among all tioeites advertized by
eBGP peers, a subset of them are preferred by BGP routersdseofthe BGP
decision process chooses the best route. From which kindighboring AS the
route comes, its AS path length, and other attributes ofdahtes are a key factor
for determining which routes will never be selected as bgsirty router inside
the AS.

Figure 5(a) provides for each prefix the percentage of a#rex routes known
that have been selected as best route by at least one rositde the network.
The prefixes on both graphs of Figure 5 (x-axis) have beerreddsy increasing
number of external routes knowmdute(p)). There are three regions on Fig-
ure 5(a) that correspond to three different types of prefiXée first type are
those prefixes for which all external routes have been salexs best by at least
one router inside the AS. For these prefixes, no externagérisupst at the bor-
der routers. Note that most of the prefixes for which therenisoss of external
routes at border routers are mainly those having only 2 eateoutes known. It
is very unusual that prefixes having a higher number of eataoutes have all
their external routes selected by at least one router.

The second type of prefixes are those for which only a singleeris selected by
all routers. 192 over the 940 prefixes having more than 2 eateoutes known
inside the AS have only a single external route selectedllbpaters of the AS.
The reason why these prefixes have only one route chosen tasytasrouters
is that routers prefer this single route over the others.

Finally, the third type of prefixes are in-between, with scimgtes lost at border
routers, but more than one route is selected as best by ableasouter. We can
also observe on Figure 5(a) that prefixes for which a largebaurof external
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Fig. 5. Selection of best routes among all known.

routes are known tend to have a large fraction of these eadtesntes selected as
best by at least one router.

Figure 5(b) gives for each prefix, the fraction of all routdrat selected the most
popular among all the known routes. Byst popular route, we mean the route
which was selected as best by the largest number of rougdeithe AS. Among
the subset of the routes that are selected as best by at teasiuter, the one that
is selected as best by the largest number of routers is cliysenery large frac-
tion of the routers compared to other routes. Obviouslyprafixes of the second
type according to the previous paragraph will appear astpaiith 100% of the
routers having selected the same route on Figure 5(b). Weemon Figure 5(b)
that most points lie above 50%, except for prefixes havingyalaege number of
external routes known. For the latters, the choice of thé foege is less biased
towards a single route.

9 Route diversity per router

Even though the previous section showed that the choicesdieht routes inside
the studied network favors a loss in route diversity acrossiBGP graph, we
would expect that diversity is still present somewhere @AlS. We might expect
that the iBGP signaling graph under route-reflection lirttits number of iBGP

sessions compared to a full-mesh, but without removinghairbute diversity

known across the whole AS. In this section, we want to see hvenghere are
differences among routers in terms of route diversity. Airdéte goal would

be that all routers know two unique routes for each prefix.uchsa case, even
if the current best route is withdrawn the router can swittdmidiately to the

alternative route. Note that if the route is withdrawn due failure inside the AS
or at the peering link over which the route was announced libead protection

can be used.

Figure 6 show, for each router, how many unique externabsoiknows towards
any prefix. The y-axis of Figure 6 gives the 20 and 80 perasntf this number
of unique routes for each router over all considered prefikle ends of the bars
show the 20 and 80 percentiles. Routers on the x-axis of Ei§uare ordered by
increasing median of theieal diversity.

Figure 6 shows that some routers (the rightmost ones) haagga humber of
unique routes in their Adj-RIB-ins for most prefixes. Theseters having diver-
sity are both level-1 and level-0 reflectors. However, manyters have a value
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Fig. 6. Unique routes known to routers.

of 1 both as their 20 and 80 percentile. This means that tleegers only know 1
unique external route for most of the prefixes. These arelyniaivel-2 routers in
the route-reflection hierarchy. This is something to be etgzkin a real network
as most clients are topologically close to their route-oifles, hence even though
they might be connected to several higher level route-reftethey will receive
the same route (in eBGP origin) from the route-reflectoryg tve peering with.
The iBGP structure of the studied network hence does notdaeksity, but di-
versity is very unevenly distributed among the routers. W feuters (top-level
route-reflectors) have a very high diversity while most essiknow only a single
route.

10 Conclusion

In this paper, we quantified the diversity of the routes iesidtier-1 ISP. By
building a model of the tier-1 ISP and reproducing its rogitiwe tried to better
understand how its iBGP structure impacts its BGP routersiitye

We showed that the impact of the use of route-reflection oterdiversity is sig-
nificant. Most routers of our tier-1 network typically onlpéw a single external
route towards a destination prefix. Its iBGP graph propafetedundant routes
that are not externally distinct from eBGP origin.

We identified two causes for this lack of diversity. Firstmeoroutes are never
selected as best by any router inside the network, but arerkmmly to one
border router. Second, among the routes that are selecteebtby at least one
router, a few are selected as best by a majority of the rquyteesenting diverse
routes to propagate across the AS.

Our results point to the big distance in terms of route dietsetween route-
reflection and an iBGP full-mesh. Route-reflection thus ceduthe number of
iBGP sessions at a high cost in limiting the diversity of thetes inside the AS.
Routes diversity inside an AS is important in case of fadute ensure that all
routers always have a route during the convergence of B&P affailure. Our
work hence calls for a deeper understanding of the possibtietoffs between
iBGP route diversity, scalability and safety in the conesrge of BGP.
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