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Abstract

Hidden Markov Models (HMMs) provide a simple and effective frame-
work for modelling time-varying spectral vector sequences. As a con-
sequence, almost all present day large vocabulary continuous speech
recognition (LVCSR) systems are based on HMMs.

Whereas the basic principles underlying HMM-based LVCSR, are
rather straightforward, the approximations and simplifying assump-
tions involved in a direct implementation of these principles would
result in a system which has poor accuracy and unacceptable sen-
sitivity to changes in operating environment. Thus, the practi-
cal application of HMMs in modern systems involves considerable
sophistication.

The aim of this review is first to present the core architecture of
a HMM-based LVCSR system and then describe the various refine-
ments which are needed to achieve state-of-the-art performance. These



refinements include feature projection, improved covariance modelling,
discriminative parameter estimation, adaptation and normalisation,
noise compensation and multi-pass system combination. The review
concludes with a case study of LVCSR for Broadcast News and
Conversation transcription in order to illustrate the techniques
described.
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Introduction

Automatic continuous speech recognition (CSR) has many potential
applications including command and control, dictation, transcription
of recorded speech, searching audio documents and interactive spoken
dialogues. The core of all speech recognition systems consists of a set
of statistical models representing the various sounds of the language to
be recognised. Since speech has temporal structure and can be encoded
as a sequence of spectral vectors spanning the audio frequency range,
the hidden Markov model (HMM) provides a natural framework for
constructing such models [13].

HMDMs lie at the heart of virtually all modern speech recognition
systems and although the basic framework has not changed significantly
in the last decade or more, the detailed modelling techniques developed
within this framework have evolved to a state of considerable sophisti-
cation (e.g. [40, 117, 163]). The result has been steady and significant
progress and it is the aim of this review to describe the main techniques
by which this has been achieved.

The foundations of modern HMM-based continuous speech recog-
nition technology were laid down in the 1970’s by groups at Carnegie-
Mellon and IBM who introduced the use of discrete density HMMs
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[11, 77, 108], and then later at Bell Labs [80, 81, 99] where continu-
ous density HMMs were introduced.! An excellent tutorial covering the
basic HMM technologies developed in this period is given in [141].

Reflecting the computational power of the time, initial develop-
ment in the 1980’s focussed on either discrete word speaker dependent
large vocabulary systems (e.g. [78]) or whole word small vocabulary
speaker independent applications (e.g. [142]). In the early 90’s, atten-
tion switched to continuous speaker-independent recognition. Start-
ing with the artificial 1000 word Resource Management task [140],
the technology developed rapidly and by the mid-1990’s, reasonable
accuracy was being achieved for unrestricted speaker independent dic-
tation. Much of this development was driven by a series of DARPA
and NSA programmes [188] which set ever more challenging tasks
culminating most recently in systems for multilingual transcription
of broadcast news programmes [134] and for spontaneous telephone
conversations [62].

Many research groups have contributed to this progress, and each
will typically have its own architectural perspective. For the sake of log-
ical coherence, the presentation given here is somewhat biassed towards
the architecture developed at Cambridge University and supported by
the HTK Software Toolkit [189].2

The review is organised as follows. Firstly, in Architecture of a
HMM-Based Recogniser the key architectural ideas of a typical HMM-
based recogniser are described. The intention here is to present an over-
all system design using very basic acoustic models. In particular, simple
single Gaussian diagonal covariance HMMs are assumed. The following
section HMM Structure Refinements then describes the various ways in
which the limitations of these basic HMMs can be overcome, for exam-
ple by transforming features and using more complex HMM output
distributions. A key benefit of the statistical approach to speech recog-
nition is that the required models are trained automatically on data.

I This very brief historical perspective is far from complete and out of necessity omits many
other important contributions to the early years of HMM-based speech recognition.

2 Available for free download at htk.eng.cam.ac.uk. This includes a recipe for building a
state-of-the-art recogniser for the Resource Management task which illustrates a number
of the approaches described in this review.
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The section Parameter Estimation discusses the different objective
functions that can be optimised in training and their effects on perfor-
mance. Any system designed to work reliably in real-world applications
must be robust to changes in speaker and the environment. The section
on Adaptation and Normalisation presents a variety of generic tech-
niques for achieving robustness. The following section Noise Robust-
ness then discusses more specialised techniques for specifically handling
additive and convolutional noise. The section Multi-Pass Recognition
Architectures returns to the topic of the overall system architecture
and explains how multiple passes over the speech signal using differ-
ent model combinations can be exploited to further improve perfor-
mance. This final section also describes some actual systems built for
transcribing English, Mandarin and Arabic in order to illustrate the
various techniques discussed in the review. The review concludes in
Conclusions with some general observations and conclusions.
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Architecture of an HMM-Based Recogniser

The principal components of a large vocabulary continuous speech
recogniser are illustrated in Figure 2.1. The input audio waveform from
a microphone is converted into a sequence of fixed size acoustic vectors
Yir=1vy,,...,y7 in a process called feature extraction. The decoder
then attempts to find the sequence of words wi.;, = wy,...,w;, which
is most likely to have generated Y, i.e. the decoder tries to find

w = arg max{P(w|Y)}. (2.1)
w
However, since P(w|Y’) is difficult to model directly,! Bayes’ Rule is
used to transform (2.1) into the equivalent problem of finding:
w = arg max{p(Y|w)P(w)}. (2.2)
w

The likelihood p(Y |w) is determined by an acoustic model and the
prior P(w) is determined by a language model.> The basic unit of sound

I There are some systems that are based on discriminative models [54] where P(w|Y’) is
modelled directly, rather than using generative models, such as HMMs, where the obser-
vation sequence is modelled, p(Y |w).

21n practice, the acoustic model is not normalised and the language model is often scaled
by an empirically determined constant and a word insertion penalty is added i.e., in the
log domain the total likelihood is calculated as logp(Y |w) + alog(P(w)) + B|w| where «
is typically in the range 8-20 and S is typically in the range 0——20.
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Fig. 2.1 Architecture of a HMM-based Recogniser.

represented by the acoustic model is the phone. For example, the word
“bat” is composed of three phones /b/ /ae/ /t/. About 40 such phones
are required for English.

For any given w, the corresponding acoustic model is synthe-
sised by concatenating phone models to make words as defined by
a pronunciation dictionary. The parameters of these phone models
are estimated from training data consisting of speech waveforms and
their orthographic transcriptions. The language model is typically
an N-gram model in which the probability of each word is condi-
tioned only on its N — 1 predecessors. The N-gram parameters are
estimated by counting N-tuples in appropriate text corpora. The
decoder operates by searching through all possible word sequences
using pruning to remove unlikely hypotheses thereby keeping the search
tractable. When the end of the utterance is reached, the most likely
word sequence is output. Alternatively, modern decoders can gener-
ate lattices containing a compact representation of the most likely
hypotheses.

The following sections describe these processes and components in
more detail.

2.1 Feature Extraction

The feature extraction stage seeks to provide a compact representa-
tion of the speech waveform. This form should minimise the loss of
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information that discriminates between words, and provide a good
match with the distributional assumptions made by the acoustic mod-
els. For example, if diagonal covariance Gaussian distributions are used
for the state-output distributions then the features should be designed
to be Gaussian and uncorrelated.

Feature vectors are typically computed every 10 ms using an over-
lapping analysis window of around 25ms. One of the simplest and
most widely used encoding schemes is based on mel-frequency cep-
stral coefficients (MFCCs) [32]. These are generated by applying a
truncated discrete cosine transformation (DCT) to a log spectral esti-
mate computed by smoothing an FFT with around 20 frequency
bins distributed non-linearly across the speech spectrum. The non-
linear frequency scale used is called a mel scale and it approxi-
mates the response of the human ear. The DCT is applied in order
to smooth the spectral estimate and approximately decorrelate the
feature elements. After the cosine transform the first element rep-
resents the average of the log-energy of the frequency bins. This
is sometimes replaced by the log-energy of the frame, or removed
completely.

Further psychoacoustic constraints are incorporated into a related
encoding called perceptual linear prediction (PLP) [74]. PLP com-
putes linear prediction coefficients from a perceptually weighted
non-linearly compressed power spectrum and then transforms the
linear prediction coefficients to cepstral coefficients. In practice,
PLP can give small improvements over MFCCs, especially in noisy
environments and hence it is the preferred encoding for many
systems [185].

In addition to the spectral coefficients, first order (delta) and
second-order (delta—delta) regression coefficients are often appended
in a heuristic attempt to compensate for the conditional independence
assumption made by the HMM-based acoustic models [47]. If the orig-
inal (static) feature vector is y§, then the delta parameter, Ay;, is
given by

D g W (ny - y?fi)
2> w?

Ay = (2.3)
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where n is the window width and w; are the regression coefficients.?
The delta—delta parameters, A?y$, are derived in the same fashion, but
using differences of the delta parameters. When concatenated together
these form the feature vector y;,

-

yo=[yf" AyiT AT (24)
The final result is a feature vector whose dimensionality is typically
around 40 and which has been partially but not fully decorrelated.
2.2 HMM Acoustic Models (Basic-Single Component)

As noted above, each spoken word w is decomposed into a sequence

of K, basic sounds called base phones. This sequence is called its pro-
(w)

nunciation ¢y.z = q1,...,qk, . 1o allow for the possibility of multiple
pronunciations, the likelihood p(Y |w) can be computed over multiple
pronunciations?
p(Y|w) =Y p(Y|Q)P(Qw), (2.5)
Q

where the summation is over all valid pronunciation sequences for w,
Q is a particular sequence of pronunciations,

L
P(Qlw) = [[ P(a"|wy), (2.6)
1=1

and where each ¢ is a valid pronunciation for word w;. In practice,
there will only be a very small number of alternative pronunciations
for each w; making the summation in (2.5) easily tractable.

Each base phone ¢ is represented by a continuous density HMM of
the form illustrated in Figure 2.2 with transition probability param-
eters {a;;} and output observation distributions {b;()}. In operation,
an HMM makes a transition from its current state to one of its con-
nected states every time step. The probability of making a particular

3In HTK to ensure that the same number of frames is maintained after adding delta and
delta—delta parameters, the start and end elements are replicated to fill the regression
window.

4 Recognisers often approximate this by a maz operation so that alternative pronunciations
can be decoded as though they were alternative word hypotheses.
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Fig. 2.2 HMM-based phone model.

transition from state s; to state s; is given by the transition probabil-
ity {a;j}. On entering a state, a feature vector is generated using the
distribution associated with the state being entered, {b;()}. This form
of process yields the standard conditional independence assumptions
for an HMM:

® states are conditionally independent of all other states given
the previous state;

® observations are conditionally independent of all other obser-
vations given the state that generated it.

For a more detailed discussion of the operation of an HMM see [141].
For now, single multivariate Gaussians will be assumed for the out-
put distribution:

bi(y) = N (y; p?), £0)), (2.7)

where ) is the mean of state s; and »0) is its covariance. Since the
dimensionality of the acoustic vector y is relatively high, the covariances
are often constrained to be diagonal. Later in HMM Structure Refine-
ments, the benefits of using mixtures of Gaussians will be discussed.

Given the composite HMM @ formed by concatenating all of the
constituent base phones q(*1),...,g("%) then the acoustic likelihood is
given by

p(Y|Q) = Zp 6,Y|Q), (2.8)



2.2 HMM Acoustic Models (Basic-Single Component) 205

where 0 =0p,...,0r11 is a state sequence through the composite
model and
T
p(O,Y|Q) = gy, Hb9t (yt)a9t9t+1 . (29)
t=1

In this equation, 6y and 671, correspond to the non-emitting entry
and exit states shown in Figure 2.2. These are included to simplify the
process of concatenating phone models to make words. For simplicity
in what follows, these non-emitting states will be ignored and the focus
will be on the state sequence 601,...,07.

The acoustic model parameters X = [{a;;},{b;()}] can be effi-
ciently estimated from a corpus of training utterances using the
forward-backward algorithm [14] which is an example of expectation-
maximisation (EM) [33]. For each utterance Y "), r = 1,.... R, of length
T() the sequence of baseforms, the HMMs that correspond to the word-
sequence in the utterance, is found and the corresponding composite
HMM constructed. In the first phase of the algorithm, the E-step, the
forward probability a,ETj) —p(Ygfg,Qt =s;;A) and the backward prob-

ability B = p(Y,E+1 )

ol - z<] (") 210

|0, = si;\) are calculated via the following
recursions

@Sm) = Zalj yt_|_1 ﬁtm) 5 (2'11)

where ¢ and j are summed over all states. When performing these recur-
sions under-flow can occur for long speech segments, hence in practice
the log-probabilities are stored and log arithmetic is used to avoid this
problem [89].°

Given the forward and backward probabilities, the probability of
the model occupying state s; at time ¢ for any given utterance r is just

Y = PO = 5;[Y i A) = — ol ), (2.12)

pr)

5 This is the technique used in HTK [189).
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where P(") = p(Y(T) ;A). These state occupation probabilities, also called
occupation counts, represent a soft alignment of the model states to the
data and it is straightforward to show that the new set of Gaussian
parameters defined by [83]

R T (1), (1)
- Zril% =1 (g)t (2.13)

Er 1215 17

7(r) (s (s

50 _ X i 0w — a9 - a9

R T (rf)
Zr:l t=1 Tt

ﬂ(j)

(2.14)

maximise the likelihood of the data given these alignments. A similar
re-estimation equation can be derived for the transition probabilities

T(r )
Zr 1 P(r) Z tm (yt+1)ﬁtijl) yt

R T(T) (r4)
Zr:l t=1 Nt

Q;j = (2.15)
This is the second or M-step of the algorithm. Starting from some
initial estimate of the parameters, )\(0), successive iterations of the EM
algorithm yield parameter sets }\(1),)\(2),... which are guaranteed to
improve the likelihood up to some local maximum. A common choice for
the initial parameter set A is to assign the global mean and covariance
of the data to the Gaussian output distributions and to set all transition
probabilities to be equal. This gives a so-called flat start model.

This approach to acoustic modelling is often referred to as the
beads-on-a-string model, so-called because all speech utterances are
represented by concatenating a sequence of phone models together.
The major problem with this is that decomposing each vocabulary
word into a sequence of context-independent base phones fails to cap-
ture the very large degree of context-dependent variation that exists
in real speech. For example, the base form pronunciations for “mood”
and “cool” would use the same vowel for “00,” yet in practice the

” in the two contexts are very different due to the

realisations of “oo
influence of the preceding and following consonant. Context indepen-
dent phone models are referred to as monophones.

A simple way to mitigate this problem is to use a unique phone

model for every possible pair of left and right neighbours. The resulting
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models are called triphones and if there are N base phones, there are
N3 potential triphones. To avoid the resulting data sparsity problems,
the complete set of logical triphones L can be mapped to a reduced
set of physical models P by clustering and tying together the param-
eters in each cluster. This mapping process is illustrated in Figure 2.3
and the parameter tying is illustrated in Figure 2.4 where the notation
x — q + y denotes the triphone corresponding to phone ¢ spoken in the
context of a preceding phone x and a following phone y. Each base

w

[ (silence) Stop that (silence)

Q Y

[ sil S t oh p th ae t sil

p v

[ml m23 m9%  m32 m34 m984  m763 m2 ml

[ sil sil-s+t s-t+oh t-oh+p oh-p+th p-th+ae th-ae+t ae-t+sil sil ]

Fig. 2.3 Context dependent phone modelling.

t-ih+n t-ih+ng f-ih+l s-ih+]

AVAVARAVAVANIAVAVAVIFAVZAV AN

Tie similar
states

t-ih+n t-ih+ng f-ih+l s-ih+]

N WA AVR/A\ AN

Fig. 2.4 Formation of tied-state phone models.
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phone pronunciation ¢ is derived by simple look-up from the pronunci-
ation dictionary, these are then mapped to logical phones according to
the context, finally the logical phones are mapped to physical models.
Notice that the context-dependence spreads across word boundaries
and this is essential for capturing many important phonological pro-
cesses. For example, the /p/ in “stop that” has its burst suppressed by
the following consonant.

The clustering of logical to physical models typically operates at the
state-level rather than the model level since it is simpler and it allows
a larger set of physical models to be robustly estimated. The choice of
which states to tie is commonly made using decision trees [190]. Each
state position® of each phone ¢ has a binary tree associated with it.
Each node of the tree carries a question regarding the context. To clus-
ter state ¢ of phone ¢, all states ¢ of all of the logical models derived
from ¢ are collected into a single pool at the root node of the tree.
Depending on the answer to the question at each node, the pool of
states is successively split until all states have trickled down to leaf
nodes. All states in each leaf node are then tied to form a physical
model. The questions at each node are selected from a predetermined
set to maximise the likelihood of the training data given the final set
of state-tyings. If the state output distributions are single component
Gaussians and the state occupation counts are known, then the increase
in likelihood achieved by splitting the Gaussians at any node can be
calculated simply from the counts and model parameters without ref-
erence to the training data. Thus, the decision trees can be grown very
efficiently using a greedy iterative node splitting algorithm. Figure 2.5
illustrates this tree-based clustering. In the figure, the logical phones
s-aw-+n and t-aw+n will both be assigned to leaf node 3 and hence they
will share the same central state of the representative physical model.”

The partitioning of states using phonetically driven decision trees
has several advantages. In particular, logical models which are required
but were not seen at all in the training data can be easily synthesised.
One disadvantage is that the partitioning can be rather coarse. This

6 Usually each phone model has three states.
7The total number of tied-states in a large vocabulary speaker independent system typically
ranges between 1000 and 10,000 states.
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states in each leaf node are tied

Fig. 2.5 Decision tree clustering.

problem can be reduced using so-called soft-tying [109]. In this scheme,
a post-processing stage groups each state with its one or two nearest
neighbours and pools all of their Gaussians. Thus, the single Gaussian
models are converted to mixture Gaussian models whilst holding the
total number of Gaussians in the system constant.

To summarise, the core acoustic models of a modern speech recog-
niser typically consist of a set of tied three-state HMMs with Gaus-
sian output distributions. This core is commonly built in the following
steps [189, Ch. 3]:

(1) A flat-start monophone set is created in which each base
phone is a monophone single-Gaussian HMM with means and
covariances equal to the mean and covariance of the train-
ing data.
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(2) The parameters of the Gaussian monophones are re-
estimated using 3 or 4 iterations of EM.

(3) Each single Gaussian monophone ¢ is cloned once for each
distinct triphone x — ¢ + y that appears in the training data.

(4) The resulting set of training-data triphones is again re-
estimated using EM and the state occupation counts of the
last iteration are saved.

(5) A decision tree is created for each state in each base phone,
the training-data triphones are mapped into a smaller set of
tied-state triphones and iteratively re-estimated using EM.

The final result is the required tied-state context-dependent acoustic
model set.

2.3 N-gram Language Models

The prior probability of a word sequence w = wy,...,wg required in
(2.2) is given by

K
P(w) = [ [ P(wglwg—1,...,w1). (2.16)
k=1

For large vocabulary recognition, the conditioning word history in
(2.16) is usually truncated to N — 1 words to form an N-gram lan-
guage model

K

P(w) = [ [ Pwklwp—1,wp—2, ..., wp—n41), (2.17)
k=1

where N is typically in the range 2-4. Language models are often
assessed in terms of their perplexity, H, which is defined as

1
H = — lim ?logZ(P(wl,...,wK))

K—o0

Q

K
1
7 E logy (P (wg|wg—1,Wk—2,. .., Wk—N+1)),
k=1

where the approximation is used for N-gram language models with a
finite length word sequence.
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The N-gram probabilities are estimated from training texts by
counting N-gram occurrences to form maximum likelihood (ML)
parameter estimates. For example, let C'(wg_swy_jwy) represent the
number of occurrences of the three words wy_swi_1w; and similarly
for C(wg_swg_1), then
C(wg—2wg—1wy,)

P(wg|wg—1,wr—2) =~ (2.18)

C(wg—2wg—1)
The major problem with this simple ML estimation scheme is data
sparsity. This can be mitigated by a combination of discounting and
backing-off. For example, using so-called Katz smoothing [85]

dC 1) if0o<C<C
C(wk72wk—1) -
P(wp|wp_1, wp—_s) = { C@r—2wi_1ws) if 0>

Cwg—2wk—1)
a(wg—1,wk—2) P(wglwg_1) otherwise, (2.19)
where C’ is a count threshold, C' is short-hand for C(wg_swg_1wg),
d is a discount coefficient and « is a normalisation constant. Thus,
when the N-gram count exceeds some threshold, the ML estimate is
used. When the count is small the same ML estimate is used but dis-
counted slightly. The discounted probability mass is then distributed
to the unseen N-grams which are approximated by a weighted version
of the corresponding bigram. This idea can be applied recursively to
estimate any sparse N-gram in terms of a set of back-off weights and
(N —1)-grams. The discounting coefficient is based on the Turing-Good
estimate d = (r + 1)n,41/rn, where n, is the number of N-grams that
occur exactly r times in the training data. There are many variations
on this approach [25]. For example, when training data is very sparse,
Kneser—Ney smoothing is particularly effective [127].
An alternative approach to robust language model estimation is to
use class-based models in which for every word wy there is a corre-
sponding class ¢ [21, 90]. Then,

K
P(w) = H P(wg|eg)p(crlcr—1y--sCh—N+1)- (2.20)

k=1
As for word based models, the class N-gram probabilities are estimated
using ML but since there are far fewer classes (typically a few hundred)
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data sparsity is much less of an issue. The classes themselves are chosen
to optimise the likelihood of the training set assuming a bigram class
model. It can be shown that when a word is moved from one class
to another, the change in perplexity depends only on the counts of a
relatively small number of bigrams. Hence, an iterative algorithm can
be implemented which repeatedly scans through the vocabulary, testing
each word to see if moving it to some other class would increase the
likelihood [115].

In practice it is found that for reasonably sized training sets,® an
effective language model for large vocabulary applications consists of
a smoothed word-based 3 or 4-gram interpolated with a class-based
trigram.

2.4 Decoding and Lattice Generation

As noted in the introduction to this section, the most likely word
sequence w given a sequence of feature vectors Y 1.7 is found by search-
ing all possible state sequences arising from all possible word sequences
for the sequence which was most likely to have generated the observed
data Yi.7. An efﬁcient way to solve this problem is to use dynamic
programming. Let qﬁgj) = maxg {p(Y 1.,0; = s;;A) }, i.e., the maximum
probability of observing the partial sequence Y1.; and then being in
state s; at time ¢ given the model parameters A. This probability can
be efficiently computed using the Viterbi algorithm [177]

) = max {0 ai; } b;(w,). (2.21)

It is initialised by setting qbéj ) to 1 for the initial, non-emitting, entry
state and 0 for all other states. The probability of the most likely
word sequence is then given by man{qﬁ(Tj)} and if every maximisation
decision is recorded, a traceback will yield the required best matching
state/word sequence.

In practice, a direct implementation of the Viterbi algorithm
becomes unmanageably complex for continuous speech where the topol-
ogy of the models, the language model constraints and the need to

8i.e. > 107 words.
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bound the computation must all be taken into account. N-gram lan-
guage models and cross-word triphone contexts are particularly prob-
lematic since they greatly expand the search space. To deal with this, a
number of different architectural approaches have evolved. For Viterbi
decoding, the search space can either be constrained by maintaining
multiple hypotheses in parallel [173, 191, 192] or it can be expanded
dynamically as the search progresses [7, 69, 130, 132]. Alternatively,
a completely different approach can be taken where the breadth-first
approach of the Viterbi algorithm is replaced by a depth-first search.
This gives rise to a class of recognisers called stack decoders. These can
be very efficient, however, because they must compare hypotheses of
different lengths, their run-time search characteristics can be difficult
to control [76, 135]. Finally, recent advances in weighted finite-state
transducer technology enable all of the required information (acoustic
models, pronunciation, language model probabilities, etc.) to be inte-
grated into a single very large but highly optimised network [122]. This
approach offers both flexibility and efficiency and is therefore extremely
useful for both research and practical applications.

Although decoders are designed primarily to find the solution to
(2.21), in practice, it is relatively simple to generate not just the most
likely hypothesis but the N-best set of hypotheses. N is usually in the
range 100-1000. This is extremely useful since it allows multiple passes
over the data without the computational expense of repeatedly solving
(2.21) from scratch. A compact and efficient structure for storing these
hypotheses is the word lattice [144, 167, 187].

A word lattice consists of a set of nodes representing points in time
and a set of spanning arcs representing word hypotheses. An example is
shown in Figure 2.6 part (a). In addition to the word IDs shown in the
figure, each arc can also carry score information such as the acoustic
and language model scores.

Lattices are extremely flexible. For example, they can be rescored by
using them as an input recognition network and they can be expanded
to allow rescoring by a higher order language model. They can also be
compacted into a very efficient representation called a confusion net-
work [42, 114]. This is illustrated in Figure 2.6 part (b) where the “-”
arc labels indicate null transitions. In a confusion network, the nodes no
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(a) Word Lattice
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Fig. 2.6 Example lattice and confusion network.

longer correspond to discrete points in time, instead they simply enforce
word sequence constraints. Thus, parallel arcs in the confusion network
do not necessarily correspond to the same acoustic segment. However,
it is assumed that most of the time the overlap is sufficient to enable
parallel arcs to be regarded as competing hypotheses. A confusion net-
work has the property that for every path through the original lattice,
there exists a corresponding path through the confusion network. Each
arc in the confusion network carries the posterior probability of the
corresponding word w. This is computed by finding the link probabil-
ity of w in the lattice using a forward-backward procedure, summing
over all occurrences of w and then normalising so that all competing
word arcs in the confusion network sum to one. Confusion networks can
be used for minimum word-error decoding [165] (an example of min-
imum Bayes’ risk (MBR) decoding [22]), to provide confidence scores
and for merging the outputs of different decoders [41, 43, 63, 72] (see
Multi-Pass Recognition Architectures).
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HMM Structure Refinements

In the previous section, basic acoustic HMMs and their use in ASR sys-
tems have been explained. Although these simple HMMs may be ade-
quate for small vocabulary and similar limited complexity tasks, they
do not perform well when used for more complex, and larger vocabulary
tasks such as broadcast news transcription and dictation. This section
describes some of the extensions that have been used to improve the
performance of ASR systems and allow them to be applied to these
more interesting and challenging domains.

The use of dynamic Bayesian networks to describe possible exten-
sions is first introduced. Some of these extensions are then discussed
in detail. In particular, the use of Gaussian mixture models, effi-
cient covariance models and feature projection schemes are presented.
Finally, the use of HMMs for generating, rather than recognising,
speech is briefly discussed.

3.1 Dynamic Bayesian Networks

In Architecture of an HMM-Based Recogniser, the HMM was described
as a generative model which for a typical phone has three emitting
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& 33 Ay

Fig. 3.1 Typical phone HMM topology (left) and dynamic Bayesian network (right).

states, as shown again in Figure 3.1. Also shown in Figure 3.1 is an
alternative, complementary, graphical representation called a dynamic
Bayesian network (DBN) which emphasises the conditional dependen-
cies of the model [17, 200] and which is particularly useful for describ-
ing a variety of extensions to the basic HMM structure. In the DBN
notation used here, squares denote discrete variables; circles continu-
ous variables; shading indicates an observed variable; and no shading
an unobserved variable. The lack of an arc between variables shows
conditional independence. Thus Figure 3.1 shows that the observations
generated by an HMM are conditionally independent given the unob-
served, hidden, state that generated it.

One of the desirable attributes of using DBNs is that it is simple to
show extensions in terms of how they modify the conditional indepen-
dence assumptions of the model. There are two approaches, which may
be combined, to extend the HMM structure in Figure 3.1: adding addi-
tional un-observed variables; and adding additional dependency arcs
between variables.

An example of adding additional arcs, in this case between obser-
vations is shown in Figure 3.2. Here the observation distribution is

—0.,—~06 =0, —-0.—

t+1

AR

Fig. 3.2 Dynamic Bayesian networks for buried Markov models and HMMSs with vector
linear predictors.
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Fig. 3.3 Dynamic Bayesian networks for Gaussian mixture models (left) and factor-analysed
models (right).

dependent on the previous two observations in addition to the state
that generated it. This DBN describes HMMs with explicit temporal
correlation modelling [181], vector predictors [184], and buried Markov
models [16]. Although an interesting direction for refining an HMM,
this approach has not yet been adopted in mainstream state-of-the-art
systems.

Instead of adding arcs, additional unobserved, latent or hidden, vari-
ables may be added. To compute probabilities, these hidden variables
must then be marginalised out in the same fashion as the unobserved
state sequence for HMMs. For continuous variables this requires a con-
tinuous integral over all values of the hidden variable and for discrete
variables a summation over all values. Two possible forms of latent vari-
able are shown in Figure 3.3. In both cases the temporal dependencies
of the model, where the discrete states are conditionally independent
of all other states given the previous state, are unaltered allowing the
use of standard Viterbi decoding routines. In the first case, the obser-
vations are dependent on a discrete latent variable. This is the DBN for
an HMM with Gaussian mixture model (GMM) state-output distribu-
tions. In the second case, the observations are dependent on a continu-
ous latent variable. This is the DBN for an HMM with factor-analysed
covariance matrices. Both of these are described in more detail below.

3.2 Gaussian Mixture Models

One of the most commonly used extensions to standard HMMs is to
model the state-output distribution as a mixture model. In Architecture
of an HMM-Based Recogniser, a single Gaussian distribution was used
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to model the state—output distribution. This model therefore assumed
that the observed feature vectors are symmetric and unimodal. In prac-
tice this is seldom the case. For example, speaker, accent and gender
differences tend to create multiple modes in the data. To address this
problem, the single Gaussian state-output distribution may be replaced
by a mixture of Gaussians which is a highly flexible distribution able
to model, for example, asymmetric and multi-modal distributed data.

As described in the previous section, mixture models may be viewed
as adding an additional discrete latent variable to the system. The like-
lihood for state s; is now obtained by summing over all the component
likelihoods weighted by their prior

M
bi(y) =D cimN (y; p™, m0™), (3.1)
m=1

where cjp, is the prior probability for component m of state s;. These
priors satisfy the standard constraints for a valid probability mass func-
tion (PMF)

M
Z Cim = 1, Cim > 0. (3.2)
m=1

This is an example of the general technique of mixture modelling. Each
of the M components of the mixture model is a Gaussian probability
density function (PDF).

Since an additional latent variable has been added to the acoustic
model, the form of the EM algorithm previously described needs to be
modified [83]. Rather than considering the complete data-set in terms
of state-observation pairings, state/component-observations are used.
The estimation of the model parameters then follows the same form as
for the single component case. For the mean of Gaussian component m
of state s;, sjm,

) (rjm) (r
ZR T (rg )y( )

r=12t=1 Mt t (3.3)
R 7(r) j ’ ’
Dore1 Dot=1 ’ijm)

LUm) —

where *yyj ™ = P(6; = s;u|Y"); A) is the probability that component
m of state s; generated the observation at time ¢ of sequence Y (™),
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R is the number of training sequences. The component priors are esti-
mated in a similar fashion to the transition probabilities.

When using GMMs to model the state-output distribution, variance
flooring is often applied.! This prevents the variances of the system
becoming too small, for example when a component models a very small
number of tightly packed observations. This improves generalisation.

Using GMMs increases the computational overhead since when
using log-arithmetic, a series of log-additions are required to compute
the GMM likelihood. To improve efficiency, only components which pro-
vide a “reasonable” contribution to the total likelihood are included.
To further decrease the computational load the GMM likelihood can
be approximated simply by the maximum over all the components
(weighted by the priors).

In addition, it is necessary to determine the number of components
per state in the system. A number of approaches, including discrimina-
tive schemes, have been adopted for this [27, 106]. The simplest is to
use the same number of components for all states in the system and use
held-out data to determine the optimal numbers. A popular alterna-
tive approach is based on the Bayesian information criterion (BIC) [27].
Another approach is to make the number of components assigned to
the state a function of the number of observations assigned to that
state [56].

3.3 Feature Projections

In Architecture for an HMM-Based Recogniser, dynamic first and
second differential parameters, the so-called delta and delta—delta
parameters, were added to the static feature parameters to overcome
the limitations of the conditional independence assumption associated
with HMMs. Furthermore, the DCT was assumed to approximately
decorrelate the feature vector to improve the diagonal covariance
approximation and reduce the dimensionality of the feature vector.

It is also possible to use data-driven approaches to decorrelate and
reduce the dimensionality of the features. The standard approach is to

1See HTK for a specific implementation of variance flooring [189].
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use linear transformations, that is

Y = ApYs (3.4)

where A, is a p x d linear-transform, d is the dimension of the source
feature vector y,;, and p is the size of the transformed feature vector y,.

The detailed form of a feature vector transformation such as this
depends on a number of choices. Firstly, the construction of g, must
be decided and, when required, the class labels that are to be used,
for example phone, state or Gaussian component labels. Secondly, the
dimensionality p of the projected data must be determined. Lastly, the
criterion used to estimate A, must be specified.

An important issue when estimating a projection is whether the
class labels of the observations are to be used, or not, i.e., whether the
projection should be estimated in a supervised or unsupervised fash-
ion. In general supervised approaches yield better projections since it
is then possible to estimate a transform to improve the discrimination
between classes. In contrast, in unsupervised approaches only general
attributes of the observations, such as the variances, may be used. How-
ever, supervised schemes are usually computationally more expensive
than unsupervised schemes. Statistics, such as the means and covari-
ance matrices are needed for each of the class labels, whereas unsuper-
vised schemes effectively only ever have one class.

The features to be projected are normally based on the standard
MFCC, or PLP, feature-vectors. However, the treatment of the delta
and delta—delta parameters can vary. One approach is to splice neigh-
bouring static vectors together to form a composite vector of typically
9 frames [10]

T AV LR Vi (3.5)
Another approach is to expand the static, delta and delta—delta
parameters with third-order dynamic parameters (the difference of
delta—deltas) [116]. Both have been used for large vocabulary speech
recognition systems. The dimensionality of the projected feature vector
is often determined empirically since there is only a single parameter
to tune. In [68] a comparison of a number of possible class definitions,
phone, state or component, were compared for supervised projection
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schemes. The choice of class is important as the transform tries to
ensure that each of these classes is as separable as possible from all
others. The study showed that performance using state and compo-
nent level classes was similar, and both were better than higher level
labels such as phones or words. In practice, the vast majority of systems
use component level classes since, as discussed later, this improves the
assumption of diagonal covariance matrices.

The simplest form of criterion for estimating the transform is prin-
cipal component analysis (PCA). This is an unsupervised projection
scheme, so no use is made of class labels. The estimation of the PCA
transform can be found by finding the p rows of the orthonormal matrix
A that maximises

Frea(A) = log (|Ap ZgAT ). (3.6)

where f]g is the total, or global, covariance matrix of the original data,
y;. This selects the orthogonal projections of the data that maximises
the total variance in the projected subspace. Simply selecting subspaces
that yield large variances does not necessarily yield subspaces that
discriminate between the classes. To address this problem, supervised
approaches such as the linear discriminant analysis (LDA) criterion [46]
can be used. In LDA the objective is to increase the ratio of the between
class variance to the average within class variance for each dimension.
This criterion may be expressed as

[p]

|Ap, S AT

(3.7)
il

il
flda(A) = log TAa X AT |

where f]b is the between-class covariance matrix and f]w the average
within-class covariance matrix where each distinct Gaussian compo-
nent is usually assumed to be a separate class. This criterion yields an
orthonormal transform such that the average within-class covariance
matrix is diagonalised, which should improve the diagonal covariance
matrix assumption.

The LDA criterion may be further refined by using the actual class
covariance matrices rather than using the averages. One such form is
heteroscedastic discriminant analysis (HDA) [149] where the following
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criterion is maximised

|ASuAT |
) ’ (3.8)

Fhaa(A) = ZV(m) log )
Al

m Ay =

(m

where (™) is the total posterior occupation probability for compo-
nent m and fl(m) is its covariance matrix in the original space given
by y,. In this transformation, the matrix A is not constrained to be
orthonormal, and nor does this criterion help with decorrelating the
data associated with each Gaussian component. It is thus often used
in conjunction with a global semi-tied transform [51] (also known as
a maximum likelihood linear transform (MLLT') [65]) described in the
next section. An alternative extension to LDA is heteroscedastic LDA
(HLDA) [92]. This modifies the LDA criterion in (3.7) in a similar
fashion to HDA, but now a transform for the complete feature-space
is estimated, rather than for just the dimensions to be retained. The
parameters of the HLDA transform can be found in an ML fashion,
as if they were model parameters as discussed in Architecture for an
HMM-Based Recogniser. An important extension of this transform is
to ensure that the distributions for all dimensions to be removed are
constrained to be the same. This is achieved by tying the parame-
ters associated with these dimensions to ensure that they are identical.
These dimensions will thus yield no discriminatory information and so
need not be retained for recognition. The HLDA criterion can then be
expressed as

A

: 5 . =)
diag (|Ajs AT, ) diag (|A,="AT))
(3.

Fnrda(A) = Z V(m) log )
9)
where

A= [ Ap) ] (3.10)
Ald—p)

There are two important differences between HLDA and HDA. Firstly,

HLDA yields the best projection whilst simultaneously generating the

best transform for improving the diagonal covariance matrix approxi-

mation. In contrast, for HDA a separate decorrelating transform must
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be added. Furthermore, HLDA yields a model for the complete feature-
space, whereas HDA only models the useful (non-projected) dimen-
sions. This means that multiple subspace projections can be used with
HLDA, but not with HDA [53].

Though schemes like HLDA out-perform approaches like LDA they
are more computationally expensive and require more memory. Full-
covariance matrix statistics for each component are required to estimate
an HLDA transform, whereas only the average within and between
class covariance matrices are required for LDA. This makes HLDA pro-
jections from large dimensional features spaces with large numbers of
components impractical. One compromise that is sometimes used is to
follow an LDA projection by a decorrelating global semi-tied trans-
form [163] described in the next section.

3.4 Covariance Modelling

One of the motivations for using the DCT transform, and some of the
projection schemes discussed in the previous section, is to decorrelate
the feature vector so that the diagonal covariance matrix approxima-
tion becomes reasonable. This is important as in general the use of full
covariance Gaussians in large vocabulary systems would be impractical
due to the sheer size of the model set.? Even with small systems, train-
ing data limitations often preclude the use of full covariances. Further-
more, the computational cost of using full covariance matrices is O(d?)
compared to O(d) for the diagonal case where d is the dimensionality
of the feature vector. To address both of these problems, structured
covariance and precision (inverse covariance) matrix representations
have been developed. These allow covariance modelling to be improved
with very little overhead in terms of memory and computational load.

3.4.1 Structured Covariance Matrices

A standard form of structured covariance matrix arises from factor
analysis and the DBN for this was shown in Figure 3.3. Here the
covariance matrix for each Gaussian component m is represented by

2 Although given enough data, and some smoothing, it can be done [163].
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(the dependency on the state has been dropped for clarity)

(m) _ A(M)T 5 (m) (m)
=0 — AT AT + 3, (3.11)
(m)
diag
is a component specific diagonal covariance matrix. The above expres-
sion is based on factor analysis which allows each of the Gaussian com-

where A(L;T) is the component-specific, p x d, loading matriz and X

ponents to be estimated separately using EM [151]. Factor-analysed
HMMs [146] generalise this to support both tying over multiple com-
ponents of the loading matrices and using GMMs to model the latent
variable-space of z in Figure 3.3.

Although structured covariance matrices of this form reduce the
number of parameters needed to represent each covariance matrix, the
computation of likelihoods depends on the inverse covariance matrix,
i.e., the precision matrix and this will still be a full matrix. Thus,
factor-analysed HMMSs still incur the decoding cost associated with

full covariances.?

3.4.2 Structured Precision Matrices

A more computationally efficient approach to covariance structuring
is to model the inverse covariance matrix and a general form for this
is [131, 158]

sm-1 ="M, (3.12)

where v("™) is a Gaussian component specific weight vector that spec-
ifies the contribution from each of the B global positive semi-definite
matrices, S;. One of the desirable properties of this form of model is
that it is computationally efficient during decoding, since

log (N(y;u(m),ﬁ(m)))
B

1 m 1 m m m
= —5loa(2m) =) — 5 3™y — u)TSily — u™)
=1

3 Depending on p, the matrix inversion lemmas, also known as the Sherman-Morrisson-
Woodbury formula, can be used to make this more efficient.
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1
= 4 log((2m)'|=™)

B
1 m
D) E yi( ) (yTSiy —2uMTS,y + u(m)TSZ-/L(m)) . (3.13)
i=1

Thus rather than having the computational cost of a full covariance
matrix, it is possible to cache terms such as S;y and y'S;y which do
not depend on the Gaussian component.

One of the simplest and most effective structured covariance rep-
resentations is the semi-tied covariance matrix (STC) [51]. This is a
specific form of precision matrix model, where the number of bases is
equal to the number of dimensions (B = d) and the bases are symmet-
ric and have rank 1 (thus can be expressed as S; = ag}am, ay; is the ith
row of A). In this case the component likelihoods can be computed by

N(y;u(m),E(m)) = ANV (Ay;Au(m),EffiZé) (3.14)
where Eg?;;fl is a diagonal matrix formed from »(™) and
- (m) (m)—1
m)— m)_T m)— T
i=1

The matrix A is sometimes referred to as the semi-tied transform. One
of the reasons that STC systems are simple to use is that the weight for
each dimension is simply the inverse variance for that dimension. The
training procedure for STC systems is (after accumulating the standard
EM full-covariance matrix statistics):

(1) initialise the transform A(®) =T set Zgiz(g])
rent model covariance matrices; and set k = 0;

(2) estimate A*+D given Eg?;]g);

equal to the cur-

(3) set Zézékﬂ)) to the component variance for each dimension

using AK*+1);

(4) goto (2) unless converged or maximum number of iterations
reached.

During recognition, decoding is very efficient since Ap(™ is stored
for each component, and the transformed features Ay, are cached for
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each time instance. There is thus almost no increase in decoding time
compared to standard diagonal covariance matrix systems.

STC systems can be made more powerful by using multiple
semi-tied transforms [51]. In addition to STC, other types of struc-
tured covariance modelling include sub-space constrained precision and
means (SPAM) [8], mixtures of inverse covariances [175], and extended
maximum likelihood linear transforms (EMLLT) [131].

3.5 HMM Duration Modelling

The probability d;(t) of remaining in state s; for ¢ consecutive obser-
vations in a standard HMM is given by

dj(t) = a’; ' (1 — ayy), (3.16)

where aj; is the self-transition probability of state s;. Thus, the stan-
dard HMM models the probability of state occupancy as decreasing
exponentially with time and clearly this is a poor model of duration.

Given this weakness of the standard HMM, an obvious refinement
is to introduce an explicit duration model such that the self-transition
loops in Figure 2.2 are replaced by an explicit probability distribution
d;(t). Suitable choices for d;(t) are the Poisson distribution [147] and
the Gamma distribution [98].

Whilst the use of these explicit distributions can undoubtably model
state segment durations more accurately, they add a very considerable
overhead to the computational complexity. This is because the resulting
models no longer have the Markov property and this prevents efficient
search over possible state alignments. For example, in these so-called
hidden semi-Markov models (HSMMs), the forward probability given
n (2.10) becomes

agm) = Z ozt Ta,] Hb (yt T+l) (3.17)
T 4,1#]
The need to sum over all possible state durations has increased the
complexity by a factor of O(D?) where D is the maximum allowed state
duration, and the backward probability and Viterbi decoding suffer the
same increase in complexity.
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In practice, explicit duration modelling of this form offers some
small improvements to performance in small vocabulary applications,
and minimal improvements in large vocabulary applications. A typical
experience in the latter is that as the accuracy of the phone-output
distributions is increased, the improvements gained from duration
modelling become negligible. For this reason and its computational
complexity, durational modelling is rarely used in current systems.

3.6 HMMs for Speech Generation

HMDMs are generative models and although HMM-based acoustic mod-
els were developed primarily for speech recognition, it is relevant to
consider how well they can actually generate speech. This is not only
of direct interest for synthesis applications where the flexibility and
compact representation of HMMs offer considerable benefits [168], but
it can also provide further insight into their use in recognition [169].

The key issue of interest here is the extent to which the dynamic
delta and delta—delta terms can be used to enforce accurate trajectories
for the static parameters. If an HMM is used to directly model the
speech features, then given the conditional independence assumptions
from Figure 3.1 and a particular state sequence, 8, the trajectory will
be piece-wise stationary where the time segment corresponding to each
state, simply adopts the mean-value of that state. This would clearly
be a poor fit to real speech where the spectral parameters vary much
more smoothly.

The HMM-trajectory model* aims to generate realistic feature tra-
jectories by finding the sequence of d-dimensional static observations
which maximises the likelihood of the complete feature vector (i.e. stat-
ics + deltas) with respect to the parameters of a standard HMM model.
The trajectory of these static parameters will no longer be piecewise
stationary since the associated delta parameters also contribute to the
likelihood and must therefore be consistent with the HMM parameters.

To see how these trajectories can be computed, consider the case
of using a feature vector comprising static parameters and “simple

4 An implementation of this is available as an extension to HTK at hts.sp.nitech.ac. jp.
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difference” delta parameters. The observation at time ¢ is a function of
the static features at times ¢t — 1, t and t + 1

Y1

Y; 0 I o N

= = 3.18

. [Ayi} [—I o 1| ¥ (3.18)

t+1

where 0 is a d x d zero matrix and I is a d x d identity matrix. y; is

the static element of the feature vector at time ¢t and Ay; are the delta
features.®

Now if a complete sequence of features is considered, the following

relationship can be obtained between the 27'd features used for the

standard HMM and the T'd static features
Y, r=AY">. (3.19)

To illustrate the form of the 27'd x T'd matrix A consider the obser-
vation vectors at times, ¢ — 1, ¢ and ¢ + 1 in the complete sequence.
These may be expressed as

.1 [0 I 0 00 -],
1 0 I 00 Ytz
Y 0 o I 00 yt;l
Yoo = 0o I 0 Io0 Yi | (3.20)
Y1 0 0 0 I 0 y§+1
L] |- 0 0 1o 1 o Y

The features modelled by the standard HMM are thus a linear trans-
form of the static features. It should therefore be possible to derive the
probability distribution of the static feature distribution if the param-
eters of the standard HMM are known.

The process of finding the distribution of the static features is sim-
plified by hypothesising an appropriate state/component-sequence 6 for
the observations to be generated. In practical synthesis systems state
duration models are often estimated as in the previous section. In this

5Here a non-standard version of delta parameters is considered to simplify notation. In this
case, d is the size of the static parameters, not the complete feature vector.
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case the simplest approach is to set the duration of each state equal to
its average (note only single component state-output distributions can
be used). Given 6, the distribution of the associated static sequences
Y?® will be Gaussian distributed. The likelihood of a static sequence
can then be expressed in terms of the standard HMM features as

1 1
ZP(AY?[0;X) = ZN(leT;Heaze) =N(Y* 1, 35), (3.21)

where Z is a normalisation term. The following relationships exist
between the standard model parameters and the static parameters

5l =ATS,'A (3.22)
35y = ATE (3.23)
ITAD S T AT ey 7 (3.24)

where the segment mean, pg, and variances, ¥y, (along with the cor-
responding versions for the static parameters only, uj and %j) are
p(f0) »@) ... 0
po= | |, Zp=| ¢ - (3.25)
pu'07) 0 ... 2(67)
Though the covariance matrix of the HMM features, 3y, has the block-
diagonal structure expected from the HMM, the covariance matrix of
the static features, 3§ in (3.22), does not have a block diagonal struc-
ture since A is not block diagonal. Thus, using the delta parameters to
obtain the distribution of the static parameters does not imply the same
conditional independence assumptions as the standard HMM assumes
in modelling the static features.

The maximum likelihood static feature trajectory, YS, can now be
found using (3.21). This will simply be the static parameter segment
mean, pp, as the distribution is Gaussian. To find pj the relationships
in (3.22) to (3.24) can be rearranged to give

~_S

-1
Vi =py= (ATSA) AT, (3.26)

These are all known as py and 3y are based on the standard HMM
parameters and the matrix A is given in (3.25). Note, given the highly
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structured-nature of A efficient implementations of the matrix inversion
may be found.

The basic HMM synthesis model described has been refined in a
couple of ways. If the overall length of the utterance to synthesise is
known, then an ML estimate of @ can be found in a manner similar
to Viterbi. Rather than simply using the average state durations for
the synthesis process, it is also possible to search for the most likely
state/component-sequence. Here

{Ys,é} - argmax{1p(AYS\9;>\)P(9;>\)} . (3.27)
v (4
In addition, though the standard HMM model parameters, A, can be
trained in the usual fashion for example using ML, improved perfor-
mance can be obtained by training them so that when used to generate
sequences of static features they are a “good” model of the training
data. ML-based estimates for this can be derived [168]. Just as regu-
lar HMMSs can be trained discriminatively as described later, HMM-
synthesis models can also be trained discriminatively [186]. One of the
major issues with both these improvements is that the Viterbi algo-
rithm cannot be directly used with the model to obtain the state-
sequence. A frame-delayed version of the Viterbi algorithm can be
used [196] to find the state-sequence. However, this is still more expen-
sive than the standard Viterbi algorithm.

HMM trajectory models can also be used for speech recogni-
tion [169]. This again makes use of the equalities in (3.21). The recog-
nition output for feature vector sequence Y 1.1 is now based on

w= argtinax{arg;nax{;/\/’(YLT;ug,Eg)P(0|'w;)\)P('w)}} . (3.28)
As with synthesis, one of the major issues with this form of decod-
ing is that the Viterbi algorithm cannot be used. In practice N-best
list rescoring is often implemented instead. Though an interesting
research direction, this form of speech recognition system is not in
widespread use.
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Parameter Estimation

In Architecture of an HMM-Based Recogniser, the estimation of the
HMM model parameters, A, was briefly described based on maximising
the likelihood that the models generate the training sequences. Thus,
given training data YV, ..., Y the maximum likelihood (ML) train-
ing criterion may be expressed as

R
]‘ T
Faa(A) = 5 D log(p(¥ " wiir: A). (4.1)
r=1

where Y is the rth training utterance with transcription w:(rz)f This
optimisation is normally performed using EM [33]. However, for ML
to be the “best” training criterion, the data and models would need to
satisfy a number of requirements, in particular, training data sufficiency
and model-correctness [20]. Since in general these requirements are not
satisfied when modelling speech data, alternative criteria have been
developed.

This section describes the use of discriminative criteria for train-
ing HMM model parameters. In these approaches, the goal is not to

estimate the parameters that are most likely to generate the training
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data. Instead, the objective is to modify the model parameters so
that hypotheses generated by the recogniser on the training data
more closely “match” the correct word-sequences, whilst generalising
to unseen test data.

One approach would be to explicitly minimise the classification error
on the training data. Here, a strict 1/0 loss function is needed as the
measure to optimise. However, the differential of such a loss function
would be discontinuous preventing the use of gradient descent based
schemes. Hence various approximations described in the next section
have been explored. Compared to ML training, the implementation
of these training criteria is more complex and they have a tendency
to over-train on the training data, i.e., they do not generalise well to
unseen data. These issues are also discussed.

One of the major costs incurred in building speech recognition
systems lies in obtaining sufficient acoustic data with accurate tran-
scriptions. Techniques which allow systems to be trained with rough,
approximate transcriptions, or even no transcriptions at all are there-
fore of growing interest and work in this area is briefly summarised at
the end of this section.

4.1 Discriminative Training

For speech recognition, three main forms of discriminative training have
been examined, all of which can be expressed in terms of the poste-
rior of the correct sentence. Using Bayes’ rule this posterior may be
expressed as

p(Y(r)’,w(T) )\)P('w(r) )

ref> ref

- > P(Y O w; X) P(w)

where the summation is over all possible word-sequences. By expressing

P(wl|Y ™) : (4.2)

the posterior in terms of the HMM generative model parameters, it is
possible to estimate “generative” model parameters with discriminative
criteria.

The language model (or class prior), P(w), is not normally trained
in conjunction with the acoustic model, (though there has been some
work in this area [145]) since typically the amount of text training
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data for the language model is far greater (orders of magnitude) than
the available acoustic training data. Note, however, that unlike the ML
case, the language model is included in the denominator of the objective
function in the discriminative training case.

In addition to the criteria discussed here, there has been work
on maximum-margin based estimation schemes [79, 100, 156]. Also,
interest is growing in using discriminative models for speech recogni-
tion, where P(w£7;)]3|Y(T);)\) is directly modelled [54, 67, 93, 95|, rather
than using Bayes’ rule as above to obtain the posterior of the cor-
rect word sequence. In addition, these discriminative criteria can be
used to train feature transforms [138, 197] and model parameter trans-
forms [159] that are dependent on the observations making them time
varying.

4.1.1 Maximum Mutual Information

One of the first discriminative training criteria to be explored was the
maximum mutual information (MMI) criterion [9, 125]. Here, the aim
is to maximise the mutual information between the word-sequence,
w, and the information extracted by a recogniser with parameters A
from the associated observation sequence, Y, Z(w,Y;A). As the joint
distribution of the word-sequences and observations is unknown, it is
approximated by the empirical distributions over the training data.
This can be expressed as [20]

R ) ().
1 Plw., Y5 X)
I(w,Y;A) ~ — Y log ref) : (4.3)
R (P(w&)f)p(wﬂ;x)

As only the acoustic model parameters are trained, P(wgz)f) is fixed,
this is equivalent to finding the model parameters that maximise the

average log-posterior probability of the correct word sequence.' Thus

L Given that the class priors, the language model probabilities, are fixed this should really
be called conditional entropy training. When this form of training criterion is used
with discriminative models it is also known as conditional maximum likelihood (CML)
training.
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the following criterion is maximised

R

Fass(N) = 353 log(P(w Y ;X)) (4.4
r=1
1on, (p(Y Ol N P(w S;’a)
= lo . 4.5
R; g(zwmw”rw;m P(w) 5

Intuitively, the numerator is the likelihood of the data given the cor-
rect word sequence 'wi.e)f, whilst the denominator is the total likelihood
of the data given all possible word sequences w. Thus, the objective
function is maximised by making the correct model sequence likely and
all other model sequences unlikely.

4.1.2 Minimum Classification Error

Minimum classification error (MCE) is a smooth measure of the
error [82, 29]. This is normally based on a smooth function of the dif-
ference between the log-likelihood of the correct word sequence and all
other competing sequences, and a sigmoid is often used for this purpose.
The MCE criterion may be expressed in terms of the posteriors as

o\ —1

( ref’Y A) 4.6
mce RZ Z,w#w(r) P(’w‘Y(T) ) . ( . )

There are some important differences between MCE and MMI. The
first is that the denominator term does not include the correct word
sequence. Secondly, the posteriors (or log-likelihoods) are smoothed
with a sigmoid function, which introduces an additional smoothing
term p. When ¢ =1 then

Face(A) =1 — = ZP w YN, (4.7)

This is a specific example of the minimum Bayes risk criterion discussed
next.
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4.1.3 Minimum Bayes’ Risk

In minimum Bayes’ risk (MBR) training, rather than trying to model
the correct distribution, as in the MMI criterion, the expected loss
during recognition is minimised [22, 84|. To approximate the expected
loss during recognition, the expected loss estimated on the training
data is used. Here

R
1 . .
Furr(A) = RZZP(MY( ) L(w, w)), (4.8)
r=1 W

(r)

where £(w,w, s

) is the loss function of word sequence w against the
(r)

reference for sequence r, w_ ;.

There are a number of loss functions that have been examined.

® 1/0 loss: For continuous speech recognition this is equivalent
to a sentence-level loss function

() _ {1; w #w)

ref . o (r)
0; w=w,g

L(w,w

When o =1 MCE and MBR training with a sentence cost
function are the same.

e Word: The loss function directly related to minimising the
expected word error rate (WER). It is normally computed
by minimising the Levenshtein edit distance.

e Phone: For large vocabulary speech recognition not all word
sequences will be observed. To assist generalisation, the loss
function is often computed between phone sequences, rather
than word sequences. In the literature this is known as min-
imum phone error (MPE) training [136, 139].

® Phone frame error: When using the phone loss-function, the
number of possible errors to be corrected is reduced com-
pared to the number of frames. This can cause generalisation
issues. To address this minimum phone frame error (MPFE)
may be used where the phone loss is weighted by the number
of frames associated with each frame [198]. This is the same
as the Hamming distance described in [166].
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It is also possible to base the loss function on the specific task for which
the classifier is being built [22].

A comparison of the MMI, MCE and MPE criteria on the Wall
Street Journal (WSJ) task and a general framework for discriminative
training is given in [111]. Though all the criteria significantly outper-
formed ML training, MCE and MPE were found to outperform MMI
on this task. In [198], MPFE is shown to give small but consistent gains
over MPE.

4.2 Implementation Issues

In Architecture of an HMM-Based Recogniser, the use of the EM algo-
rithm to train the parameters of an HMM using the ML criterion was
described. This section briefly discusses some of the implementation
issues that need to be addressed when using discriminative training cri-
teria. Two aspects are considered. Firstly, the form of algorithm used
to estimate the model parameters is described. Secondly, since these
discriminative criteria can over-train, various techniques for improving
generalisation are detailed.

4.2.1 Parameter Estimation

EM cannot be used to estimate parameters when discriminative criteria
are used. To see why this is the case, note that the MMI criterion can
be expressed as the difference of two log-likelihood expressions

R

FasN) = 53 <log( (¥ Ol N P(wlly))

r=1
log(Zp M w; A) P(w ))) (4.9)

The first term is referred to as the numerator term and the second, the
denominator term. The numerator term is identical to the standard
ML criterion (the language model term, P(w ie)f) does not influence
the ML-estimate). The denominator may also be rewritten in a similar
fashion to the numerator by producing a composite HMM with param-

eters A", Hence, although auxiliary functions may be computed for
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each of these, the difference of two lower-bounds is not itself a lower-
bound and so standard EM cannot be used. To handle this problem, the
extended Baum-Welch (EBW) criterion was proposed [64, 129]. In this
case, standard EM-like auxiliary functions are defined for the numer-
ator and denominator but stability during re-estimation is achieved
by adding scaled current model parameters to the numerator statis-
tics. The weighting of these parameters is specified by a constant D.
A large enough value of D can be shown to guarantee that the criterion
does not decrease. For MMI, the update of the mean parameters then
becomes

aGm) — SIS (Gl = 8w ) + Dt w0

S (hem’ =)+ D

where pU™) are the current model parameters, 'y,(]znrz,)f is the same as the

posterior used in ML estimation and

Yo" = P(0 = sy Y 5 2%") (4.11)
and A9 is the composite HMM representing all competing paths.
One issue with EBW is the speed of convergence, which may be very
slow. This may be made faster by making D Gaussian component spe-
cific [136]. A similar expression can be derived from a weak-sense aux-
iliary function perspective [136]. Here an auxiliary function is defined
which rather than being a strict lower-bound, simply has the same
gradient as the criterion at the current model parameters. Similar
expressions can be derived for the MPE criterion, and recently large
vocabulary training with MCE has also been implemented [119].

For large vocabulary speech recognition systems, where thousands
of hours of training data may be used, it is important that the training
procedure be as efficient as possible. For discriminative techniques one
of the major costs is the accumulation of the statistics for the denom-
inator since this computation is equivalent to recognising the training
data. To improve efficiency, it is common to use lattices as a compact
representation of the most likely competing word sequences and only
accumulate statistics at each iteration for paths in the lattice [174].
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4.2.2 Generalisation

Compared to ML training, it has been observed that discriminative
criteria tend to generalise less-well. To mitigate this, a number of
techniques have been developed that improve the robustness of the
estimates.

As a consequence of the conditional independence assumptions, the
posterior probabilities computed using the HMM likelihoods tend to
have a very large dynamic range and typically one of the hypotheses
dominates. To address this problem, the acoustic model likelihoods are
often raised to a fractional power, referred to as acoustic deweight-
ing [182]. Thus when accumulating the statistics, the posteriors are
based on

p(Y(T)‘w(T) A)QP(’w(r) )5

ref» ref

P(w!h Y™ x) = .
S w P(Y 7 w; N P(w)s

(4.12)

In practice 3 is often set to one and « is set to the inverse of the
language model scale-factor described in footnote 2 in Architecture of
an HMM-Based Recogniser.

The form of the language model used in training should in theory
match the form used for recognition. However, it has been found that
using simpler models, unigrams or heavily pruned bigrams, for train-
ing despite using trigrams or fourgrams in decoding improves perfor-
mance [152]. By weakening the language model, the number of possible
confusions is increased allowing more complex models to be trained
given a fixed quantity of training data.

To improve generalisation, “robust” parameter priors may be used
when estimating the models. These priors may either be based on
the ML parameter estimates [139] or, for example when using MPE
training, the MMI estimates [150]. For MPE training using these
priors has been found to be essential for achieving performance
gains [139].

4.3 Lightly Supervised and Unsupervised Training

One of the major costs in building an acoustic training corpus is
the production of accurate orthographic transcriptions. For some
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situations, such as broadcast news (BN) which has associated closed-
captions, approximate transcriptions may be derived. These transcrip-
tions are known to be error-full and thus not suitable for direct
use when training detailed acoustic models. However, a number of
lightly supervised training techniques have been developed to overcome
this [23, 94, 128].

The general approach to lightly supervised training is exemplified
by the procedure commonly used for training on BN data using closed-
captions (CC). This procedure consists of the following stages:

(1) Construct a language model (LM) using only the CC data.
This CC LM is then interpolated with a general BN LM using
interpolation weights heavily weighted towards the CC LM.
For example in [56] the interpolation weights were 0.9 and
0.1.2 This yields a biased language model.

(2) Recognise the audio data using an existing acoustic model
and the biased LM trained in (1).

(3) Optionally post-process the data. For example, only use seg-
ments from the training data where the recognition output
from (2) is consistent to some degree with the CCs, or only
use segments with high confidence in the recognition output.

(4) Use the selected segments for acoustic model training with
the hypothesised transcriptions from (2).

For acoustic data which has no transcriptions at all, unsupervised
training techniques must be used [86, 110]. Unsupervised training is
similar to lightly supervised training except that a general recognition
language model is used, rather than the biased language model for
lightly supervised training. This reduces the accuracy of the transcrip-
tions [23], but has been successfully applied to a range of tasks [56, 110].
However, the gains from unsupervised approaches can decrease dramat-
ically when discriminative training such as MPE is used. If the mis-
match between the supervised training data and unsupervised data is

2The interpolation weights were found to be relatively insensitive to the type of source data
when tuned on held-out data.
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large, the accuracy of the numerator transcriptions become very poor.
The gains obtained from using the un-annotated data then become
small [179]. Thus currently there appears to be a limit to how poor the
transcriptions can be whilst still obtaining worthwhile gains from dis-
criminative training. This problem can be partly overcome by using
the recognition output to guide the selection of data to manually
transcribe [195].



5

Adaptation and Normalisation

A fundamental idea in statistical pattern classification is that the train-
ing data should adequately represent the test data, otherwise a mis-
match will occur and recognition accuracy will be degraded. In the
case of speech recognition, there will always be new speakers who are
poorly represented by the training data, and new hitherto unseen envi-
ronments. The solution to these problems is adaptation. Adaptation
allows a small amount of data from a target speaker to be used to
transform an acoustic model set to make it more closely match that
speaker. It can be used both in training to make more specific or more
compact recognition sets, and it can be used in recognition to reduce
mismatch and the consequent recognition errors.

There are varying styles of adaptation which affect both the possible
applications and the method of implementation. Firstly, adaptation
can be supervised in which case accurate transcriptions are available
for all of the adaptation data, or it can be unsupervised in which case
the required transcriptions must be hypothesised. Secondly, adaptation
can be incremental or batch-mode. In the former case, adaptation data
becomes available in stages, for example, as is the case for a spoken
dialogue system, when a new caller comes on the line. In batch-mode,

241
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all of the adaptation data is available from the start as is the case in
off-line transcription.

A range of adaptation and normalisation approaches have been
proposed. This section gives an overview of some of the more com-
mon schemes. First feature-based approaches, which only depend
on the acoustic features, are described. Then mazimum a posteri-
ori adaptation and cluster based approaches are described. Finally,
linear transformation-based approaches are discussed. Many of these
approaches can be used within an adaptive training framework which
is the final topic.

5.1 Feature-Based Schemes

Feature-based schemes only depend on the acoustic features. This is
only strictly true of the first two approaches: mean and variance nor-
malisation; and Gaussianisation. The final approach, vocal tract length
normalisation can be implemented in a range of ways, many of which
do not fully fit within this definition.

5.1.1 Mean and Variance Normalisation

Cepstral mean normalisation (CMN) removes the average feature value
of the feature-vector from each observation. Since cepstra in common
with most front-end feature sets are derived from log spectra, this has
the effect of reducing sensitivity to channel variation, provided that the
channel effects do not significantly vary with time or the amplitude of
the signal. Cepstral variance normalisation (CVN) scales each individ-
ual feature coefficient to have a unit variance and empirically this has
been found to reduce sensitivity to additive noise [71].

For transcription applications where multiple passes over the data
are possible, the necessary mean and variance statistics should be com-
puted over the longest possible segment of speech for which the speaker
and environment conditions are constant. For example, in BN transcrip-
tion this will be a speaker segment and in telephone transcription it
will be a whole side of a conversation. Note that for real time systems
which operate in a single continuous pass over the data, the mean and
variance statistics must be computed as running averages.
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5.1.2 (Gaussianisation

Given that normalising the first and second-order statistics yields
improved performance, an obvious extension is to normalise the higher
order statistics for the data from, for example, a specific speaker so that
the overall distribution of all the features from that speaker is Gaus-
sian. This so-called Gaussianisation is performed by finding a transform

y = ¢(y), that yields
y ~N(0,I), (5.1)

where O is the d-dimensional zero vector and I is a d-dimensional iden-
tity matrix. In general performing Gaussianisation on the complete
feature vector is highly complex. However, if each element of the fea-
ture vector is treated independently, then there a number of schemes
that may be used to define ¢(-).

One standard approach is to estimate a cumulative distribution
function (CDF) for each feature element ¢;, F'(g;). This can be esti-
mated using all the data points from, for example, a speaker in a his-
togram approach. Thus for dimension 7 of base observation ¥y

T
F(§) ~ %Z WG — i) = rank(;) /T, (5.2)
t=1

where yy,...,yr are the data, h(-) is the step function and rank(g;) is
the rank of element i of gy, ;, when the data are sorted. The transfor-
mation required such that the transformed dimension i of observation
y is approximately Gaussian is

y; = o1 <ran;(y)) : (5.3)

where ®(-) is the CDF of a Gaussian [148]. Note, however, that although
each dimension will be approximately Gaussian distributed, the com-
plete feature vector will not necessarily satisfy (5.1) since the elements
may be correlated with one another.

One difficulty with this approach is that when the normalisation
data set is small the CDF estimate, F'(3;), can be noisy. An alternative
approach is to estimate an M-component GMM on the data and then
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use this to approximate the CDF [26], that is

g M
Y=o ! (/ Z cmN(z;ul(m),UZ(m)Q)dz> ) (5.4)
“®m=1

(m) (m)Q
1 K3
component of dimension ¢ trained on all the data. This results in

where p and o are the mean and variance of the mth GMM
a smoother and more compact representation of the Gaussianisation
transformation [55].

Both these forms of Gaussianisation have assumed that the dimen-
sions are independent of one another. To reduce the impact of this
assumption Gaussianisation is often applied after some form of decor-
relating transform. For example, a global semi-tied transform can be

applied prior to the Gaussianisation process.

5.1.3 Vocal Tract Length Normalisation

Variations in vocal tract length cause formant frequencies to shift in
frequency in an approximately linear fashion. Thus, one simple form
of normalisation is to linearly scale the filter bank centre frequencies
within the front-end feature extractor to approximate a canonical for-
mant frequency scaling [96]. This is called vocal tract length normali-
sation (VTLN).

To implement VILN two issues need to be addressed: definition of
the scaling function and estimation of the appropriate scaling function
parameters for each speaker. Early attempts at VILN used a simple
linear mapping, but as shown in Figure 5.1(a) this results in a prob-
lem at high frequencies where female voices have no information in the
upper frequency band and male voices have the upper frequency band
truncated. This can be mitigated by using a piece-wise linear func-
tion of the form shown in Figure 5.1(b) [71]. Alternatively, a bilinear
transform can be used [120]. Parameter estimation is performed using a
grid search plotting log likelihoods against parameter values. Once the
optimal values for all training speakers have been computed, the train-
ing data is normalised and the acoustic models re-estimated. This is
repeated until the VITLN parameters have stabilised. Note here that
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Fig. 5.1 Vocal tract length normalisation.

when comparing log likelihoods resulting from differing VTLN trans-
formations, then the Jacobian of the transform should be included. This
is however very complex to estimate and since the application of mean
and variance normalisation will reduce the affect of this approximation,
it is usually ignored.

For very large systems, the overhead incurred from iteratively com-
puting the optimal VTLN parameters can be considerable. An alterna-
tive is to approximate the effect of VILN by a linear transform. The
advantage of this approach is that the optimal transformation parame-
ters can be determined from the auxiliary function in a single pass over
the data [88].

VTLN is particularly effective for telephone speech where speakers
can be clearly identified. It is less effective for other applications such as
broadcast news transcription where speaker changes must be inferred
from the data.

5.2 Linear Transform-Based Schemes

For cases where adaptation data is limited, linear transformation based
schemes are currently the most effective form of adaptation. These
differ from feature-based approaches in that they use the acoustic model
parameters and they require a transcription of the adaptation data.
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5.2.1 Maximum Likelihood Linear Regression

In maximum likelihood linear regression (MLLR), a set of linear trans-
forms are used to map an existing model set into a new adapted model
set such that the likelihood of the adaptation data is maximised. MLLR
is generally very robust and well suited to unsupervised incremental
adaptation. This section presents MLLR in the form of a single global
linear transform for all Gaussian components. The multiple transform
case, where different transforms are used depending on the Gaussian
component to be adapted, is discussed later.

There are two main variants of MLLR: unconstrained and con-
strained [50, 97]. In unconstrained MLLR, separate transforms are
trained for the means and variances

6™ = AG ) L. 1 e s geT (5.5)
where s indicates the speaker. Although (5.5) suggests that the likeli-
hood calculation is expensive to compute, unless H is constrained to
be diagonal, it can in fact be made efficient using the following equality

N (y;ﬂ(sm),fl(sm))
_ |H1()| N(HO 1y HEO-LA® 1 m) L HO-1h() 530m)) (5.6)
If the original covariances are diagonal (as is common), then by appro-
priately caching the transformed observations and means, the likelihood
can be calculated at the same cost as when using the original diagonal
covariance matrices.

For MLLR there are no constraints between the adaptation applied
to the means and the covariances. If the two matrix transforms are
constrained to be the same, then a linear transform related to the
feature-space transforms described earlier may be obtained. This is
constrained MLLR (CMLLR)

s (sm)

™ = A ) g, $E _ A3 AGT, (5.7)

In this case, the likelihood can be expressed as

(sm)

N(y; ™, 57 = |AQ N (A®y + b pm) sm)y - (5.8)
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where
A = A1 B = A1), (5.9)

Thus with this constraint, the actual model parameters are not trans-
formed making this form of transform efficient if the speaker (or
acoustic environment) changes rapidly. CMLLR is the form of linear
transform most often used for adaptive training, discussed later.

For both forms of linear transform, the matrix transformation may
be full, block-diagonal, or diagonal. For a given amount of adaptation,
more diagonal transforms may be reliably estimated than full ones.
However, in practice, full transforms normally outperform larger num-
bers of diagonal transforms [126]. Hierarchies of transforms of different
complexities may also be used [36].

5.2.2 Parameter Estimation

The maximum likelihood estimation formulae for the various forms
of linear transform are given in [50, 97]. Whereas there are closed-
form solutions for unconstrained mean MLLR, the constrained and
unconstrained variance cases are similar to the semi-tied covariance
transform discussed in HMM Structure Refinements and they require
an iterative solution.

Both forms of linear transforms require transcriptions of the adap-
tation data in order to estimate the model parameters. For supervised
adaptation, the transcription is known and may be directly used with-
out further consideration. When used in unsupervised mode, the tran-
scription must be derived from the recogniser output and in this case,
MLLR is normally applied iteratively [183] to ensure that the best
hypothesis for estimating the transform parameters is used. First, the
unknown speech is recognised, then the hypothesised transcription is
used to estimate MLLR transforms. The unknown speech is then re-
recognised using the adapted models. This is repeated until convergence
is achieved.

Using this approach, all words within the hypothesis are treated as
equally probable. A refinement is to use recognition lattices in place
of the 1-best hypothesis to accumulate the adaptation statistics. This
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approach is more robust to recognition errors and avoids the need to
re-recognise the data since the lattice can be simply rescored [133]. An
alternative use of lattices is to obtain confidence scores, which may
then be used for confidence-based MLLR [172]. A different approach
using N-best lists was proposed in [118, 194] whereby a separate
transform was estimated for each hypothesis and used to rescore
only that hypothesis. In [194], this is shown to be a lower-bound
approximation where the transform parameters are considered as latent
variables.

The initial development of transform-based adaptation methods
used the ML criterion, this was then extended to include maximum
a posteriori estimation [28]. Linear transforms can also be estimated
using discriminative criteria [171, 178, 180]. For supervised adapta-
tion, any of the standard approaches may be used. However, if unsu-
pervised adaptation is used, for example in BN transcription systems,
then there is an additional concern. As discriminative training schemes
attempt to modify the parameters so that the posterior of the tran-
scription (or a function thereof) is improved, it is more sensitive to
errors in the transcription hypotheses than ML estimation. This is
the same issue as was observed for unsupervised discriminative train-
ing and, in practice, discriminative unsupervised adaptation is not
commonly used.

5.2.3 Regression Class Trees

A powerful feature of linear transform-based adaptation is that it allows
all the acoustic models to be adapted using a variable number of trans-
forms. When the amount of adaptation data is limited, a global trans-
form can be shared across all Gaussians in the system. As the amount
of data increases, the HMM state components can be grouped into
regression classes with each class having its own transform, for exam-
ple A" for regression class r. As the amount of data increases further,
the number of classes and therefore transforms can be increased corre-
spondingly to give better and better adaptation [97].

The number of transforms to use for any specific set of adapta-
tion data can be determined automatically using a regression class tree
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Fig. 5.2 A regression class tree.

as illustrated in Figure 5.2. Each node represents a regression class,
i.e., a set of Gaussian components which will share a single trans-
form. The total occupation count associated with any node in the tree
can easily be computed since the counts are known at the leaf nodes.
Then, for a given set of adaptation data, the tree is descended and the
most specific set of nodes is selected for which there is sufficient data
(for example, the shaded nodes in Figure 5.2). Regression class trees
may either be specified using expert knowledge, or more commonly by
automatically training the tree by assuming that Gaussian components
that are “close” to one another are transformed using the same linear
transform [97].

5.3 Gender/Cluster Dependent Models

The models described above have treated all the training data as a
single-block, with no information about the individual segments of
training data. In practice it is possible to record, or infer, informa-
tion about the segment, for example the gender of the speaker. If this
gender information is then used in training, the result is referred to
as a gender-dependent (GD) system. One issue with training these GD
models is that during recognition the gender of the test-speaker must
be determined. As this is a single binary latent variable, it can normally
be rapidly and robustly estimated.
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It is also possible to extend the number of clusters beyond simple
gender dependent models. For example speakers can be automatically
clustered together to form clusters [60].

Rather than considering a single cluster to represent the speaker
(and possibly acoustic environment), multiple clusters or so-called
etgenvoices may be combined together. There are two approaches that
have been adopted to combining the clusters together: likelihood com-
bination; and parameter combination. In addition to combining the
clusters, the form of representation of the cluster must be decided.

The simplest approach is to use a mixture of eigenvoices. Here

K
p(V 1z x) =3 v p(V i A®), (5.10)
k=1

where A%) are the model parameters associated with the kth cluster,
s indicates the speaker, and

K
S =1, >0 (5.11)
k=1

Thus gender dependent models are a specific case where I/lgs) =1 for the
“correct” gender and zero otherwise. One problem with this approach
is that all K cluster likelihoods must be computed for each observation
sequence. The training of these forms of model can be implemented
using EM. This form of interpolation can also be combined with linear
transforms [35].

Rather than interpolating likelihoods, the model parameters them-
selves can be interpolated. Thus

K
p(Yir[v® ) =p <Y1:T§ZV]§S))‘(k)>- (5.12)
k=1

Current approaches limit interpolation to the mean parameters, and the
remaining variances, priors and transition probabilities are tied over all
the clusters

K
e =37y plm). (5.13)
k=1
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Various forms of this model have been investigated: reference speaker
weighting (RSW) [73], EigenVoices [91], and cluster adaptive train-
ing (CAT) [52]. All use the same interpolation of the means, but
differ in how the eigenvoices are estimated and how the interpola-
tion weight vector, v(®), is estimated. RSW is the simplest approach
using each speaker as an eigenvoice. In the original implementation
of EigenVoices, the cluster means were determined using PCA on the
extended mean super-vector, where all the means of the models for
each speaker were concatenated together. In contrast, CAT uses ML
to estimate the cluster parameters. Note that CAT parameters are
estimated using an adaptive training style which is discussed in more
detail below.

Having estimated the cluster parameters in training, for the test
speaker the interpolation weights, v(®), are estimated. For both Figen-
Voices and CAT, the ML-based smoothing approach in [49] is used.
In contrast RSW uses ML with the added constraint that the weights
satisfy the constraints in (5.11). This complicates the optimisation cri-
terion and hence it is not often used.

A number of extensions to this basic parameter interpolation frame-
work have been proposed. In [52], linear transforms were used to rep-
resent each cluster for CAT, also referred to as Eigen-MLLR [24] when
used in an Eigenvoice-style approach. Kernelised versions of both Eigen-
Voices [113] and Eigen-MLLR [112] have also been studied. Finally, the
use of discriminative criteria to obtain the cluster parameters has been
derived [193].

5.4 Maximum a Posteriori (MAP) Adaptation

Rather than hypothesising a form of transformation to represent the
differences between speakers, it is possible to use standard statisti-
cal approaches to obtain robust parameter estimates. One common
approach is maximum a posteriori (MAP) adaptation where in addi-
tion to the adaptation data, a prior over the model parameters, p(\),
is used to estimate the model parameters. Given some adaptation data
Y(l), cee, Y (%) and a model with parameters A, MAP-based parameter
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estimation seeks to maximise the following objective function

FrpN) = Fal(N) + 1 1og(p(V)

R
= (;Zlogp(y(mwgf;)\)) + %log(p()\)). (5.14)

Comparing this with the ML objective function given in (4.1), it can
be seen that the likelihood is weighted by the prior. Note that MAP
can also be used with other training criteria such as MPE [137]. The
choice of distribution for this prior is problematic since there is no con-
jugate prior density for a continuous Gaussian mixture HMM. How-
ever, if the mixture weights and Gaussian component parameters are
assumed to be independent, then a finite mixture density of the form
pp(c;) 1, pw (™ BU™)) can be used where pp(-) is a Dirichlet dis-
tribution over the vector of mixture weights ¢; and pw () is a normal-
Wishart density. It can then be shown that this leads to parameter
estimation formulae of the form [61]

gm () (TJm) (r)
+Z7‘ 1 t= 1 yt , (515)

ﬂ(jm) = ( )
T ™
T+ Zr 124=1 " rm

where U™ is the prior mean and 7 is a parameter of py(-) which is
normally determined empirically. Similar, though rather more complex,
formulae can be derived for the variances and mixture weights [61].

Comparing (5.15) with (2.13), it can be seen that MAP adaptation
effectively interpolates the original prior parameter values with those
that would be obtained from the adaptation data alone. As the amount
of adaptation data increases, the parameters tend asymptotically to
the adaptation domain. This is a desirable property and it makes MAP
especially useful for porting a well-trained model set to a new domain
for which there is only a limited amount of data.

A major drawback of MAP adaptation is that every Gaussian com-
ponent is updated individually. If the adaptation data is sparse, then
many of the model parameters will not be updated. Various attempts
have been made to overcome this (e.g. [4, 157]) but MAP nevertheless
remains ill-suited for rapid incremental adaptation.
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5.5 Adaptive Training

Ideally, an acoustic model set should encode just those dimensions
which allow the different classes to be discriminated. However, in the
case of speaker independent (SI) speech recognition, the training data
necessarily includes a large number of speakers. Hence, acoustic mod-
els trained directly on this set will have to
parameters encoding the variability between speakers rather than the
variability between spoken words which is the true aim. One approach

“waste” a large number of

to handling this problem is to use adaptation transforms during train-
ing. This is referred to as speaker adaptive training (SAT) [5].

The concept behind SAT is illustrated in Figure 5.3. For each
training speaker, a transform is estimated, and then the canonical
model is estimated given all of these speaker transforms. The com-
plexity of performing adaptive training depends on the nature of the
adaptation/normalisation transform. These may be split into three
groups.

® Model independent: These schemes do not make explicit use
of any model information. CMN/CVN and Gaussianisation
belong to this group. VILN may be independent of the model
for example if estimated using attributes of the signal [96].
In these cases the features are transformed and the models

Speaker 1 4_Data for
Transform Model Speaker 1
Speaker 2 Speaker 2 4_Data for
Transform Model Speaker 2
Canonical

Speaker N Speaker N Data for
Transform Model ¢ Speaker N

trained as usual.

Fig. 5.3 Adaptive training.
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® Feqture transformation: These transforms also act on the
features but are derived, normally using ML estimation,
using the current estimate of the model set. Common ver-
sions of these feature transforms are VILN using ML-style
estimation, or the linear approximation [88] and constrained
MLLR [50].

® Model transformation: The model parameters, means and
possibly variances, are transformed. Common schemes are

SAT using MLLR [5] and CAT [52].

For schemes where the transforms are dependent on the model
parameters, the estimation is performed by an iterative process:

(1) initialise the canonical model using a speaker-independent
system and set the transforms for each speaker to be an iden-
tity transform (A(®) = I,b(*) = 0) for each speaker;

(2) estimate a transform for each speaker using only the data for
that speaker;

(3) estimate the canonical model given each of the speaker trans-
forms;

(4) Goto (2) unless converged or some maximum number of iter-
ations reached.

When MLLR is used, the estimation of the canonical model is more
expensive [5] than standard SI training. This is not the case for CAT,
although additional parameters must be stored. The most common
version of adaptive training uses CMLLR, since it is the simplest to
implement. Using CMLLR, the canonical mean is estimated by

S S A (A + b))

o (im) —
m = — , (5.16)
S T(s)
D=1 =1 ’Yt(Sjm)
where S denotes the number of speakers and vt(sj ™ is the posterior

occupation probability of component m of state s; generating the obser-
vation at time ¢ based on data for speaker s. In practice, multiple forms
of adaptive training can be combined together, for example using Gaus-
sianisation with CMLLR-based SAT [55].
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Finally, note that SAT trained systems incur the problem that they
can only be used once transforms have been estimated for the test
data. Thus, an SI model set is typically retained to generate the initial
hypothesised transcription or lattice needed to compute the first set
of transforms. Recently a scheme for dealing with this problem using
transform priors has been proposed [194].



6

Noise Robustness

In Adaptation and Normalisation, a variety of schemes were described
for adapting a speech recognition system to changes in speaker and
environment. One very common and often extreme form of environment
change is caused by ambient noise and although the general adaptation
techniques described so far can reduce the effects of noise, specific noise
compensation algorithms can be more effective, especially with very
limited adaptation data.

Noise compensation algorithms typically assume that a clean speech
signal z; in the time domain is corrupted by additive noise n; and a
stationary convolutive channel impulse response h; to give the observed
noisy signal y; [1]. That is

Y =Tt @ ht + ny, (6.1)

where ® denotes convolution.

In practice, as explained in Architecture of an HMM-Based Recog-
niser, speech recognisers operate on feature vectors derived from a
transformed version of the log spectrum. Thus, for example, in the
mel-cepstral domain, (6.1) leads to the following relationship between
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the static clean speech, noise and noise corrupted speech observations!
Y5 = xf + h + Clog (1 + exp(C~}(nf — z§ — h))

= @} + f(a},nf.h), (6.2)

where C is the DCT matrix. For a given set of noise conditions, the
observed (static) speech vector y? is a highly non-linear function of
the underlying clean (static) speech signal xf. In broad terms, a small
amount of additive Gaussian noise adds a further mode to the speech
distribution. As the signal to noise ratio falls, the noise mode starts
to dominate, the noisy speech means move towards the noise and the
variances shrink. Eventually, the noise dominates and there is little or
no information left in the signal. The net effect is that the probability
distributions trained on clean data become very poor estimates of the
data distributions observed in the noisy environment and recognition
error rates increase rapidly.

Of course, the ideal solution to this problem would be to design
a feature representation which is immune to noise. For example, PLP
features do exhibit some measure of robustness [74] and further robust-
ness can be obtained by bandpass filtering the features over time in a
process called relative spectral filtering to give so-called RASTA-PLP
coefficients [75]. Robustness to noise can also be improved by training
on speech recorded in a variety of noise conditions, this is called multi-
style training. However, there is a limit to the effectiveness of these
approaches and in practice SNRs below 15 dB or so require active noise
compensation to maintain performance.

There are two main approaches to achieving noise robust recognition
and these are illustrated in Figure 6.1 which shows the separate clean
training and noisy recognition environments. Firstly, in feature com-
pensation, the noisy features are compensated or enhanced to remove
the effects of the noise. Recognition and training then takes place in the
clean environment. Secondly, in model compensation, the clean acous-
tic models are compensated to match the noisy environment. In this
latter case, training takes place in the clean environment, but the clean

I In this section log(-) and exp(-) when applied to a vector perform an element-wise loga-
rithm or exponential function to all elements of the vector. They will thus yield a vector.
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Clean
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Fig. 6.1 Approaches to noise robust recognition.

models are then mapped so that recognition can take place directly in
the noisy environment. In general, feature compensation is simpler and
more efficient to implement, but model compensation has the potential
for greater robustness since it can make direct use of the very detailed
knowledge of the underlying clean speech signal encoded in the acoustic
models.

In addition to the above, both feature and model compensation can
be augmented by assigning a confidence or uncertainty to each feature.
The decoding process is then modified to take account of this additional
information. These uncertainty-based methods include missing feature
decoding and uncertainty decoding. The following sections discuss each
of the above in more detail.

6.1 Feature Enhancement

The basic goal of feature enhancement is to remove the effects of noise
from measured features. One of the simplest approaches to this prob-
lem is spectral subtraction (SS) [18]. Given an estimate of the noise

f. a clean speech spectrum

spectrum in the linear frequency domain n
is computed simply by subtracting nf from the observed spectra. Any
desired feature vector, such as mel-cepstral coefficients, can then be
derived in the normal way from the compensated spectrum. Although
spectral subtraction is widely used, it nevertheless has several prob-
lems. Firstly, speech/non-speech detection is needed to isolate segments

of the spectrum from which a noise estimate can be made, typically
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the first second or so of each utterance. This procedure is prone to
errors. Secondly, smoothing may lead to an under-estimate of the noise
and occasionally errors lead to an over-estimate. Hence, a practical SS
scheme takes the form:
yf —anf, if 2f > pnf
Bn;, otherwise,

~

(6.3)

where the f superscript indicates the frequency domain, « is an empiri-
cally determined over-subtraction factor and 3 sets a floor to avoid the
clean spectrum going negative [107].

A more robust approach to feature compensation is to compute a
minimum mean square error (MMSE) estimate?

it = E{wt|yt} (64)

The distribution of the noisy speech is usually represented as an
N-component Gaussian mixture

N
pyr) =Y el (g uy ). (6.5)
n=1

If ; and y, are then assumed to be jointly Gaussian within each mix-
ture component n then

E{mily,,n} = pi” + 20 (@M (y, — pd)

= AWy, + b™ (6.6)
and hence the required MMSE estimate is just a weighted sum of linear
predictions

N
Ty = ZP(n|yt)(A(”)yt + b(n))7 (6.7)
n=1

where the posterior component probability is given by

P(nly;) = ealV (g 18", 35 /p(y,). (6.8)

2The derivation given here considers the complete feature vector y, to predict the clean
speech vector &:. It is also possible to just predict the static clean means & and then
derive the delta parameters from these estimates.
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A number of different algorithms have been proposed for estimating
the parameters A b(), u§,n) and Eg,n) [1, 123]. If so-called stereo
data, i.e., simultaneous recordings of noisy and clean data is available,
then the parameters can be estimated directly. For example, in the
SPLICE algorithm [34, 39], the noisy speech GMM parameters ,u§n) and
Eén) are trained directly on the noisy data using EM. For simplicity,
the matrix transform A is assumed to be identity and

b — Zthl P(nly,)(z: — yt)'
> i_1 P(nly,)
A further simplification in the SPLICE algorithm is to find n* =
argmax, { P(n|y,)} and then &; =y, + b(""),
If stereo data is not available, then the conditional statistics required

(6.9)

to estimate A™ and b(™ can be derived using (6.2). One approach
to dealing with the non-linearity is to use a first-order vector Tay-
lor series (VTS) expansion [124] to relate the static speech, noise and
speech—+noise parameters

S S S S S S a
y® = z® + f(xf,n5, ho) + (z _mO)GQ{S
& s Of af

where the partial derivatives are evaluated at x{j,ng, ho. The convolu-
tional term, h is assumed to be a constant convolutional channel effect.
Given a clean speech GMM and an initial estimate of the noise param-
eters, the above function is expanded around the mean vector of each
Gaussian and the parameters of the corresponding noisy speech Gaus-
sian are estimated. Then a single iteration of EM is used to update the
noise parameters. This ability to estimate the noise parameters without
having to explicity identify noise-only segments of the signal is a major
advantage of the VTS algorithm.

6.2 Model-Based Compensation

Feature compensation methods are limited by the need to use a very
simple model of the speech signal such as a GMM. Given that the
acoustic models within the recogniser provide a much more detailed
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representation of the speech, better performance can be obtained by
transforming these models to match the current noise conditions.
Model-based compensation is usually based on combining the clean-
speech models with a model of the noise and for most situations a
single Gaussian noise model is sufficient. However, for some situa-
tions with highly varying noise conditions, a multi-state, or multi-
Gaussian component, noise model may be useful. This impacts the
computational load in both compensation and decoding. If the speech
models are M component Gaussians and the noise models are N com-
ponent Gaussians, then the combined models will have M N compo-
nents. The same state expansion occurs when combining multiple-state
noise models, although in this case, the decoding framework must also
be extended to independently track the state alignments in both the
speech and noise models [48, 176]. For most purposes, however, single
Gaussian noise models are sufficient and in this case the complexity of
the resulting models and decoder is unchanged.

The aim of model compensation can be viewed as obtaining the
parameters of the speech+noise distribution from the clean speech
model and the noise model. Most model compensation methods assume
that if the speech and noise models are Gaussian then the combined
noisy model will also be Gaussian.

Initially, only the static parameter means and variances will be
considered. The parameters of the corrupted speech distribution,
N(py,%y) can be found from

ny = E{y°} (6.11)
s, = g{ysysT} — gl (6.12)

where y® are the corrupted speech “observations” obtained from a par-
ticular speech component combined with noise “observations” from the
noise model. There is no simple closed-form solution to the expectation
in these equations so various approximations have been proposed.
One approach to model-based compensation is parallel model com-
bination (PMC) [57]. Standard PMC assumes that the feature vectors
are linear transforms of the log spectrum, such as MFCCs, and that
the noise is primarily additive (see [58] for the convolutive noise case).
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The basic idea of the algorithm is to map the Gaussian means and vari-
ances in the cepstral domain, back into the linear domain where the
noise is additive, compute the means and variances of the new com-
bined speech+noise distribution, and then map back to the cepstral
domain.

The mapping of a Gaussian N (u,X) from the cepstral to log-
spectral domain (indicated by the | superscript) is

p=Clu (6.13)
»=clze T, (6.14)

where C is the DCT. The mapping from the log-spectral to the linear
domain (indicated by the f superscript) is

ph = exp{uj + o’ /2} (6.15)
szj = MEMS(GXP{U%} - 1). (6.16)

Combining the speech and noise parameters in this linear domain is
now straightforward as the speech and noise are independent

mh = pl + pf (6.17)
> =3 + =i (6.18)

The distributions in the linear domain will be log-normal and unfortu-
nately the sum of two log-normal distributions is not log-normal. Stan-
dard PMC ignores this and assumes that the combined distribution is
also log-normal. This is referred to as the log-normal approximation.
In this case, the above mappings are simply inverted to map ,u{, and
3, back into the cepstral domain. The log-normal approximation is
rather poor, especially at low SNRs. A more accurate mapping can
be achieved using Monte Carlo techniques to sample the speech and
noise distributions, combine the samples using (6.2) and then estimate
the new distribution [48]. However, this is computationally infeasible
for large systems. A simpler, faster, PMC approximation is to ignore
the variances of the speech and noise distributions. This is the log-add
approximation, here

Ky = My + f(“’xvp'nvuh) (619)
3, = %, (6.20)
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where f(-) is defined in (6.2). This is much faster than standard PMC
since the mapping of the covariance matrix to-and-from the cepstral
domain is not required.

An alternative approach to model compensation is to use the VTS
approximation described earlier in (6.10) [2]. The expansion points for
the vector Taylor series are the means of the speech, noise and convo-
lutional noise. Thus for the mean of the corrupted speech distribution

0
p,y = E{Mx + f(y'xv”nap‘h) + (a"s - I‘I’X)ais
0 0
+ (ns - /J/n)a,r{s + (h - “h)a{;} ) (621)

The partial derivatives above can be expressed in terms of partial
derivatives of the y°® with respect to x°, n® and h evaluated at
My Bn, - These have the form

0y®/0x® = 0y°/0h = A (6.22)
dy*/on® =1—- A, (6.23)

where A = CFC! and F is a diagonal matrix whose inverse has lead-
ing diagonal elements given by (1 + exp(C™(u, — p — 1)) It fol-
lows that the means and variances of the noisy speech are given by

P’y = My + f(“x’y’n’u’h) (624)
S, =ASATFASAT (I -A)S,(I-A)T.  (6.25)

It can be shown empirically that this VTS approximation is in gen-
eral more accurate than the PMC log-normal approximation. Note the
compensation of the mean is exactly the same as the PMC log-add
approximation.

For model-based compensation schemes, an interesting issue is how
to compensate the delta and delta—delta parameters [59, 66]. A com-
mon approximation is the continuous time approzimation [66]. Here the
dynamic parameters, which are a discrete time estimate of the gradient,
are approximated by the instantaneous derivative with respect to time

D i Wi (?Jts+z‘ - yffi) _ Oy§

A S = ~ .
v 23wy ot

(6.26)
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It is then possible to show that, for example, the mean of the delta
parameters pa, can be expressed as

Hay = Appy. (6.27)

The variances and delta—delta parameters can also be compensated in
this fashion.

The compensation schemes described above have assumed that the
noise model parameters, p,,, 3, and py,, are known. In a similar fashion
to estimating the parameters for feature-enhancement ML-estimates of
the noise parameters may be found using VTS [101, 123] if this is not
the case.

6.3 Uncertainty-Based Approaches

As noted above, whilst feature compensation schemes are computation-
ally efficient, they are limited by the very simple speech models that
can be used. On the other hand, model compensation schemes can take
full advantage of the very detailed speech model within the recogniser
but they are computationally very expensive. The uncertainty-based
techniques discussed in this section offer a compromise position.

The effects of additive noise can be represented by a DBN as shown
in Figure 6.2. In this case, the state likelihood of a noisy speech feature
vector can be written as

P(y,]0: 0, A) = / Dyl N plel6; ) daze (6.28)

Iy

o} )@~ ) o

Fig. 6.2 DBN of combined speech and noise model.
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where

v

Py, |z A) = / p(y |2, me)p(ne: N (6.29)

T

and A denotes the clean speech model and X denotes the noise model.

The conditional probability in (6.29) can be regarded as a measure
of the uncertainty in ¥y, as a noisy estimate of ;.3 At the extremes, this
could be regarded as a switch such that if the probability is one then
x; is known with certainty otherwise it is completely unknown or miss-
ing. This leads to a set of techniques called missing feature techniques.
Alternatively, if p(y,|@:;; A) can be expressed parametrically, it can be
passed directly to the recogniser as a measure of uncertainty in the
observed feature vector. This leads to an approach called uncertainty
decoding.

6.3.1 Missing feature techniques

Missing feature techniques grew out of work on auditory scene analysis
motivated by the intuition that humans can recognise speech in noise by
identifying strong speech events in the time-frequency plane and ignor-
ing the rest of the signal [30, 31]. In the spectral domain, a sequence
of feature vectors Y7.p can be regarded as a spectrogram indexed by
t=1,...,T in the time dimension and by £ = 1,..., K in the frequency
dimension. Each feature element 14 has associated with it a bit which
determines whether or not that “pixel” is reliable. In aggregate, these
bits form a noise mask which determine regions of the spectrogram that
are hidden by noise and therefore “missing.” Speech recognition within
this framework therefore involves two problems: finding the mask, and
then computing the likelihoods given that mask [105, 143].

The problem of finding the mask is the most difficult aspect of
missing feature techniques. A simple approach is to estimate the SNR
and then apply a floor. This can be improved by combining it with
perceptual criteria such as harmonic peak information, energy ratios,
etc. [12]. More robust performance can then be achieved by training a

3In [6] this uncertainty is made explicit and it is assumed that p(y,|@s; A) & p(@t|y,; X).
This is sometimes called feature uncertainty.
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Bayesian classifier on clean speech which has been artificially corrupted
with noise [155].

Once the noise mask has been determined, likelihoods are calcu-
lated either by feature-vector imputation or by marginalising out the
unreliable features. In the former case, the missing feature values can
be determined by a MAP estimate assuming that the vector was drawn
from a Gaussian mixture model of the clean speech (see [143] for details
and other methods).

Empirical results show that marginalisation gives better perfor-
mance than imputation. However, when imputation is used, the recon-
structed feature vectors can be transformed into the cepstral domain
and this outweighs the performance advantage of marginalisation. An
alternative approach is to map the spectographic mask directly into
cepstral vectors with an associated variance [164]. This then becomes
a form of uncertainty decoding discussed next.

6.3.2 Uncertainty Decoding

In uncertainty decoding, the goal is to express the conditional prob-
ability in (6.29) in a parametric form which can be passed to the
decoder and then used to compute (6.28) efficiently. An important
decision is the form that the conditional probability takes. The orig-
inal forms of uncertainty decoding made the form of the conditional
distribution dependent on the region of acoustic space. An alterna-
tive approach is to make the form of conditional distribution depen-
dent on the Gaussian component, in a similar fashion to the regression
classes in linear transform-based adaptation described in Adaptation
and Normalisation.

A natural choice for approximating the conditional is to use an
N-component GMM to model the acoustic space. Depending on the
form of uncertainty being used, this GMM can be used in a number
of ways to model the conditional distribution, p(y,|z:;A) [38, 102]. For
example in [102]

N
Pyl A) = > P(njas A)p(y, |z, n; A). (6.30)

n=1
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If the component posterior is approximated by
P(n|ze; ) ~ P(n|ys; ) (6.31)

it is possible to construct a GMM based on the corrupted speech obser-
vation, y,, rather than the unseen clean speech observation, x;. If the
conditional distribution is further approximated by choosing just the
most likely component n*, then

Py N) = p(ye|@e, éne; ). (6.32)

The conditional likelihood in (6.32) has been reduced to a single Gaus-
sian, and since the acoustic model mixture components are also Gaus-
sian, the state/component likelihood in (6.28) becomes the convolution
of two Gaussians which is also Gaussian. It can be shown that in this
case, the form of (6.28) reduces to

PO AN ¢ Y N (AT )y, + b 0w s ),
meby

(6.33)
Hence, the input feature vector is linearly transformed in the front-end
and at run-time, the only additional cost is that a global bias must
be passed to the recogniser and added to the model variances. The
same form of compensation scheme is obtained using SPLICE with
uncertainty [38], although the way that the compensation parameters,
A™ b and EE)") are computed differs. An interesting advantage of
these schemes is that the cost of calculating the compensation param-
eters is a function of the number of components used to model the
feature-space. In contrast for model-compensation techniques such as
PMC and VTS, the compensation cost depends on the number of com-
ponents in the recogniser. This decoupling yields a useful level of flex-
ibility when designing practical systems.

Although uncertainty decoding based on a front-end GMM can yield
good performance, in low SNR conditions, it can cause all compen-
sated models to become identical, thus removing all discriminatory
power from the recogniser [103]. To overcome this problem, the condi-
tional distribution can alternatively be linked with the recogniser model
components. This is similar to using regression classes in adaptation
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schemes such as MLLR. In this case

P oA X) = 37 (AT e N (AT y, 4 bl pm) 500 4 siirm)),
mebhy

(6.34)
where r, is the regression class that component m belongs to. Note that
for these schemes, the Jacobian of the transform, |A(")| can vary from
component to component in contrast to the fixed value used in (6.33).
The calculation of the compensation parameters follows a similar fash-
ion to the front-end schemes. An interesting aspect of this approach
is that as the number of regression classes tends to the number of
components in the recogniser, so the performance tends to that of the
model-based compensation schemes. Uncertainty decoding of this form
can also be incorporated into an adaptive training framework [104].
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Multi-Pass Recognition Architectures

The previous sections have reviewed some of the basic techniques avail-
able for both training and adapting an HMM-based recognition system.
In general, any particular combination of model set and adaptation
technique will have different characteristics and make different errors.
Furthermore, if the outputs of these systems are converted to confusion
networks, then it is straightforward to combine the confusion networks
and select the word sequence with the overall maximum posterior like-
lihood. Thus, modern transcription systems typically utilise multiple
model sets and make multiple passes over the data. This section starts
by describing a typical multi-pass combination framework. This is fol-
lowed by discussion of how multiple systems may be combined together,
as well as how complementary systems may be generated. Finally a
description of how these approaches, along with the schemes described
earlier, are used for a BN transcription task in three languages: English;
Mandarin; and Arabic.

7.1 Example Architecture

A typical architecture is shown in Figure 7.1. A first pass is made over
the data using a relatively simple SI model set. The 1-best output
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Fig. 7.1 Multi-pass/system combination architectures.

from this pass is used to perform a first round of adaptation. The
adapted models are then used to generate lattices using a basic bigram
or trigram word-based language model. Once the lattices have been
generated, a range of more complex models and adaptation techniques
can be applied in parallel to provide K candidate output confusion
networks from which the best word sequence is extracted. These 3rd
pass models may include ML, and MPE trained systems, SI and SAT
trained models, triphone and quinphone models, lattice-based MLLR,
CMLLR, 4-gram language models interpolated with class-ngrams and
many other variants. For examples of recent large-scale transcription
systems see [55, 160, 163].

When using these combination frameworks, the form of combina-
tion scheme must be determined and the type of individual model
set designed. Both these topics will be discussed in the following
sections.
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7.2 System Combination

Each of the systems, or branches, in Figure 7.1 produces a number of
outputs that can be used for combination. Example outputs that can
be used are: the hypothesis from each system, w*) for the kth system;
the score from the systems, p(leT;)\(k)), as well as the possibility of
using the hypotheses and lattices for adaptation and/or rescoring. Log-
linear combination of the scores may also be used [15], but this is not
common practice in current multi-pass systems.

7.2.1 Consensus Decoding

One approach is to combine either the 1-best hypotheses or confusion
network outputs, from the systems together. This may be viewed as an
extension of the MBR decoding strategy mentioned earlier. Here

w = arg min{ZP('w\leT;)\(l),...,)\(K))E(w,ﬁi)} , (7.1)
w

w

where L(w,w) is the loss, usually measured in words, between the
two word sequences. In contrast to the standard decoding strategy, the
word-posterior is a function of multiple systems, A(l),...,)\(K), not a
single one (the parameters of this ensemble will be referred to as A in
this section).

There are two forms of system combination commonly used: recog-
niser output voting error reduction (ROVER) [43]; and confusion net-
work combination (CNC) [42]. The difference between the two schemes
is that ROVER uses the 1-best system output, whereas CNC uses con-
fusion networks. Both schemes use a two-stage process:

(1) Align hypotheses/confusion networks: The output from each
of the systems are aligned against one another minimising
for example the Levenshtein edit distance (and for CNC the
expected edit distance). Figure 7.2 shows the process for com-
bining four system outputs, to form a single word transition
network (WTN), similar in structure to a confusion network.
For ROVER, confidence scores may also be incorporated into
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TO BUT T DIDN'T  ELABORATE
A BUT T DIDN'T  ELABORATE INULL
BUT DIDNT  ELABORATE DIDNT ~ELABORATE
N IT DIDNT  ELABORATE ry N NULL
NN NN
Multiple System WTNs Aligned/Combined

Fig. 7.2 Example of output combination.

the combination scheme (this is essential if only two systems
are to be combined).

(2) Vote/mazimum posterior: Having obtained the WTN (or
composite confusion network) decisions need to be made for
the final output. As a linear network has been obtained, it is
possible to select words for each node-pairing independently.
For ROVER the selected word is based on the maximum
posterior where the ith word is

P(w;|Y 1.1 X)

1 K

~ EZ <(1 — o) P(wi] Y 1.7; AW + OADZ(k)(wi)) (7.2)
k=1

ng) (w;) =1 when the ith word in the 1-best output is w;
for the kth system and a controls the balance between the

1-best decision and the confidence score.

CNC has been shown to yield small gains over ROVER
combination [42].

7.2.2 Implicit Combination

The schemes described above explicitly combine the scores and
hypotheses from the various systems. Alternatively, it is possible to
implicitly combine the information from one system with another.
There are two approaches that are commonly used, lattice or N-best
rescoring and cross-adaptation.
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Lattice [7, 144] and N-best [153] rescoring, as discussed in Architec-
ture of an HMM-Based Recogniser, are standard approaches to speeding
up decoding by reducing the search-space. Though normally described
as approaches to improve efficiency, they have a side-effect of implicit
system combination. By restricting the set of possible errors that can
be made, the performance of the rescoring system may be improved as
it cannot make errors that are not in the N-best list or lattices. This
is particularly true if the lattices or N-best lists are heavily pruned.

Another common implicit combination scheme is cross-adaptation.
Here one speech recognition system is used to generate the transcription
hypotheses for a second speech recognition system to use for adapta-
tion. The level of information propagated between the two systems is
determined by the complexity of the adaptation transforms being used,
for example in MLLR the number of linear transforms.

7.3 Complementary System Generation

For the combination schemes above, it is assumed that systems that
make different errors are available to combine. Many sites adopt an
ad-hoc approach to determining the systems to be combined. Initially
a number of candidates are constructed. For example: triphone and
quinphone models; SAT and GD models; MFCC, PLP, MLP-based
posteriors [199] and Gaussianised front-ends; multiple and single pro-
nunciation dictionaries; random decision trees [162]. On a held-out test-
set, the performance of the combinations is evaluated and the “best”
(possibly taking into account decoding costs) is selected and used. An
alternative approach is to train systems that are designed to be com-
plementary to one another.

Boosting is a standard machine learning approach that allows com-
plementary systems to be generated. Initially this was applied to binary
classification tasks, for example AdaBoost [44], and later to multi-class
tasks, e.g., [45]. The general approach in boosting is to define a distribu-
tion, or weight, over the training data, so that correctly classified data
is de-weighted and incorrectly classified data is more heavily weighted.
A classifier is then trained using this weighted data and a new distribu-
tion specified combining the new classifier with all the other classifiers.
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There are a number of issues which make the application of boosting,
or boosting-like, algorithms to speech recognition difficult. In ASR, the
forms of classifier used are highly complex and the data is dynamic.
Also, a simple weighted voting scheme is not directly applicable given
the potentially vast number of classes in speech recognition. Despite
these issues, there have been a number of applications of boosting to
speech recognition [37, 121, 154, 201]. An alternative approach, again
based on weighting the data, is to modify the form of the decision tree
so that leaves are concentrated in regions where the classifier performs
poorly [19].

Although initial attempts to explicitly generate complementary
systems are promising, the majority of multi-pass systems currently
deployed are built using the ad-hoc approach described earlier.

7.4 Example Application — Broadcast News Transcription

This section describes a number of systems built at Cambridge Uni-
versity for transcribing BN in three languages, English, Mandarin and
Arabic. These illustrate many of the design issues that must be consid-
ered when building large-vocabulary multi-pass combination systems.
Though the three languages use the same acoustic model structure
there are language specific aspects that are exploited to improve per-
formance, or yield models suitable for combination. In addition to BN
transcription, the related task of broadcast conversation (BC) tran-
scription is also discussed.

For all the systems described, the front-end processing from the CU-
HTK 2003 BN system [87] was used. Each frame of speech is represented
by 13 PLP coefficients based on a linear prediction order of 12 with first,
second and third-order derivatives appended and then projected down
to 39 dimensions using HLDA [92] optimised using the efficient iterative
approach described in [51]. Cepstral mean normalisation is applied at
the segment level where each segment is a contiguous block of data that
has been assigned to the same speaker/acoustic condition.

All models were built using the HTK toolkit [189]. All phones
have three emitting state with a left-to-right no-skip topology. Context
dependence was provided by using state-clustered cross-word triphone
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models [190]. In addition to the phone models, two silence models were
used: sil represents longer silences that break phonetic context; and sp
represents short silences across which phonetic context is maintained.
Gaussian mixture models with an average of 36 Gaussian components
per state were used for all systems. The distribution of components over
the states was determined based on the state occupancy count [189].
Models were built initially using ML training and then discriminatively
trained using MPE training [139, 182]. Gender-dependent versions
of these models were then built using discriminative MPE-MAP adap-
tation [137]. As some BN data, for example telephone interviews, are
transmitted over bandwidth-limited channels, wide-band and narrow-
band spectral analysis variants of each model set were also trained.

The following sections describe how the above general procedure
is applied to BN transcription in three different languages; English,
Mandarin and Arabic; and BC transcription in Arabic and Mandarin.
For each of these tasks the training data, phone-set and any front-end
specific processing are described. In addition, examples are given of
how a complementary system may be generated.

The language models used for the transcription systems are built
from a range of data sources. The first are the transcriptions from the
audio data. This will be closely matched to the word-sequences of the
test data but is typically limited in size, normally less than 10 million
words. In addition, text corpora from news-wire and newspapers are
used to increase the quantity of data to around a billion words. Given
the nature of the training data, the resulting LMs are expected to be
more closely matched to BN-style rather than the more conversational
BC-style data.

7.4.1 English BN Transcription

The training data for the English BN transcription system comprised
two blocks of data. The first block of about 144 hours had detailed
manual transcriptions. The second block of about 1200 hours of data
had either closed-caption or similar rough transcriptions provided. This
latter data was therefore used in lightly supervised fashion. The dictio-
nary for the English system was based on 45 phones and a 59K word-list
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was used, which gave out-of-vocabulary (OOV) rates of less than 1%.
Two dictionaries were constructed. The first was a multiple pronunci-
ation dictionary (MPron), having about 1.1 pronunciations per word
on average. The second was a single pronunciation dictionary (SPron)
built using the approach described in [70]. This is an example of using
a modified dictionary to build complementary systems. HMMs were
built using each of these dictionaries with about 9000 distinct states.
A four-gram language model was used for all the results quoted here.
This was trained using 1.4 billion words of data, which included the
acoustic training data references and closed-captions.

In order to assess the performance of the English BN transcription
system, a range of development and evaluation data sets were used.
Results are given here on three separate test sets. dev04 and dev04f
were each 3 hours in size. dev04f was expected to be harder to recognise
as it contains more challenging data with high levels of background
noise/music and non-native speakers. eval04 was a 6 hour test set
evenly split between data similar to dev04 and dev04f.

Table 7.1 shows the performance of the MPron and the SPron sys-
tems using the architecture shown in Figure 7.1. Here a segmenta-
tion and clustering supplied by the Computer Sciences Laboratory for
Mechanics and Engineering Sciences (LIMSI), a French CNRS labo-
ratory, was used in the decoding experiments. There are a number of
points illustrated by these results. First, the P3c branch is actually
an example of cross-adaptation since the MPron hypotheses from the
P2-stage are used in the initial transform estimation for the SPron
system. By themselves the SPron and MPron systems perform about

Table 7.1 %WER of using MPron and SPron acoustic models and the LIMSI segmenta-
tion/clustering for English BN transcription.

%WER
System dev04 dev04f eval0O4
P2 MPron 11.1 15.9 13.6
P3b MPron 10.6 15.4 13.4
P3c SPron 10.4 15.2 13.0
P2+P3b CNC 10.8 15.3 13.3
P2+P3c CNC 10.3 14.8 12.8

P2+P3b+P3c CNC 10.5 15.1 12.9
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the same [56], but the P3c branch is consistently better than the P3b
branch. This is due to cross-adaptation. Combining the P3c branch with
the P2 branch using CNC (P2+P3c) shows further gains of 0.2%-0.4%.
This shows the advantage of combining systems with different acoustic
models. Finally, combining the P2, P3b and P3c branches together gave
no gains, indeed slight degradations compared to the P2+P3c combi-
nation can be seen. This illustrates one of the issues with combining
systems together. The confidence scores used are not accurate represen-
tations of whether the word is correct or not, thus combining systems
may degrade performance. This is especially true when the systems
have very different performance, or two of the systems being combined
are similar to one another.

It is interesting to note that the average performance over the vari-
ous test sets varies from 10.5% (dev04) to 15.1% (dev04f). This reflects
the more challenging nature of the dev04f data. Thus, even though only
test data classified as BN is being used, the error rates vary by about
50% between the test sets.

In addition to using multiple forms of acoustic model, it is also possi-
ble to use multiple forms of segmentation [56]. The first stage in process-
ing the audio is to segment the audio data into homogeneous blocks.!
These blocks are then clustered together so that all the data from
the speaker/environment are in the same cluster. This process, some-
times referred to as diarisation, may be scored as a task in itself [170].
However, the interest here is how this segmentation and clustering
affects the system combination performance. CNC could be used to
combine the output from the two segmentations but here ROVER was
used. To perform segmentation combination, separate branches from
the initial P1-P2 stage are required. This architecture is shown in
Figure 7.3.

The results using this dual architecture are shown in Table 7.2.
The two segmentations used were: the LIMSI segmentation and clus-
tering used to generate the results in Table 7.1; and the segmentation
generated at Cambridge University Engineering Department (CUED)

! Ideally, contiguous blocks of data that have the same speaker and the same acoustic/
channel conditions.



278  Multi-Pass Recognition Architectures
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Fig. 7.3 Multi-pass/system cross segmentation combination architecture.

Table 7.2 %WER of the dual segmentation system for English BN transcription).

Segmentation/ %WER

Clustering dev04 dev04f eval0O4
LIMSI 10.3 14.9 12.8
CUED 10.4 15.2 12.9
LIMSI & CUED 9.8 14.7 12.4

using different algorithms [161]. Thus, the systems differ in both the
segmentation and clustering fed into the recognition system [56].

For both segmentation and clusterings, the equivalent of the
P2+4+P3c branch in Table 7.1 were used. Although the segmentations
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have similar average lengths 13.6 and 14.2 seconds for the LIMSI and
CUED, respectively, they have different numbers of clusters and diarisa-
tion scores. The slight difference in performance for the LIMSI segmen-
tations was because slightly tighter beams for P2 and P3c branches were
used to keep the overall run-time approximately the same. Combining
the two segmentations together gave gains of between 0.2% and 0.5%.

7.4.2 Mandarin BN and BC Transcription

About 1390 hours of acoustic training data was used to build the Man-
darin BN transcription system. In contrast to the English BN system,
the Mandarin system was required to recognise both BN and BC data.
The training data was approximately evenly split between these two
types. For this task, manual transcriptions were available for all the
training data. As Mandarin is a tonal language, fundamental frequency
(FO) was added to the feature vector after the application of the HLDA
transform. Delta and delta—delta FO features were also added to give
a 42 dimensional feature vector. The phone-set used for these systems
was derived from the 60 toneless phones used in the 44K dictionary
supplied by the Linguistic Data Consortium (LDC). This set is the
same as the one used in CU-HTK 2004 Mandarin CTS system [160]. It
consists of 46 toneless phones, obtained from the 60 phone LDC set by
applying mappings of the form “[aeiujn—[aeiu] n”, “[aeioujng—[aeiou]
ng” and “u:e—ue”. In addition to the FO features, the influence of tone
on the acoustic models can be incorporated into the acoustic model
units. Most dictionaries for Mandarin give tone-markers for the vow-
els. This tone information may be used either by treating each tonal
vowel as a separate acoustic unit, or by including tone questions about
both the centre and surround phones into the decision trees used for
phonetic context clustering. The latter approach is adopted in these
experiments.

One issue in language modelling for the Chinese language is that
there are no natural word boundaries in normal texts. A string of char-
acters may be partitioned into “words” in a range of ways and there
are multiple valid partitions that may be used. As in the CU-HTK
Mandarin CTS system [160], the LDC character to word segmenter
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was used. This implements a simple deepest first search method to
determine the word boundaries. Any Chinese characters that are not
present in the word list are treated as individual words. The Mandarin
word-list required for this part of the process was based on the 44K
LDC Mandarin dictionary. As some English words were present in the
acoustic training data transcriptions, all English words and single char-
acter Mandarin words not in the LDC list were added to the word-list
to yield a total of about 58K words. Note that the Mandarin OOV rate
is therefore effectively zero since pronunciations were available for all
single characters. A four-gram language model was constructed at the
word level using 1.3 billion “words” of data.

The performance of the Mandarin system was evaluated on three
test sets. bnmdev06 consists of 3hours of BN-style data, whereas
bcmdev05 comprises about 3 hours of BC-style data. evalO6 is a mix-
ture of the two styles. As word boundaries are not usually given in
Mandarin, performance is assessed in terms of the character error rate
(CER). For this task the average number of characters per word is
about 1.6.

A slightly modified version of the architecture shown in Figure 7.1
was used for these experiments. The P2 output was not combined
with the P3 branches to produce the final output, instead two P3
branches in addition to the HLDA system (P3b) were generated. A SAT
system using CMLLR transforms to represent each speaker (HLDA-
SAT) was used for branch P3a. Gaussianisation was applied after the
HLDA transform, using the GMM approach with 4 components for each
dimension, to give a GAUSS system for branch P3c. The same adap-
tation stages were used for all P3 branches irrespective of the form of
model.

Table 7.3 shows the performance of the various stages. For all sys-
tems, the performance on the BC data is, as expected, worse than the
performance on the BN data. The BC data is more conversational in
style and thus inherently harder to recognise as well as not being as
well matched to the language model training data. The best performing
single branch was the GAUSS branch. For this task the performance
of the HLDA-SAT system was disappointing, giving only small gains if
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Table 7.3 %CER using a multi-pass combination scheme for Mandarin BN and BC
transcription.

%CER
System bnmdev06  bcmdev05  evalO6
P2 HLDA 8.3 18.8 18.7
P3a HLDA-SAT 8.0 18.1 17.9
P3b HLDA 7.9 18.2 18.1
P3c GAUSS 7.9 17.7 17.4
P3a+P3c CNC 7.7 17.6 17.3

any. On a range of tasks, SAT training, though theoretically interest-
ing, has not been found to yield large gains in current configurations.
In common with the English system, however, small consistent gains
were obtained by combining multiple branches together.

7.4.3 Arabic BN and BC Transcription

Two forms of Arabic system are commonly constructed: graphemic
and phonetic systems. In a graphemic system, a dictionary is generated
using one-to-one letter-to-sound rules for each word. Note that normally
the Arabic text is romanised and the word and letter order swapped
to be left-to-right. Thus, the dictionary entry for the word “book” in
Arabic is

ktAb /k/ /t/ /Al /b/.

This scheme yields 28 consonants, four alif variants (madda and hamza
above and below), ya and wa variants (hamza above), ta-marbuta and
hamza. Thus, the total number of graphemes is 36 (excluding silence).
This simple graphemic representation allows a pronunciation to be
automatically generated for any word in the dictionary. In Arabic,
the short vowels (fatha /a/, kasra /i/ and damma /u/) and diacrit-
ics (shadda, sukun) are commonly not marked in texts. Additionally,
nunation can result in a word-final nun (/n/) being added to nouns and
adjectives in order to indicate that they are unmarked for definiteness.
In graphemic systems the acoustic models are required to model the
implied pronunciation variations implicitly. An alternative approach
is to use a phonetic system where the pronunciations for each word
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explicitly include the short vowels and nun. In this case, for example,
the lexicon entry for the word book becomes

ktAb /k/ /i/ /t/ /A /v/.

A common approach to obtaining these phonetic pronunciations is to
use the Buckwalter Morphological Analyser (version 2.0)? [3]. Buckwal-
ter yields pronunciations for about 75% of the words in the 350 K dic-
tionary used in the experiments. This means that pronunciations must
be added by hand, or rules used to derive them, or the word removed
from the word-list. In this work, only a small number of words were
added by hand. In order to reduce the effect of inconsistent diacritic
markings (and to make the phonetic system differ from the graphemic
system) the variants of alef, ya and wa were mapped to their simple
forms. This gives a total of 32 “phones” excluding silence.

With this phonetic system there are an average of about 4.3 pronun-
ciations per word, compared to English with about 1.1 pronunciations.
This means that the use of pronunciation probabilities is important.
Two word-lists were used: a 350 K word-list for the graphemic sys-
tem, derived using word frequency counts only; and a 260 K subset
of the graphemic word-list comprising words for which phonetic pro-
nunciations could be found. Thus two language models were built, the
first using the 350 K graphemic word-list, LM1, and the second using
the 260 K phonetic word-list. About 1 billion words of language model
training data were used and the acoustic models were trained on about
1000 hours of acoustic data, using the same features as for the English
System.

An additional complication is that Arabic is a highly inflected agglu-
tinative language. This results in a potentially very large vocabulary,
as words are often formed by attaching affixes to triconsonantal roots,
which may result in a large OOV rate compared to an equivalent
English system for example. Using a 350 K vocabulary, the OOV rate
on bcat06 was 2.0%, higher than the OOV rate in English with a 59 K
vocabulary.

2 Available at http://www.qamus.org/index.html.
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Table 7.4 %WER using a multi-pass combination scheme for Arabic BN and BC
transcription.

WER (%)
System bnat06 bcat06 eval06
P2a-LM1 Graphemic 21.1 27.6 23.9
P2b-LM2 Graphemic 21.3 27.8 23.8
P3a-LM1 Graphemic 20.4 27.2 23.3
P3b-LM2 Phonetic 20.0 27.3 224
P3a+P3b CNC 18.7 25.3 21.2

Three test sets defined by BBN Technologies (referred to as BBN)
were used for evaluating the systems. The first, bnat06, consists of
about 3 hours of BN-style data. The second, bcat06 consists of about
3 hours of BC-style data. The evalO6 is approximately 3 hours of a
mixture of the two styles.

Table 7.4 shows the performance of the Arabic system using the
multi-pass architecture in Figure 7.3. However, rather than using two
different segmentations, in this case graphemic and phonetic branches
were used. Given the large number of pronunciations and the word-list
size, the lattices needed for the P3 rescoring were generated using the
graphemic acoustic models for both branches. Thus, the phonetic sys-
tem has an element of cross-adaptation between the graphemic and the
phonetic systems. Even with the cross-adaptation gains, the graphemic
system is still slightly better than the phonetic system on the BC data.
However, the most obvious effect is that performance gain obtained
from combining the phonetic and graphemic systems using CNC is
large, around 6% relative reduction over the best individual branch.

7.4.4 Summary

The above experiments have illustrated a number of points about large
vocabulary continuous speech recognition.

In terms of the underlying speech recognition technology, the same
broad set of techniques can be used for multiple languages, in this case
English, Arabic and Mandarin. However, to enable the technology to
work well for different languages, modifications beyond specifying the
phone-units and dictionary are required. For example in Mandarin,
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character-to-word segmentation must be considered, as well as the
inclusion of tonal features.

The systems described above have all been based on HLDA feature
projection/decorrelation. This, along with schemes such as global STC,
are standard approaches used by many of the research groups develop-
ing large vocabulary transcription systems. Furthermore, all the acous-
tic models described have been trained using discriminative, MPE,
training. These discriminative approaches are also becoming standard
since typical gains of around 10% relative compared to ML can be
obtained [56].

Though no explicit contrasts have been given, all the systems
described make use of a combination of feature normalisation and lin-
ear adaptation schemes. For large vocabulary speech recognition tasks
where the test data may comprise a range of speaking styles and
accents, these techniques are essential.

As the results have shown, significant further gains can be obtained
by combining multiple systems together. For example in Arabic, by
combining graphemic and phonetic systems together, gains of 6% rel-
ative over the best individual branch were obtained. All the systems
described here were built at CUED. Interestingly, even greater gains
can be obtained by using cross-site system combination [56].

Though BN and BC transcription is a good task to illustrate many
of the schemes discussed in this review, rather different tasks would be
needed to properly illustrate the various noise robustness techniques
described and space prevented inclusion of these. Some model-based
schemes have been applied to transcription tasks [104], however, the
gains have been small since the levels of background noise encountered
in this type of transcription are typically low.

The experiments described have also avoided issues of computa-
tional efficiency. For practical systems this is an important considera-
tion, but beyond the scope of this review.



Conclusions

This review has reviewed the core architecture of an HMM-based CSR
system and outlined the major areas of refinement incorporated into
modern-day systems including those designed to meet the demanding
task of large vocabulary transcription.

HMM-based speech recognition systems depend on a number of
assumptions: that speech signals can be adequately represented by a
sequence of spectrally derived feature vectors; that this sequence can
be modelled using an HMM; that the feature distributions can be mod-
elled exactly; that there is sufficient training data; and that the training
and test conditions are matched. In practice, all of these assumptions
must be relaxed to some extent and it is the extent to which the result-
ing approximations can be minimised which determines the eventual
performance.

Starting from a base of simple single-Gaussian diagonal covariance
continuous density HMMSs, a range of refinements have been described
including distribution and covariance modelling, discriminative param-
eter estimation, and algorithms for adaptation and noise compensation.
All of these aim to reduce the inherent approximation in the basic HMM
framework and hence improve performance.
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In many cases, a number of alternative approaches have been
described amongst which there was often no clear winner. Usually,
the various options involve a trade-off between factors such as the
availability of training or adaptation data, run-time computation, sys-
tem complexity and target application. The consequence of this is that
building a successful large vocabulary transcription system is not just
about finding elegant solutions to statistical modelling and classifi-
cation problems, it is also a challenging system integration problem.
As illustrated by the final presentation of multi-pass architectures and
actual example configurations, the most challenging problems require
complex solutions.

HMM-based speech recognition is a maturing technology and as
evidenced by the rapidly increasing commercial deployment, perfor-
mance has already reached a level which can support viable appli-
cations. Progress is continuous and error rates continue to fall. For
example, error rates on the transcription of conversational telephone
speech were around 50% in 1995. Today, with the benefit of more data,
and the refinements described in this review, error rates are now well
below 20%.

Nevertheless, there is still much to do. As shown by the example
performance figures given for transcription of broadcast news and con-
versations, results are impressive but still fall short of human capabil-
ity. Furthermore, even the best systems are vulnerable to spontaneous
speaking styles, non-native or highly accented speech and high ambi-
ent noise. Fortunately, as indicated in this review, there are many ideas
which have yet to be fully explored and many more still to be conceived.

Finally, it should be acknowledged that despite their dominance and
the continued rate of improvement, many argue that the HMM archi-
tecture is fundamentally flawed and that performance must asymptote
at some point. This is undeniably true, however, no good alternative
to the HMM has been found yet. In the meantime, the authors of this
review believe that the performance asymptote for HMM-based speech
recognition is still some way away.
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Notations and Acronyms

The following notation has been used throughout this review.

Y, speech observation at time ¢

Yir observation sequence yq,...,Yr

Ty “clean” speech observation at time ¢

N “noise” observation at time ¢

y; the “static” elements of feature vector y,

Ay3 the “delta” elements of feature vector vy,

A2ys the “delta—delta” elements of feature vector y,

y () rth observation sequence ygr) yen ,y(;()r)

Cm the prior of Gaussian component m

p(m the mean of Gaussian component m

,ugm) element i of mean vector p(™

»(m) the covariance matrix of Gaussian component m

U,L(m) 2 ith leading diagonal element of covariance
matrix (™)

N(p,X) Gaussian distribution with mean g and covariance
matrix X
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Acronyms

BN

BC
CAT
CDF
CMN
CML
CMLLR
CNC

Notations and Acronyms

likelihood of observation y, being generated
by N(p, %)

transformation matrix

transpose of A

inverse of A

top p rows of A

determinant of A

element 4,7 of A

bias column vector

set of HMM parameters

likelihood of observation sequence Y 1.7 given
model parameters A

state/component occupied at time ¢

state j of the HMM

component m of state j of the HMM

P(0; =s;|Y1.15A)

P(@t = Sjm‘leT§)\)

forward likelihood, p(yy,...,y;,0: = s;;A)

backward likelihood, p(y; 1,--.,y7|0r = sj;A)

probability of occupying state s; for ¢ time steps

a phone such as /a/, /t/, etc

a pronunciation for word w, qi,...,qxk,,

probability of word sequence wi.y,

word sequence, wy,...,Wf,

broadcast news

broadcast conversations

cluster adaptive training

cumulative density function

cepstral mean normalisation

conditional maximum likelihood

constrained maximum likelihood linear regression
confusion network combination
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290 Notations and Acronyms

CTS conversation transcription system
CVN cepstral variance normalisation
DBN dynamic Bayesian network
EBW extended Baum-Welch
EM expectation maximisation
EMLLT extended maximum likelihood linear transform
FFT fast Fourier transform
GAUSS Gaussianisation
GD gender dependent
GMM Gaussian mixture model
HDA heteroscedastic discriminant analysis
HLDA heteroscedastic linear discriminant analysis
HMM hidden Markov model
HTK hidden Markov model toolkit

(see http://htk.eng.cam.ac.uk)
LDA linear discriminant analysis
LM language model
MAP maximum a posteriori
MBR minimum Bayes risk
MCE minimum classification error
MFCC mel-frequency cepstral coefficients
ML maximum likelihood
MLLR maximum likelihood linear regression
MLLT maximum likelihood linear transform
MLP multi-layer perceptron
MMI maximum mutual information
MMSE minimum mean square error
MPE minimum phone error
PLP perceptual linear prediction
PMC parallel model combination
RSW reference speaker weighting
PMF probability mass function
ROVER recogniser output voting error reduction
SAT speaker adaptive training

SI speaker independent



SNR
SPAM
VTLN
VTS
WER
WTN

Notations and Acronyms

signal to noise ratio

sub-space constrained precision and means
vocal tract length normalisation

vector Taylor series

word error rate

word transition network
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