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Abstract— Outlier detection is a fundamental issue in data 

mining; specifically it has been used to detect and remove 
anomalous objects from data. It is an extremely important task in 
a wide variety of application domains. In this paper, a proposed 
method based on clustering approaches for outlier detection is 
presented. We first perform the Partitioning Around Medoids 
(PAM) clustering algorithm. Small clusters are then determined 
and considered as outlier clusters. The rest of outliers (if any) are 
then detected in the remaining clusters based on calculating the 
absolute distances between the medoid of the current cluster and 
each one of the points in the same cluster. Experimental results 
show that our method works well.  

 

Index Terms— PAM, Clustering, Clustering-based outliers, 
Outlier detection. 

I. INTRODUCTION 

  Cluster analysis or clustering is the task of assigning a set of 
objects into groups called clusters so that the objects in the 
same cluster are more similar in some sense to each other than 
to those in other clusters.  

Clustering is unsupervised classification:[1] no predefined 
classes. Clustering is the process of grouping a set of physical 
or abstract object into classes of similar objects is called 
clustering.  
Cluster: A collection of data objects- 
• Similar to one another within the same cluster 
• Dissimilar to the objects in other clusters 
Principle: Maximizing intra-class similarity & minimizing 
interclass similarity as shown in figure 1. 

 
Fig. 1: Cluster Analysis 

 
Conventional clustering measures the similarity of the data  
objects based on the geometric distance (i.e. Minkowski 
distance). 
Minkowski distance of order p between two points P=(x1, 
x2,….xn) and Q=(y1,y2….yn) is defined as: 
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Minkowski distance is typically used with p being 1 or 2. 
Clustering is an important tool for outlier analysis with the 
key assumption that normal objects belong to large and dense 
clusters, while outliers form very small clusters.  

Outliers are the set of objects that are considerably 
dissimilar from the remainder of the data. Outliers may be 
detected using statistical tests that assume a distribution or 
probability model for the data, or using distance measures 
where objects that are at a substantial distance from any other 
cluster are considered as outliers. 

II.  EXISTING SYSTEM 

Clustering is not a new concept but data clustering together 
with outlier detection is a young scientific discipline under 
vigorous development. As a branch of statistics, cluster 
analysis has been studied extensively for many years, 
focusing mainly on distance based cluster analysis techniques. 
But there is a revolution happening right now in the way of 
interpretation of outliers, as now importance is laid on the 
detection of object whose behavior is completely different 
from the other objects in dataset.  
 

 
 

Fig.2: Flow Chart of PAM Algorithm 
 

It has been argued by many researchers whether clustering 
algorithms are an appropriate choice for outlier detection. For 
example, in [2], the authors reported that clustering 
algorithms should not be considered as outlier detection 
methods. This might be true for some of the clustering 
algorithms, such as the k-means clustering algorithm. In paper 
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[3] the authors proposed a clustering- based approach to 
detect outliers. The K-means clustering algorithm is used. As 
mentioned in [4, 5] the k-means is sensitive to outliers, and 
hence may not give accurate results. 

PAM clustering algorithm in [6] uses the most centrally 
located object in a cluster (called medoid) instead of the 
cluster mean. It was shown in [4, 7] that the medoids produced 
by PAM provide better class separation than the means 
produced by the K-means clustering algorithm. Flow chart is 
shown in figure 2. 

 
PAM Clustering Algorithm: 
Input:  
 K: The no. of clusters. 
 D: Dataset containing n objects.  
Output: A set of K-clusters. 
Method:  
1. Arbitrarily choose k objects in D as the initial medoids. 
2. Repeat. 
3. Assign each remaining object to the cluster with the 

nearest medoid. 
4. Randomly select a non-medoid object, Orandom. 
5. Compute the total cost (S) of swapping initial medoid 

(Oj) with Orandom. 
6. If S < 0 then swap Oj with Orandom to form the new set of 

k-medoids. 
7. Until there is no change in the medoids. 

 
Fig. 3: Example of PAM  

• PAM is more robust than k-means in the presence of 
outliers because a medoid is less influenced by outliers 
[8] or other extreme values than a mean 

• This indicates that cost and size of the datasets are 
directly proportional, that is small datasets have low 
computation cost, as only a few iterations are required 
and makes PAM an impractical solution for large 
datasets. 

Thus we need an efficient outlier detection mechanism which 
finds all the outliers in a given dataset. An example is given in 
figure 3. 

III.  PROPOSED APPROACH  

Outlier detection is a very important research work in the field 
of data mining. Here we argue about the PAM clustering 
algorithm and a new approach for outlier’s detection is 
proposed. 
In this approach we tend to find outliers in two phases.  
Initially we Perform PAM clustering algorithm to produce a 
set of k clusters. 
-In first phase every cluster is checked for number of objects 
it contains. If a cluster contains less than average number of 
objects (n/k) then all the objects in the cluster are detected as 
outliers. That is, the entire cluster is selected as outlier cluster.  
-In the second phase for each cluster the absolute distance 
between each object and the cluster medoid is calculated. This 
is called the Absolute Distance between the Medoids and 
Point (ADMP) [9] distance. For each cluster a threshold value 
is also calculated as follows: 
 
Threshold (T) = (Average ADMP) x 1.5 
Threshold is the lowest possible input value of similarity 
required to join two objects in one cluster. 
The value of T is calculated as the average of all ADMP 
values of the same cluster multiplied by 1.5.  
Henceforth each ADMP value is compared with the 
corresponding value of threshold of its cluster. If the ADMP 
value is less than the threshold value the object is retained in 
the cluster, but, if the ADMP value is greater than the 
threshold value the object is detected as outlier. 
The basic structure of the proposed method is as follows: 
Step-1: Perform PAM clustering algorithm to produce a set of 
k clusters. 
Step-2: Determine small clusters and consider the points 
(objects) that belong to these clusters as outliers. 
For the rest of the clusters not determined in Step 2: 
Begin 
Step-3: For each cluster, compute the ADMP and T values. 
Step-4: For each object in cluster, if ADMP > T then classify 
that object as an outlier; otherwise not. 
End 

IV.  RESULT AND DISCUSSION 

  In this section, we will investigate the effectiveness of our 
proposed approach when applied on bench marked data set: 
data set, presented in [10], with two dimensions. 
We start our experimentation with data set, which is shown in 
figure 4. It is clear that the set contains two outliers, located at 
the far right of the data set inside the circle as depicted in 
figure 4. 

When the specified number of clusters is three, these two 
outliers are detected from Steps 2 in our approach, since they 
form a small cluster. 

However, when the number of clusters is specified as two, 
our approach detects these two outliers by applying Steps 3-4.  

Table 1 shows the data objects in two dimension i.e x and y 
coordinates. ADMP values are generated from Step-3.  
It is clear from table 1 that the last two shaded objects have the 
greatest ADMP values. Applying Step-4, with a calculated 
threshold T=2.47, we found that the last two points were 
outliers. 
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Fig. 4: Data set containing 20 data objects 

 
This means that our proposed approach gives the effective 
result for outlier detection. 
 

X Y ADMP Cluster 

0 1 2 1 
0 3 2 1 

0.6 1.6 0.8 1 
0.6 2.4 0.8 1 
1 2 0 1 

1.4 1.6 0.8 1 
1.4 2.4 0.8 1 
2 1 2 1 
2 3 2 1 
4 1 2 2 
4 3 2 2 

4.6 1.6 0.8 2 
4.6 2.4 0.8 2 
5 2 0 2 

5.4 1.6 0.8 2 
5.4 2.4 0.8 2 
6 1 2 2 
6 3 2 2 

7.5 2.1 2.6 2 

7.5 1.8 2.7 2 
 

Table 1: X, Y coordinates of each point, ADMP of each    
    point and each  cluster points belongs to 

V. APPLICATIONS OF OUTLIER DETECTION  

Fraud detection 
•  Purchasing behavior of a credit card owner usually 

changes when the card is stolen. 
•  Abnormal buying patterns can characterize credit card 

abuse. 
Medicine 
•  Unusual symptoms or test results may indicate potential 

health problems of a patient. 
•  Whether a particular test result is abnormal may depend 

on other characteristics of the patients e.g. gender, age 
etc. 

Public health 
•  The occurrence of a particular disease, e.g. tetanus, 

scattered across various hospitals of a city indicate 
problems with the corresponding vaccination program in 
that city. 

•  Whether an occurrence is abnormal depends on different 
aspects like frequency, spatial correlation, etc. 

Sports statistics 
•  In many sports, various parameters are recorded for 

players in order to evaluate the players’ performances 
•  Outstanding in a positive as well as a negative sense, 

players may be identified as having abnormal parameter 
values. 

•  Sometimes, players show abnormal values only on a 
subset or a special combination of the recorded 
parameters. 

Detecting measurement errors 
•  Data derived from sensors e.g. given in scientific 

experiment may contain measurement errors. 
•  Abnormal values could provide an indication of a 

measurement error  
•  Removing such errors can be important in other data 

mining and data analysis tasks 
•  One person‘s noise could be another person‘s signal.  

VI.  CONCLUSION  

We first perform the PAM clustering algorithm. Small 
clusters are then determined and considered as outlier 
clusters. The rest of outliers are then found if any in the 
remaining clusters based on calculating the absolute distances 
between the medoid of the current cluster and each of the 
points in the same cluster.  

 
 

Fig. 5: Graph showing no. of objects in each cluster with 
outlier 

 
The test results show that the proposed approach gave 
effective results when applied to a data set because like 
k-means, PAM is not sensitive to outliers. 
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