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ABSTRACT

A novel algorithm for image retrieval is presented in this
paper. The basic idea of the new algorithm is that the con-
stituent segments of the images are used to retrieve images

* within a digital library. Image retrieval using segments is
distinctive in that the local features of the image are used
to refrieve the image instead of the typically utilized global
features. In our algorithm, the given image is first seg-
mented into dominant components and then the features of
these components are extracted to perform retrieval. The
featires corresponding to each component are used to cal-
culate the distance between components in the matching
process. Each image is ranked based on the component-
wise distance measure with respect to the query compo-
nent. One of the advantages of the algorithm is that, for a
given retrieval image, the user can select a query segment
with which to perform retrieval, thus it can satisfy different
needs from different users.

1 INTRODUCTION

With the exponential growth in image databases available
on the internet, we need an efficient storage, cataloging
and retrieval system for images. Images in a database are
typically indexed using text annotation, which is dependent
upon the language and point of view of the operator. Con-
tent based image retrieval (CBIR), in contrast, is the
method of retrieving images similar to a given query image
using only the content of the image. The content of the im-
age can be represented by many features such as color, tex-
ture, and shape.

There are many algorithms for image retrieval. How-
ever, most of them are based on the global features of the
images [1]. One disadvantage of global feature-based im-
age retrieval is that a user is often interested only in a sin-
gle object or in a few objects in the image, whereas a
global mechanism uses ail features for retrieval, including

the background features. In order to overcome this short-
coming of the global feature-based image retrieval, a new
image retrieval algorithm based on local features is pro-
posed.

The new algorithm exploits image segments in the re-
trieval process. In segment-based image retrieval, a given
image is divided into homogeneous regions and retrieval is
based on a subset of the objects present in the image.
Automated segmentation is a very powerful tool in re-
trieval because the user can narrow the field of search by
selecting the objects in the image. In this paper we attempt
to provide a segmentation algorithm and retrieve images
based on the component features. Color, texture and shape
of the component are extracted and stored in a database for
use in CBIR.

Figure 1 provides a flow chart for the algorithm. The
mages in the library are segmented and features are ex-
tracted off-line. When a retrieval is initiated, the query
segments are matched with segments from the feature da-
tabase and the retrieved images are displayed.
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Figure 1. The new image retrieval algorithm.
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Section 2 discusses the segmentation aigorithm and
feature extraction. Section 3 describes the similarity meas-
ure and segment based image retrieval. Experimental re-
sults are shown in section 4. Conclusions and discussion
are made in Section 5.

2 IMAGE SEGMENTATION AND FEATURE
EXTRACTION

2.1. Segmentation

Segmentation is the process of dividing an image into ho-
mogenous regions. A standard k-means image classifica-
tion algorithm [2] is used in this paper to segment the im-
age. The k-means is implemented with a different
initialization.

In the algorithm, the color image is first converted into
a grey scale image and then thresholded into classes to ini-
tiate the k-means classification {2]. Here we use the RGB
color space but we believe this algorithm can be imple-
mented in other color spaces with the same amount of suc-
cess.

Let 1 represent the 2-dimensional color image. We get
the grayscale image by converting R,G and B color values
to grayscale. The k-means is initiated by thresholding the
grayscale image into K clasges. Since grayscale image ap-
proximately represents the variation in the color intensities
in an image, we can increase the efficiency of the k-means
classification by this initialization.

For the first iteration, K initial 3-D cluster centers
2, (1), =, (Dyees = (1) (1 means the first iteration here)
are calculated using the R, G, B values of color image.
Each dimension represents the cluster center i each color.

1
5i{y=—  ZTI(x,») 1)
Ny (e ()

foralli=1,2,... K. Here z;(1) is the cluster center and
N, is the number of pixels for the i-th cluster, A, (1) de-

notes the set of pixels whose cluster center is z;(1}.

i

In subsequent iterations, the color image is used to it-
erate the k-means. The distance between the mean intensity
of each class is calculated as the distance between two
points in a 3-D (RGB) Euclidian ‘space. For the »n-th itera-
tive step the pixels of the image can be distributed among
the cluster centers using (x, v) € A;(n) if

.7y -z )| <M (x ) - z: () @)

forall i=1.2...K; i # j where A ;(n) denotes the set

of pixels whose cluster center is z ;{(#) in the RGB do-
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main. After each stage the cluster centers are updated using
RGB intensities of all the pixels of the updated classes as
follows

sntD == TI(xy). 3)

J (xyied;(n)
If the cluster size N j of each class j = 1,2,...,K remains
unchanged, the classification is terminated.
Each class extracted from the k-means algorithm is
stored as a binary matrix B;.

B(x.p) = {1 if (x3)€ 4(T)

0 others
forall i=12,.., K, where B, is the binary matrix and T

is the number of iterations.

The binary classes are processed by a set of order sta-
tistic filters to connect any two unconnected components
which actually are a part of the same region in the image
but are separated, for example, by a thin line. The mor-
phology is also effective in disconnecting two regions
which are connected by a thin "isthmus" region.

B, —median(B,, M) forall i=12,....K where M
is a window.

4)

Each class i is labeled into p; regions using con-
nected component labeling (with 4-connectivitity) [3][4].
Let R, represent the ¢~th region in the 7-th class. The re-
gion Ris, with maximum area is chosen as the dominant

component in each class.
Ci(x,y)=1, if (x,¥) € Ry, , for all i=12,.. K.

P
where 5. = arg(max(area(R,))) is the region of
=1

maximum area of all the p; regions labeled in each class 7
which is stored in C; .

All the "holes" in the region C with area very

small compared to the area of component, are filled. These
holes are usually caused by bright spots, noise and speckles
in the image that become classified into a different class by
the k-means algorithm. This is achieved by labeling C as

a foreground (R % Jregion and the rest as a  back-
ground( R, } region. All the background regions whose

boundaries are included in the component or the “holes” in
the component and whose area is significantly small com-
pared to the foreground region are merged into the compo-
nent. This is done so that the boundary of the component
now represents its shape.
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C;, =C; _Rbg if area( R, ) << area( Rz} for
alli=12,... K
After this post-processing, the components C,'are

stored in the database for each image and are accessed
when needed for retrieval. Figure 2 shows an example of
our image segmentation algorithm.

Figure 2. Segmentation of a color image.

2.2 Feature Extraction:

For each segment, we extract three features: color, texture
and shape. Texture is an important feature which describes
the regularity, smoothness and coarseness of the image.
Many techniques have been proposed to describe texture
feature. We use the method developed in [S] to extract the
texture features. The only difference is that the extraction
of texture feature here is not from the whole image but
from the segments. To calculate the coefficients a square is
fit inside the component such that all parts of the square
are inside the component. This part of the component is
used to calculate the wavelet coefficients. The similarity in
texture D, between any two components is calculated as

the Fuclidean distance between the derived wavelet coeffi-
cients,

Dr(Q;.D;) = \/g AIGELATIC) S)

where W, (k) and W.p (k) are the energies in the k-th

subband of the i-th component of the query image O and
of the j-th component of the database image D, respec-
tively.

Color is another important feature used in image re-
trieval. In the recognition of objects, color has enormous
importance because it is largely view invariant and resolu-
tion independent [6]. The color histogram is obtained by
measuring the frequency of a particular color in the image
array. A benefit of this basic representation is that histo-
grams are invariant to translation and rotation [6]. For a
given component of an image its color content is extracted

in the form of the histogram of each R, G and B value.
Here again the distance D between components is calcu-

lated similarly taking the histogram values of each compo-
nent,

De(Q;.D;) = \/§(Hi,g(k) -H;p(k))? (6)

where H; o, H ; ) are the histogram values of the i-th

component of the query image O and of the j-th component
of the database image I} respectively,

Besides color and texture, we also use shape to perform
retrieval. Shape of an object can be used to distinguish the
object from other objects with the same color and texture.

The component C,-' of the i-th class is dilated [7] In
order to get a smooth shape.

C; =C; DG’ forall i= 1,2,....k. where G, is a
structuring element,

A shape description that is robust to translation, rota-
tion and scaling is the Fourier shape descriptors (FSD).
The standard FSD approach first samples the contour at
equal angles and then measures the radial distances of the
samples and the angles subtended at the center of mass of
the contour. The main drawback of this contour sampling
is the non-uniform sampling of the contour ~ the portions
of the contour that are closer to the center of mass are sam-
pled more densely than the parts that are more distant.

In our algorithm, we use a contour tracing algorithm to
trace the contours. The given contours are assumed to be
closed, continuous and 8-connected. The radial sweep al-
gorithm [8] is employed to trace the contour, which is then
down-sampled at regular intervals to obtain the pont coor-
dinates. The center of mass of the contour is calculated by
taking the average of the coordinates in the x and y direc-
tions. For each of the sampled points on the contour, the
radial distance from the center of mass and the angle made
with some starting point is calculated and stored. The ra-
dial distances and the angles of all the sampled points are
derived and stored in a complex number form as shown in
equation (7). We then normalize the radial distances for all
the coordinates.

The radial distances and the angles of all the sampled
points are stored in the form of a complex-range vector.
The real part of each complex number represents the dis-
tance, and the imaginary part represents the angle sub-
tended in radians as:

z(i)= r(i)}+ jO) )
where #{i)is the radial distance and &(7) is the angle sub-
tended at the center of mass by the sample.

The Fourier shape descriptors of the coordinates are cal-
culated using the following equation [9]

1 N
Z(k)= (F)Zz(i)exp(— j2Hik[N) ®)

i=1
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where N is the number of sampled points. Here N = 64
and Z(k) is the ¥° Fourier coefficient.

The magnitude of the Fourier coefficients for each im-
age are calculated and stored for use in the retrieval of
similar shapes. Let ZQ (kyand Z , (k) represent the co-

efficients of the query component and an image component
in the database. The similarity between shapes D ¢ of these

two components is measured by

Ds(Qij)=‘/g(z,-,g(k)—zj,p(k))z ®

3 SEGMENTS BASED IMAGE RETRIEVAL

In the retrieval process, a query image is first segmented
and the dominant components found are highlighted. Once
a dominant component is chosen, the corresponding fea-
tures are compared with the features of the other image
components in the database, and the M closest matches are
retrieved.

In this paradigm, we use a similarity measure comb-
ing the three features. Let the normalized color similarity
and the normalized texture similarity between two seg-
ments be D. and Dy which can be obtained by the

method in Eq. (5} and (6). D is the normalized similar-

ity which can be obtained by (9). Then the sumlanty be-
tween two segments d is computed as

d(Q,Dy=w D, +w,D; +w D ~ o (10)

where ( is the query segment and the D is a segment from
an image in the database. W,,w, andw, are weights for
color, texture and shape features respectively.

4 EXPERIMENTS

Our first experiment used color and texture to perform
retrieval, where color and texture have been given equal
weight. In the above experiments the number of classes
was chosen as K = 5. The images are typically of the size
500 X 700 pixels. Shape has been ignored in this example
Fig 3. (b)«(f) show the retrieved images when using only
the water segment as a Guery segment and (g) - (k) show
retrieved images when using the global color and texture
features.

In the second example, we use color and shape to per-
form retrieval. Figure 4 shows the experimental results.
For quantitative analysis, we plot the number of images
successfully retrieved against the total number of images
retrieved using some or all features in measuring the simi-
larity of images in Figure 5. An image is deemed "success-
fully retrieved” if it belongs to be the desired class of im-
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ages in the query, e.g., images containing a body of water.
From the graph we observe that percentage of successful
images retrieved has improved when all the three features
were used for retrieval.

() (k)
Figure 3. (a) is the query image . (b)}{f} are retrieved im-
ages using only the water segment as a query segment.
(g)-(k) are retrieved images using the global color and tex-
ture features.

5 CONLCUSION AND DISCUSSION

A new retrieval method using segmentation is proposed for
a general image database. The segmentation step can im-
prove the retrieval algorithm by decreasing the scope of
search. Experimental results are encouraging and indicate
the potential effectiveness of the algorithm. Future work
includes improving the k-means step to awtomatically
choose the number of classes before clustering. Further-
more, the next deployment of the classifier will include
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texture in the classification step. Finally, extensive testing
over a vast, diverse database containing thousands of im-
ages will provide quantitative evaluation of the retrieval
efficacy.

) © )

Figure 4. (a) is the query image . (b)-(f} are retrieved im-
ages using only the green segment as a query segment,
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Figure 5. Plot of number of images successfully retrieved
against total number of images retrieved using color and
texture only (red circle), color and shape only {green dash
dot) and using ali the three (biue solid).
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