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Abstract— Embedded systems are emerging as an essentialindustry. The automotive emphasis of our design methogolog
component of modern electronic products. Embedded system work dates back to 1988 when a joint program on for-
design problems are posing challenges that involve entirglnew mal approaches to embedded controller design with Magneti

skills for engineers. These skills are related to the combation Marelli for their F | botized hift for Eai
of traditionally disjoint engineering disciplines. There is a shared arefll for their Formula one robotized gear Shitt for -erra

concem that today’s educational systems are not providinghe ~Started. In the automotive domain, there has also beengstron
appropriate foundations for embedded systems. We believerzew interdepartmental interaction between mechanical eeging
education paradigm is needed. ~and electrical engineering/computer science.
We will argue this point using the example of an emerging |, ys Universities, bottom-up aggregation of interests and
curriculum on embedded systems at the University of Califonia - .
at Berkeley. This curriculum is the result of a distillation appro_aches to educatlop 'S_ m_or_e Co_mmon than  top-down
process of more than ten years of intense research work. We Planning. Hence, education initiatives in novel areas atmo
will present the considerations that are driving the curriculum always start with advanced graduate course offerings to mi-
developmclent antd v;/e revie(\;v Oufbun_deégr?dluate agd ?radluate grate towards coordinated graduate programs and eventuall
rogram. In particular, we descripe In detall a graauate Class i
?EEgCSZ49: Dpesign of Embedded Systems: Mod%ling, Validatio into yndgrgraduate courses. Thus, it is no wonder that eours
and Synthesis) that has been taught for six years. A common Oﬁer'n_g in Berkeley on embeddeq systems has been strong for
feature of our education agenda is the search for fundamenta Years in the advanced course series (the EE and CS 290 series)
of embedded system science rather than embedded system dgsi that are related to faculty research activities. One sucinseo
techniques, an approach that today is rather unique. has migrated to a regular offering in the graduate program
Index Terms— Embedded System Design, Education. (EECS249: Embedded System Design: Modeling, Analysis and
Synthesis the main topic of this paper.
The guiding principle in our teaching and research agenda
related to embedded systems is to bring closer togethezrayst
Embedded systems have been a strong research areattfeory and computer science. The two fields have driftedtapar
the University of California at Berkeley. We will briefly for years while we believe that the core of embedded systems
review this intense research activity as a preamble to ptesitended as an engineering discipline lies in the marridfge o
the Berkeley effort in embedded system education that tise two approaches. While computer science traditionagjsl
intimately related to the research program. with abstractions where the physical world has been cdyeful
The research activities on embedded systems at Berkesad artfully hidden to facilitate the development of apalion
can be cast in a matrix organization where vertical researsbftware, system theory deals with the physical foundatifn
areas cover application domains such as automotive, @gionengineering where quantities such as time, power and size pl
energy, industrial control, and horizontal areas covebkng a fundamental role in the models upon which this theory is
technologies such as Integrated Circuits, Sensors, \Wgeldased. The issue then is how to harmonize the physical view
Networks, Operating Systems, Embedded Software, Autof systems with the abstractions that have been so useful in
matic Control, Design Methodologies and Tools. The impodeveloping the CS intellectual agenda. We argue that a novel
tant aspect of our approach is that the enabling technaloggystem theory is needed that at the same time is computhtiona
are explicitly linked to the vertical application areas aré@ and physical. The basis of this theory cannot be but a set of
geared towards the embedded system domain. novel abstractions that partially expose the physicaityetd
At Berkeley, we have traditionally based our research prtie higher levels and methods to manipulate the abstraction
grams on a strong interaction with industry and collaborati and link them in a coherent whole. The research community
among faculty in different disciplines; embedded system ris indeed developing some of the necessary results to build
search is no exception. this novel system theory and we believe it is time to inject
Among embedded system application domains, automotithese findings in the teaching infrastructure so that stisden
has been an area of interest for many years. The PAT&dn be exposed to this new way of thinking that should
project [41] of CALTRANS (California Transportation Depar advance the state of embedded system design to a point
ment) has been a test bed to develop new concepts in controlwiere reliable and secure distributed systems can be degkign
distributed systems, modeling, tools and methodologig¢h wiquickly, inexpensively and with no errors.
a strong experimental part and an intense interaction withThe paper presents the guiding principles we have followed
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in our education effort and the set of courses offered thedmponents including reconfigurable and programmables part
have direct relevance to the field of embedded system designthe result of architectural space exploration where cost
We list only the courses whose embedded system contdahctions and constraints guide the search.

is explicitly addressed. Otherwise, we may end up with a From this brief overview, it should be clear that our
comprehensive list of all courses offered in engineeringépt motivation is to bring out the fundamental issues and the
maybe a few) as today electronic system design is almdstmalization that enables verification and synthesis avall

a synonym with embedded system design. In particular, wkat would not be possible otherwise. This particular aspec
present first (Section 2) the graduate program: we zoom should be seen as the quest for a new system science that
on EECS249 and then we briefly review a set of advancedrves as a framework to teach design that transcends the
topical courses on embedded systems. In Section 3, we preseaditional discipline boundaries.

an overview of our undergraduate program centered on aGiven the large scope of the course, it has a heavy load; four
sophomore core coursk (EECS20N [30], [32]) that has contact hours and two lab hours per week. The contact hours
been now offered over the past five years. This course fare broken into traditional lectures and discussion of mape
EE and CS students addresses mathematical modelingprdsented by the students. The verification of the learning
signals and systems from a computational perspective. Thi®cess is left to weekly homework that are a mix of exercises
reflects an effort of Berkeley faculty to set new foundatiorend of theory, and to a final project that is fairly advanced,
for the education in electrical engineering that is based @o much so that often the project reports see the light in the
fundamentals rather than application domains. In thisi@ect community as conference or journal papers.

we also offer a view on our programs for the near future to The contents and the organization of the class has been the
address specifically embedded systems at junior and semsult of a number of advanced courses in hybrid systems and
level. In Section 4, we offer concluding remarks that coulgystem level design that date back to 1991, when the first such
be of use for setting up a graduate or advanced undergradu#gs was taught.

class in embedded system design in other institutions.

A. Organization of the class
II. THE GRADUATE PROGRAM PART 1:

EECS249 [BSIGN OFEMBEDDED SYSTEMS: MODELS, The basic tenet of the methodology that forms the skeleton
VALIDATION AND SYNTHESIS of the class is orthogonalization of concerns, and, in par-
. . ) ., ticular, separation of function and architecture, comgora
This course [15] is part of the “regular” graduate program i nd communication. This methodology called platform-dase
EEQS. It is taken by first year graduate students as well as Y. ign is presented as a paradigm that incorporates thiese pr
senior graduate students in EECS and other departments s fiks and spans the entire design process, from systezh-lev

as Mechanical Engineering, Nuclear Engineering and Ci‘é ecification to detailed implementation. We place paldicu

Engineering. emphasis on the analysis and optimization of the highestdev

The idea of _the course 1 t_o er_npha5|ze the Commona_IBYabstraction of the design where all the important algomit
among the variety of application fields and to use a desqhd architectural decisions are taken
methodology as the unified framework where the topics of the he course has four main parts ihat are summarized in

course are embedded. In this way, the variety of the advan(ig le |
courses offered in our curriculum benefits from the fourateti Introduction and Methodology. After a presentation of the

Iai_d O_Ut by EECS249. The course is rather unique as it aimsrf'iII)tivation for the class extracted from a variety of exaraple
bringing together the behavioral aspects of embeddedmystﬁ] different industrial domains, we introduce the methodgl

design W'f[h implementation W|th|n a rigorous as p_oss'bl%llowed (Platform-based Design [45]) and examples of its
mathematical framework. Behavior capture, verification a lications. We present many examples of embedded sys-

transformation are taught using the concepts pioneered s: cars, airplanes, smart buildings, elevators, andosen

Eldwardt ije 3ssc_)aa_ted to models of Computtat;r?n.bTEe '_nr?étlworks. In the introductory lecture, we highlight common
ger_nen ation e3|(gjr1[ IS seen ats ad_(i_omplanlor:j 0 the be a\ﬂ%rlﬁ es among all the examples that we present to set the stag
€slgn as Opposed to a more traditional academic VIEW WNg(e , philosophy of the course aimed at defining the common

implementation follows in a top-down fashion behavior ethods that can be used across different application damai

design. We adopt the view presented in [45] [46] to provi. fe course is intended to solve “the embedded system design
the intellectual background. In this methodology, the @BS'\Problem” rather than particular instances of it
0

proceeds by refinement steps where the mapping of behavi An entire lecture is devoted to an overview of the platform-

into “architecture” is the step to move to the next level 0lEcJased design principle. The method is justified by illugtigat

abstraction. Using this view, embedded software desighes thow it can be used to solve, or at least, to formalize, design

process of mapping a particular behavior on a computing pI%troblems that are common to the entire class of embedded
form. By the same token, the choice of a particular distetut systems

architecture due to geographical distribution or to periance Function. The notion of behavior is analyzed and the role of

optimization is handled in a unified way. The choice 0};on-determinism in specification is explained. We preseat t

1A core course is a required course for the educational pnagraffered basic mOdeIS of Com.pUtatio.n.that are need?d to represent the
by the Department behavior of most designs: Finite-State Machines, Synausn



Languages, Data Flow Networks, Petri Nets, Discrete Eventthis way, events in the functional netlist trigger eveintthe
Systems and Hybrid Systems. For each model we present énehitecture netlist via the mapping netlist. We show hoe th
computation, communication and coordination semanti¢s wimechanism can be exploited to change the mapping of function
a particular emphasis on the properties that are guaraatekdto architecture elements in a straightforward manner that
verifiable. We outline the use of unified frameworks to condoes not require re-writing of the architectural and fumaal
pare the different models of computation and we present thescription. We present the scheduling problem as an ésisent
Tagged-Signal Model (TSM) [31] and agent algebras [40] gmrt of the allocation of functionality to shared resources
unifying theories to allow the composition of different nedsl In this respect, we review the fundamental results of the
of computation to describe a complete system. We introduseheduling literature.
here the Ptolemy [44] and Metropolis [3] environments for Then, we show how mapped functions can be simulated
analysis and simulation of heterogeneous specifications. and how the performance of the mapping can be extracted.
We then ventured in the presentation of the model ¥t this point, we introduce the notion of quantity managers
computation used in Metropolis: the Metropolis Meta Modeds tools that compute quantities such as power and time
(MMM). The MMM can be considered an abstract semantiessed by architectural components when executing the part
since it can accommodate a variety of models of computatiof the functionality mapped onto them. Finally, we present
that are obtained by refinement of this model. We presentettchanisms to feed quantity managers information about the
the additional constructs that are used in Metropolis tdwrap basic execution “costs” (e.g., power and time) and we show
the specification of a design in a declarative style (a unigegamples drawn from Xilinx programmable platforms [49] and
feature of Metropolis): the Language of Constraints (LOQJ a from other platforms such as the Intel MXP5800.
a more conventional language for logical constraint speifi Synthesis and Verification. We review the notions of ver-
tion, LTL [43]. We also presented the Ptolemy actor-oridntdfication and synthesis and present how verification is not
semantics and showed how this is another style for abstrackynonym of simulation but contains static analysis tools
semantics. as well as formal verification. In particular, we discuss the
Architecture and Mapping We then introduce the notion notion of successive refinement as the process used in the PBD
of architecture as a set of components (interconnectiomaethodology to go from specification to final implementation
for communication and building blocks that are capable &fe demonstrate the use of the MMM to keep in the same
carrying out computation) that are providisgrvicesto the environment both the more abstract and the more concrete
behavior that we wish to implemen©ptimal architecture representation to simplify the use of refinement verifigatio
choice is presented as the selection of a particular settethniques. We also show the simulation approach followed
computational blocks in dibrary of available components, in the Metropolis environment to reduce or even eliminate th
and of their interconnection. The evaluation of the qualityverhead that comes with the flexibility of maintaining both
of a selected architecture is based omappingprocess of architecture and functionality present as separate entif
behavior to the computation blocks, including programraabihe design.
components. The mapping process should be accompanied byhen, we focus on the methods available in literature for
an estimate of the performance of the design once mapped osuftware estimation, an important component of any verifica
the architecture. Communication representation is iietl. tion methodology that mixes hardware and software imple-
The representation of architectures in the Metropolis amdentations. The approach by Malik [34] is first introduced
Mescal [38] environments are presented. for static analysis of programs based on pipeline and cache
We emphasize the communication aspect as one of tm@deling and integer linear programming followed by the
most important in architecture development. We introdu@bstract interpretation work of Wilhelm that yielded thellwe
communication-based desigas a design paradigm whereknown analysis program Absint [21].
computation is abstracted away and communication becomedVe then move to the software synthesis problem and
the main objective of the design process. We present a forma present the model-based design approach where code
definition of the communication problem using the tagged automatically generated from mathematical models. rAfte
signal model framework that explains the communicatiaeviewing shortly Real Time Workshop of MathWorks, we
phenomena as a restriction of the behaviors of the connectéstuss a different way of generating code from models that
processes. We show a practical example of an architectiwows the same paradigm used in hardware synthesis of
platform like Xilinx Virtexll Pro as a heterogeneous platfo optimizing the original description (software repres¢ntg
that can be used for fast prototyping. before mapping it onto a given execution platform. In this
Mapping functions to architectures is possibly the mostse, we show that we have a “technology independent” phase
relevant aspect of the Platform based design methodoldgyiowed by technology mapping. We show how Esterel [5]
taught in this class. The power of the MMM is evident herss compiled using this idea and using FSM optimization
where the use of the same modeling constructs for functidn aiechniques based on MIS [7] originally developed at Berkele
architecture allows a particularly efficient way of perfamgn for logic synthesis to generate implementation code. Wa the
mapping and analyzing the quality of the result. present another method to optimize the original descriptio
By using the MMM notion of events, we show how théased on the Ordered Binary Decision Diagram [8] represen-
function netlist can be placed in correspondence with the a@ation of programs. We show how to use the variable ordering
chitecture netlist by introducing the so-called mappingiiste methods developed to manipulate OBDDs in logic synthesis
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to generate efficient programs from Co-Design Finite Statikee development of algorithms for verification and syntbesi
Machines [20]. The case studies were mainly developed by students coming

We also present evaluation techniques to compute the tifnem departments other than EECS that are interested in
taken by synthesized programs to execute on a given plstddying how the methodology can be applied to solve specific
form that are used to guide the optimization search. Thedesign problems. Given the short available time, it is not
techniques are shown to be accurate when the softwarepissible in general for students to develop and show the
automatically synthesized. We then move to the problem effectiveness of a complete design methodology for a specifi
optimizing code for data flow dominated applications witlapplication domain. This is the reason why this kind of
limited data dependent control. We show also how operatipgojects are rarely taken even though a couple were chosen
system features such as hardware-software communicatd had worthwhile results. Projects that were developed in
mechanisms and scheduling policies can be synthesized fridra past years include Time-Based Communication Refinement
requirements [2], [23] and we point to the evolution ofor CFSMs, Heterochronous dataflow domain in Ptolemy Il,
implementation platforms that can make the optimized “contardware extension to ECL and Extending CFSMs to allow
pilation” problem increasingly difficult. multirate operations.

Finally we present two industrial tools for automatic code Few projects were given on architecture. This situation
generation: the real-time workshop (RTW) [36] by Mathworkeeflects the status of our research in the field that only rtcen
and Targetlink [14] by dSPACE. has taken an important turn determined by the extensive

The last few lectures of the course are dedicated to placimgroduction of the use of the MMM and of the characterizatio
the material presented in perspective. An application ssschwork carried out in conjunction with the Xilinx project. We
automotive control is used to show the complete flow fromxpect that more projects on this subject will be proposed in
modeling the functionality with hybrid systems to mappinghe future particularly in the area of syntax and semantfcs o
onto execution platforms that are modified according to th@nguages for architectural description and automatitfiver
results of the analysis. We had in mind to use Metropoli®n and refinement tools for architectures.
and x-Giotto as well as the Xilinx back-end to demonstrate aA successful project was about a complete methodology
complete design flow in action, but the parallel developmefdr embedded software design and system integration of a
of the tools needed did not provide us in time with the flowotorcraft UAV [26] whose results were published both as a
as we hoped to. conference and as invited paper in the Proceedings of the

Another application space that we explored is wirelesEEE. This project was carried out by three students and
sensor networks where our view of design leads naturally tiwo mentors coming from different knowledge domain. In the
the definition of layers of abstraction that identify clgatthe area of wireless sensor networks, a group of students applie
need of a “middleware” that can capture well the performantiee methodology for studying an ad-hoc sleeping discigline
of a particular physical implementation of the network téeof for nodes [29]. This application domain is very relevant not
the application programmer an abstraction that enables osly for its distributed nature but also for the severe eyerg
use across different implementations with appropriatérabls consumption constraints on each node.
analysis of the effects of the physical network on the applic Two other projects that had success to the point of being
tion program. published in primary conferences were related to chip schi

After the end of the course, the projects that are used ttoes. One was about the synthesis of on-chip communication
evaluate the students are presented in front of the entuss clarchitectures [42] and automatic hardware/software tpamti
to open a wide range discussion among students, teachimg for reconfigurable platforms [4].
assistant, mentors and faculty on the results and the ideas oProjects in less obvious application domains have also been
how to improve the course. offered. In particular, two years ago a project on the design

of a real-time eye detection system was assigned to two

B. Projects students [50]..

The course is graded on the basis of a set of homework
and on a final project. After the first week of class, a list of
project proposals is given to the students. We rely on a group
of highly qualified mentors form industry and academia that Advanced courses are an important feature of the Berkeley
help the students in reviewing previous work and conductingaduate program. These courses reflect very recent advance
the research to complete their projects on time. We pushthe state of the art of a particular knowledge domain. They
students to start as early as possible and we motivate thare topical courses; their content changes from year to year
by mentioning the possibility of submitting for publicatibor and can be taken by students multiple times. In general, they
the best reports. are taken by PhD students who are interested in research

Following the course organization, projects are divided topics in the area covered by the course. Regular graduate
the ones that are related to functional description, azchital courses are often derived from the advanced series after the
description, mapping, case studies and design metho@slogtontent has jelled and there is enough interest in the studen

The choices of students are often concentrated on tbepulation. Since embedded systems are so important in our
definition of formal models for describing a function and omesearch agenda, there are several advanced coursesviat ha

IIl. THE GRADUATE PROGRAM PART 2:
ADVANCED GRADUATE COURSES

8



| Course Section || Lectures | Discussions | Labs |

Introduction Definition of embedded systems, “The tides of EDA’ Introduction to the Metropolis
examples of applications, chal- Meta-Model language
lenges, future applications

Function Finite State Machines, Co-desigh StateCharts, Data flow with firings, Introduction to Ptolemyll, Build-
finite state machines, Kahn processDesynchronization ing a model of computation in
networks and data flow, Tagged Metropolis, Esterel.

Signal Model, Agent Algebras
Petri nets, Synchronous languages
and desynchronization

Architecture Performances, Architectur¢ Formal modeling of processors, Modeling architectures in Metropo
modeling, Modeling Concurrency} Rate monotonic hyperbolic bound, lis, Xilinx, PSoC.
Scheduling, Interconnection Interface synthesis.
architectures, Reconfigurable
platforms, Programmablg
platforms, Fault tolerant]
architectures.
Mapping Mapping specification, Design Ext Synthesis of software from CFSMp Virtual Component Co-design
ploration, Software estimation ang specification Mathworks RTW, dSpace Targgt

Link

synthesis, Static analysis, Quas
static scheduling.

TABLE |
CLASS SYLLABUS

direct relationship with the topics of this paper. Thesersess  The schedule of the class starts with an introduction to the

are labeled EE290 and CS294 followed by a letter indicatirggnerging computing platforms composed of a large number

the area these courses belong to. of simple nodes communicating on wireless channels. Habita
In Figure 1, we show a the backbone of a graduate programonitoring applications are taken as representative ofegimb

in embedded systems that traverses the courses presentegieihnetworks of nodes that can sense and communicate. The

this paper. A well thought out course program in embeddel@sign of the embedded network is driven by the application

systems should include domain-specific courses that peovithat sets the requirements to satisfy. After the introdunti

the reference framework for the students to be productive gme week is dedicated to the presentation of several ptagor

the outside world. and operating systems that are currently available.
The following four weeks of the class give an overview
of all the proposed protocols for wireless sensor networks:
v network discovery, topology information, aggregatiordu-
i cast and routing. The design of all these protocols takes int
account the constraints imposed by the application. Thescla
pemmesw puts a lot of emphasis on power consumption since nodes

cannot be replaced.

The second part of the class gives directions for the imple-
mentation and deployment of these networks. Two weeks are
devoted to the problems arising from the distributed natdire
the applications. In particular, distributed storage dbima-
tion and distributed control are presented as importaetres
areas. Finally, privacy is considered as a potential proble
since embedded networks have the capability of monitoring
every objects in the environment in which they are embedded.

Students in the class are divided in groups and each of them
works on a project. Possible topics range from programming

The Computer Science Division of our Department offermodels and simulations of large scale networks to new proto-
a graduate level class on embedded network and mohilgs for routing and localization. In Fall 2003, a considsea
computing platforms. The course is “CS294-1". As is alwaysumber of projects investigated the problem of programming
the case for advanced graduate classes that belong eitlirer tahe network starting form the description of the applicatio
EE290 series or the CS294 series, its content changes everg) Mobile Computing and Wireless Networkinghe level
semester. of abstraction of the networks considered in this class ishmu

In the last five years, this course has always been centehdgher than the one considered in the previous section. The
around applications that are embedded in the environméht wiocus in on new trends in mobile computing and integration
which they interact. of heterogeneous networks [12].

1) Deeply Embedded Network SystemEhis advanced The class presents challenges in mobile computing where
class focuses on ubiquitous computing [11]. The coursetls®e end user is a person that uses a device to be constantly
based on the experience of researchers form different niveonnected to the rest of the world. The requirements on
sities on wireless sensor networks. the protocol implementation are derived by looking at the

Semesters

Advanced topics

Embedded System Science

Fig. 1. A graduate program in embedded systems

A. Computer Science Courses



issues that mobility brings up: routing, network registnat lable Data Flow, multidimensional and heterochronous data

and security. Some protocols to solve all this problems aflew and boolean data flow.

presented. The last part of the class introduces continuous time models
A network node is an hand-held device that presents sevaral hybrid systems. The emphasis is on the semantics and

limitations in power consumption. This problem, which ishe techniques that are used to solve systems of diffetentia

presented as an important constraints, presents some apmnegjuations. In particular, problems like event detection an

ality with wireless sensor networks of the deeply embedd&@&no behaviors for hybrid systems are considered and the

networks class but it is not the only one. Connectivity anidhpact on the simulation engine are explained.

distributed information storage are also investigated sorde 2) EE2900: Embedded Software Engineeringhile the

solutions are presented. previous class explores the models that should be used in de-
Finally, some common platforms for this kind of systemsgeloping embedded software, this class focuses on a plarticu
like WLAN, UMTS, GSM and GPRS are presented. design flow. The class presents a model of computation, the

Giotto model [24], and explains why it is suitable for a class
of embedded software [18]. The class is divided in threespart
RTOS Concept# real time operating system is characterized
The electrical engineering division of the EECS Departmeby the services that it provides: environment communicatio
offers advanced courses that are focused on formal modelsdervices, event triggering services, software commuioicat
system level design and embedded software. Two classes s#f/ices and software scheduling. Tasks and threads are de-
particularly relevant to our discussion on embedded systenfined and a model for them is explained. A simple example
1) EE290N: Concurrent models of computation for embedf an RTOS is given. In their first homework, students have
ded software:This advanced class focuses on concurrent mog-implement an RTOS on the LEGO brick. The students now
els of computation for embedded software development [1Have a feeling of the RTOS abstraction level and the problems
It can be seen as the extension to and deep analysis of ithenodeling software at this level. The E-machine [25] isthe
first five weeks of EECS249. It has been taught four differedescribed and its properties are formally explained: s¢icgn
times with contents that are converging to a unified view ssf the E-machine, portability and predictability, deteniatic
that there is a plan of making it a regular graduate courdgshavior and logical execution time.
Abstract semantics, concrete semantics and implementatRTOS SchedulingSome classic scheduling algorithms are
of some of the most commonly used models are presentgeesented. First, a task is modeled with execution time and
Besides homework assignments, students are required to weeadline and the concept of preemption is explained. Then,
on a project. early deadline first and rate monotonic scheduling are ex-
The first two lectures present the main differences betwephained. The last part of this section is devoted to schedu-
embedded software and software for standard applicatinonslability tests like rate monotonic analysis (RTA) and model
particular, threads are formally defined and their limda§ based schedulability analysis (where tasks and schedarlers
are underlined with a particular emphasis on the problemsdeled as timed automata).
that arise when using this technique for developing comeurr RT CommunicationThe last part of the class deals with real
programs. Then, languages for particular applicatiorie litime communication. Messages are modeled with deadline and
NesC [22] and Lustre [10], are taken as representative wbrst case latency. Two protocols are presented in details:
domain specific models for embedded software. Controller Area Network (CAN) and Time Triggered Protocol
Then Process Networks (PN) are introduced and an abstr@cTP) [28]. The problem of fault tolerance is introduced and
semantics based on PN is presented together with the ndtiothee solution proposed by the TTP protocol is explained.
partial ordering and prefix ordering on sequences of evémts. 3) EE290a: Concurrent System Architectures for Appli-
this abstract settings, properties like monotonicity,toanty cations and ImplementationsThis experimental class was
and determinacy of a process are described as properties ofdffered in the Spring 2002. The focus of the class is on
input-output function on streams that characterize a m®cemodels for concurrent applications, heterogeneous prago
The fixed point semantics is also introduced when multipknd the mapping of the former to the latter [16]. This course
processes are connected together and loops are presertaimbe considered as a follow-on to EECS249 with respect to
the corresponding functional graph. A concrete semantidschitecture and Mapping.
is then presented and finally the concrete implementationThe first part of the class introduces the content of the @urs
of PN semantics, following the Kahn-McQueen executioby giving examples of applications and platforms. Several
semantics, is shown by using Ptolemyll as a platform fonodels of computation like finite state machines, process
implementing and composing models of computation. Theetworks, data flow, synchronous/reactive, communicatatg
problem of bounded execution (an execution that usedqaential processes and co-design finite state machines are
bounded amount of memory) is introduced and simulationtroduced emphasizing the fact that each model is paatityul
techniques are presented. suitable for a specific application domain. The Click [47]
After Process Networks, synchronous languages are intmedel of computation is explained for modeling the proaessi
duced together with the notion of complete partial ordersf streams of packets in routers.
and the least fixed point semantics of synchronous programsThe first example presented in the class is MPEG decoding
Dataflow models are extensively discussed: statically diche together with an entire flow from specification (using a flavor

B. Advanced Electrical Engineering Courses
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of Kahn process networks called YAPI [13]) to implemenB. Civil and Mechanical Engineering 290I: “Civil Systems,
tation. This example shows how the requirements of &ontrol and Information Management”

application condition the selection of a model of competi  The possibility of sensing the environment and communi-
and the underling implementation platform. Several pfat® cating over a dense network of tiny objects is of much interes
are then presented: the Nexperia [39] platform by Philigg; the civil engineering community. This course startshwit
for multimedia application and the Ixp1200 [27] platform by introductory lecture that motivates the use of embedded
Intel for network processing. For each platform, examples Qetworks with several applications: automatic control fod t
what kind of application they target are given together WitBART (Bay Area Rapid Transportation) system, earthquakes
performances result. monitoring and mesh stable formation flight of unmanned air
The Giotto model of computation and the E-Machine aRrghicles.

presented and an example of the software running on anthe emphasis of the class is on the formal specification
autonomous helicopter is shown. Another example show the complex networked systems. The Teja [48] environment
implementation of an IP router on a Virtexll Pro FPGA angs ysed as example of formal language to specify systems of
the implication of using a multi-threaded implementatibhe ysers and resources. Syntax and semantics of the language ar

SCORE (Stream Computations Organized for Reconfiguraliigplained in the class and students are trained in using the
Execution) [9] project is also presented. In this projecthboenvironment with labs and homework.

function and architecture are described using Kahn process

networks and the challenge is to find a schedule of processes V. THE UNDERGRADUATE PROGRAM

for bounded execution. The architecture is composed of a

X Our approach to embedded systems has been to marry the
set of processors that communicate over a shared networh P y y

ysical and the computational world to teach students leow t
Buffers are allocated on memory segments. The last Iectuggg P

. . . . son critically about modeling and abstractions. Tiaiakt
give an overview of multiprocessors platforms like RAW an lly undergraduate EE courses have focused on continuous
IWarp [6] and other programmable platforms like PSOC b%a{ y grad . . .
Cvpress and the Extensa Processor me and detailed modeling of the physical phenomena using
yp X ' partial and ordinary differential equations, while undadyuate
CS courses have focused on discrete representations and
IV. THE GRADUATE PROGRAM PART 3: computational abstractions. We noted that students thea we
CIVIL AND MECHANICAL ENGINEERING “boxed” in this dichotomy and had problems linking the two
worlds. The intellectual agenda was to teach students how
These two Departments have traditionally been interestedreason about the meaning of mathematical models, their
in embedded applications. They have some graduate coutg@sations and power. EECS20N (Structure and Interpi@tat
where embedded topics are featured. of Signals and Systems) was born with this idea in mind.
EECS 20N together with EECS 40 (Introduction to Micro-
electronic Circuits), CS 61A (The Structure and Interpieta
A. Mechanical Engineering 230: “Real Time Software fopf Computer Programs), CS 61B (Data Structures), and CS
Mechanical System Control” 61C (Machine Structures) are mandatory courses for any

The Mechanical Engineering Department offers a class ttBrkeley undergraduate EECS student. In addition to having
teaches students how to control mechanical systems usffy Important role in the general undergraduate education,
embedded software. It is a lab oriented class in the sense th§CS20N (see [30], [32]) is also at the root of a system
students are taught how to implement a controller in Java SR€NCe Program whose structure is shown in Figure 2. In this
an embedded processor. d!a_gram, EE149, H_ybrld and Embedded S_ystems, is an upper-

Even if methodology is not really the focus of this Classqlwsmn class that is un(_JIer de5|gn and will provide the idea
controlling a mechanical system implies understanding ti%llow-o.n to EECS20N in a curriculum that focuses on the
continuous dynamics governing it and the constraints thet oundations of embedded systems.
imposed on the reaction time of the software controller. The
class gives an overview of the real time control problem4. EECS20N: Structure and interpretation of signals and
Students are exposed to Java as a technology that allow $i&tems
development of real time systems and how complicated cbntro  a) Motivation and History: EECS20N [19] is a course
algorithms can be implemented on an embedded processiest electrical engineering and computer science studakes
This part takes one third of the entire class. This technologn their second year at Berkeley. Traditionally, our undady-
is applied to the control of motors. ates were exposed to a rigorous approach to systems inclasse

Students learn real time programming through a set of lalugfered in the junior and senior year dealing with circugainy,

The first two labs are meant to teach students how to writemmunication systems and control. The contents of the
a control algorithm for an embedded processor. The thicdurses were thought in terms of the application domain and
lab show how the software world interfaces with a physicalxposed a certain degree of duplication, as ordinary eiffial
component like a motor. In the following lab sessions, stitsle equations and transforms such as Laplace and Fourier were
are guided in implementing a feedback control algorithm faommon tools. In addition, the modeling techniques used
a motor. were essentially continuous time ignoring for a large plagt t
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and examines the waveform in both the time and frequency
domain. Systems are described as functions that map fusctio
(signals) into functions (signals). Again, the focus is oot
how the function is defined, but rather on what is the domain
@ @ and range. Block diagrams are defined as a visual syntax for
composing functions.
e comer The connection between imperative and declarative descrip
e tion is fundamental to set the framework for making the intel
lectual connection between the labs and the lecture mhteria
The, finite state machines are introduced and analyzed. Non-
determinism and equivalence in state machines is explained
Equivalence is based on the notion of simulation, so sirarat
relations and bisimulation are defined for both determimist
and nondeterministic machines. These are used to exphtin th

. . wo state machines may be equivalent even if they have a
discrete world. From conversations among the system facult. .
ifferent number of states, and that one state machine may

rnedl(lieangrsr?ﬁrgrplgg tsgbsrt)atzgg”;’ g}[reofr(l)urlloiitif?sroéam}blse[ q g an abstraction of another, in that it has all input/output
9 9 P 9 e(tilaviors of the other (and then some). Composition of finite

sy_srterg.thsqu. h ircuit th dth i state machines and the feedback loop connection is intesduc
raditional courses such as circutt theory (and the reay 'The most useful concept to help subsequent material is that
emphasis on linear time-invariant systems) were no Iongr%réa back loops with delays are always well formed

deemed core courses and a unified approach to the basics he last part applies the theory to real examples that depend
the interests and expertise of the instructor, but we have

signals and systems took form as the seed for launching &0
specifically covered vehicle automation, with emphasis on

initiative to bring our students to appreciate the math@aht
feedback control systems for automated highways. The use

underpinnings of embedded system analysis including conti
ous and discrete abstractions and models. In particulavafet o& discrete magnets in the road and sensors on the vehicles
ovides a superb illustration of the risks of aliasing.

Lee and Pravin Varaija embarked in 1999 for the journey th
eventually led to EECS20N. They wrote a book [33], buil c) The Lab: A major objective of the course is to
duce applications early, well before the studentehalt

a course on the fundamentals needed to understand sigﬂﬁt%

and systems, and adopted K.)O|S SQCh as Ma_tlab [?7] 1o 'OVYﬁ)r enough theory to fully analyze the applications. Thiphel
the barrier to abstract reasoning using extensively v n motivate the students to learn the theory. In the Lab, we
phasize the use of software to perform operations thad cou

of system behavior. The description of their approach can éo
found in two papers [30], [32] from which this section is take not possibly be done by hand, operations on real signals such
as sounds and images.

b) The Program of the Courséfhe themes of the course
While the mathematical treatment that dominates in the

are:
« The connection between imperative (computational) angeture and textbook is declarative, the labs focus on an
declarative (mathematical) descriptions of signals anghperative style, where signals and systems are constructe

Fig. 2. Pre-requisite Structure for Undergraduate Progra®ystems

systems. _ ) procedurally. Matlab and Simulink [37] are chosen as the
« The use of sets and functions as a universal language f@fsis for these exercises because they are widely used by
declarative descriptions of signals and systems. practitioners in the field, and because they are capable of

» State machines and frequency domain analysis as co@jlizing interesting systems.

plementary tools for designing and analyzing signals andThere are 11 lab exercises, each designed to be completed in
systems. one week. The exercises include: Arrays and Sound, Images,
« Early and frequent discussion of applications. State Machines, Control Systems, Difference and Difféaént
State machines were the means to introduce EE student&tpations, Spectrum, Comb Filters, Modulation and Demodu-
reason about digital abstractions, frequency domain aiglylation, Sampling and Aliasing. Two of the weeks are quite in-
to introduce CS students to reason about the continuous titeeesting (State Machines and Control Systems) from thet poi
world. The use of applications is essential to keep the sitsdeof view of embedded systems and models of computation. The
interested and motivated in absorbing a material that otiser third lab uses Matlab as a low-level programming language
may be too arid and abstract at an early stage of engineeriogconstruct state machines according to a systematic mesig
education. pattern that will allow for easy composition. The theme a th
The introduction to the course motivates forthcoming mdab is establishing the correspondence between pictaal r
terial by illustrating how signals can be modeled abstyacttesentations of finite automata, mathematical functiommgi
as functions on sets. The emphasis is on characterizing the state update, and software realizations. The main giroje
domain and the range, not on characterizing the functieif.ts in this lab exercise is to construct a virtual pet. This peoil
The startup sequence of a voiceband data modem is usedsasspired by the Tamagotchi virtual pet made by Bandai in
an illustration, with a supporting applet that plays theyverdapan. Tamagotchi pets were popular in the late 1990s, ahd ha
familiar sound of the startup handshake of V32.bis modeimehavior considerably more complex than that described in
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this exercise. The students design an open-loop conttbler its cost, weight, size and power consumption. The course

keeps the virtual pet alive. This illustrates that systécady will present methods to capture implementation platforms
constructed state machines can be easily composed. and to map functionality to platforms.

In the Control System lab, students modify the pet so thate Applications will be emphasized as drivers and as test
its behavior is nondeterministic. They are asked to consau cases for the methods presented in the class. In particular,
state machine that can be composed in a feedback arrangementduring the course, students will be asked to develop com-
such that it keeps the cat alive. pletely an embedded system in a particular application

domain using the methods taught. This design work will
be carried out in teams whose participants will have

enough diversity as to cover all aspects of embedded
EECS20N has reached a degree of maturity that will allow  system design.

it to be taught by any faculty in the Department given the gince many of these topics are covered in EECS249, the
large amount of teaching material available. During thet f'rﬁraduate class, we will borrow heavily from that experience

years, the course was not among the favorites of the Stud€fjf§ie the material of EECS249 will evolve towards more
given its generality and mathematical rigor. However, th&dvanced topics

fine-tuning of labs and lectures and of their interrelatias h
had a positive effect on the overall understanding of the
material and the students now express their satisfactiom wi
this approach. Having laid out the foundation of the work, We outlined the embedded system education program at
we are now considering extending the present offering in tffee University of California at Berkeley. We stressed the

upper division. The EE149 class in gestation will emphasi#@portance of foundations in education as opposed to techni
three main aspects: calities. Embedded systems are important enough to warrant

o The idea of introducing signals and systems as describ%(ﬁ:"’“e‘c_UI anaIy_S|s pf _th(_a mathematlc_al b‘?‘ses upon Whlc.h we
here with the operational and the denotational view cait! build a S_O“d discipline that marries rigour with praat!
be traced to the research work that led to the developméﬁlﬁvance' Given the present r(_)I_e of embedded systems n our
of the Lee-Sangiovanni-Vincentelli (LSV) tagged Signarlesearch agenda and the traditional approach to education i

model [31], a denotational framework to compare modeﬁge leading US Universities, the first courses to be develope
of comput:ation While the concept of time is not a8re advanced graduate courses. The natural evolution is to

abstract as in the LSV model, the course does present ﬁ%idify the teaching material to a point where regular geid
’ gasses can be taught and finally move the contents to the

denotational view of systems along similar lines. EE14 d duat iUl hile th duat adi
will focus on the semantics of embedded systems affjdergraduate curriculum while Ih€ graduate courses adjus

introduce a consistent family of models of computatioﬁominuous'y o th? -qdvances in the field brought about by
with the relative applications, strengths and weakness g_search.. The erX|p|I|ty of the US system allows to change
. Using Matlab and Simulink as a virtual prototypin airly easily the curriculum and to strive for relevance ke t

method and being exposed to both the digital and e c_hanglng s_omety and cultural landscape. :

analog abstraction, the students have an early exposur hile we believe that our program has ach|e_ved a set of
to hybrid systems [35] as an important domain folmportant goals, we do realize that much remains to do. At
embedded systems where a physical plant described”?ﬁ. L!ndergraduate IeveI., we are planning to introduce aefupp

the continuous-time domain is controlled by a digitaﬁi'v's'on class on hybrid and embedded software systems.

controller. We will devote a substantial portion of théAt the graduate level, we are cons_lderlng th_e addition  of
regular courses on theoretical foundations focusing oatfan

course to the discussion of the properties of hybri - . . :
scription and manipulation as well as one on reconfigarabl

models as paradigms for the future of large scale syst i ;
monitoring and control. and programmable architectural platforms to follow theibas

. A substantial problem is the way in which Simu”n%‘r;duate course (EECS249) on embedded systems. We also

B. Discussion and future directions

VI. CONCLUSIONS

combines discrete and continuous-time models. Simuli lieve that embedded system courses should be considered

essentially embeds the discrete in the continuous d8_undati0na| courses for the entire college of enginecsmnd

main, i.e., the numerical integration techniques deteemit}’® '€ workiljg_with our Dean and Department Chairpersons
the time advancement for both continuous and discref addre_ss this issue. .
models. Thusde facto Simulink implements a single The VIEWS presented here are for a Iargg part shared with
model of computation: the synchronous reactive modg]e Art|SF (4 NerorI<_ of Excellence Educa‘gon Tegm_whose
where logical time is determined by the integration aegenda is described in another paper of this special issue.

gorithm. This may make Simulink non ideal for teach-
ing embedded systems where heterogeneous models of VII. A CKNOWLEDGEMENTS
computation play a fundamental role. We will add to We wish to acknowledge the long-time collaboration with
the Matlab/simulink environment, Ptolemy Il as a desigidward Lee, Tom Henzinger, Richard Newton, Jan Rabaey,
capture and verification tool to obviate this problem. Shankar Sastry and Pravin Varaija in the research and taachi

« Implementation platforms are important as they deteagenda on embedded systems at Berkeley. The help and
mine the real-time properties of the system as well asipport of the Metropolis group is gratefully acknowledged
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