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Abstract

Successful tracking of articulated hand motion is the first
step in many computer vision applications such as gesture
recognition. However the nonrigidity of the hand, complex
background scenes, and occlusion make tracking a chal-
lenging task. We divide and conquer tracking by decompos-
ing complex motion into non-rigid motion and rigid motion.
A learning-based algorithm for analyzing non-rigid motion
is presented. In this method, appearance-based models are
learned from image data, and underlying motion patterns
are explored using a generative model. Non-linear dynam-
ics of the articulation such as fast appearance deformation
can thus be analyzed without resorting to a complex kine-
matic model. We approximate the rigid motion as planar
motion which can be approached by a filtering method. We
unify our treatments of nonrigid motion and rigid motion
into a single, robust Bayesian framework and demonstrate
the efficacy of this method by performing successful track-
ing in the presence of significant occlusion clutter.

1. Introduction
Visual tracking and motion analysis play an important role
in many areas such as surveillance, sports, and human-
computer interfacing. Tracking of rigid and non-rigid ob-
jects such as vehicles [2] and humans [1] has been under
extensive investigation in recent years. In this paper we ad-
dress the problems of tracking and recognition of articulated
hand motion in complex scenes, and scenes with significant
occlusions in a single view. In these situations, simulta-
neous estimation and recognition of articulated hand poses
can be a challenging problem but is crucial for real-world
applications of gesture recognition. With this aim in mind,
we explicitly decompose the articulated hand motion into
rigid motion and non-rigid dynamical motion. Rigid mo-
tion is approximated as motion of a planar region and ap-
proached using a Particle filter while non-rigid dynamical
motion is analyzed by a Hidden Markov Model (HMM) fil-
ter. Although all existing methods have some difficulties in
tracking non-rigid motion, our unified method demonstrates
its strength by successfully recovering continuously evolv-

ing hand poses in complex scenes. Due to its ability to link
the observations and underlying motion patterns in a gener-
ative fashion, hand articulation is correctly estimated even
under significant occlusions.

A considerable body of work exists in hand tracking and
gesture recognition. Depending on the complexity of the
task, tracking can be done at different levels of accuracy. A
common approach is to assume that the gesture information
is encoded solely by trajectory which can be obtained via
simple blob tracking. In contrast, we aim to preserve shape
information as well. All tracking methods have some asso-
ciated representations, either kinematic model-based [10],
[8], [5] or appearance model-based [12], [15]. Kinematic
model-based methods construct a geometrical model before
tracking. Although it can provide more information about
hand configurations than 2D appearance, during tracking it
is usually associated with a tedious model fitting process,
and could fail to maintain tracking where there is fast ap-
pearance deformation; in gesture recognition this is impor-
tant for semantic interpretation. PCA appearance models
[12] have the advantage of the ability to generate a new ap-
pearance using a small training set, but linear correlations
impose a limit to its applications. Complex scenes and oc-
clusion clutters pose serious distractions to these represen-
tations. Therefore, in this paper, we adopt an exemplar rep-
resentation similar to that proposed by Toyama and Blake
[17]. Exemplars have advantages over other representations
because a useful object model and noise can be learned di-
rectly from raw data, and the non-linear nature of articu-
lations can be conveniently represented by a sequence of
exemplars which exhibits first-order Markov dependence.

Although the Hidden Markov Model [16] was pro-
posed for sign-language analysis [3] and gesture recogni-
tion nearly a decade ago, it is not until recent years that
some intrinsic aspects of the Hidden Markov Model for
tracking non-rigid motion have been fully discussed [17].
We draw inspiration from Toyama and Blake [17], but our
approach differs from theirs in the following aspects:

1. In [17], shape exemplars are built from edge-maps.
Edge cues are sparse features [18], so tracking nor-
mally requires dense sampling in a particle filter
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method. Usually the applications are limited to a rela-
tively uncluttered environment such as in [17], since
cluttered background and occlusions will introduce
more errors for observations than multiple hypotheses
can handle. However, as demonstrated later, exemplars
can also be constructed from regions, which are robust
to distractions.

2. Two independent dynamic processes (global motion
and shape changes) share the same joint observation
density provided by the chamfer distance in [17]. Thus
simultaneously tracking both shape changes and global
motion is only made possible via monte-carlo approx-
imation using a large particle set, which must both rep-
resent shape and position. In contrast, we separate the
observation processes, particle filter is used only to
track the region locations, therefore less particles are
used.

In this paper we propose to reexamine the following rel-
evant issues of estimation of non-rigid hand motion using
a learning-based approach: (1) The articulated hand de-
scription and associated motion analysis methods. (2)
Robustness to complex scenes, significant occlusions,
and self-articulation distortions. Rather than modelling
a joint observation density as in [17], we explicitly separate
the complex hand motion into two components assumed in-
dependent: cyclic shape variations and hand region motion,
each has its own dynamic process and observation density.
Then we unify two standard solutions, the HMM filter and
the Particle filter, into a novel Joint Bayes filter (JBF).
The overall benefit of our approach is obvious: Tracking
and recognition of articulations can be performed simulta-
neously. Due to the independence of two observation pro-
cesses, JBF tracker can withstand significant occlusion dis-
tractions and perform well in cluttered scenes. The organi-
zation of this paper is as follows: in section 2, we will intro-
duce the problem, and a brief outline of our method will be
analyzed in a research context. In section 3, the Learning-
Based Tracking component is examined in details. In the
next section, the rigid motion component is analyzed by a
particle filtering approach. Afterwards some experimental
results will be given. Finally, we present a summary of the
work, and an outline of future research directions.

2. Joint Bayes Filter Method
Figure 1 shows us two example frames from a video se-
quence used for experiments. Changing appearances be-
tween successive frames can be significant, and thus rule
out the standard assumption of constant intensity underly-
ing optical flow [12]. Although an edge-based tracker [19]
may perform well in normal situations, the strong occlusion
clutter introduced later in the paper will damage a tracker

Figure 1: Two successive frames from a video sequence of
hand motion.
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Figure 2: The tracking system diagram.

without prior dynamics [12], or with only weak prior dy-
namics [19]. In this situation, even dense sampling will not
help tracking articulations because of the lack of a proper
dynamical model of hand articulations. These difficulties
call for better hand representations and proper dynamical
model based on the representations.

To deal with fast appearance deformation, strong occlu-
sion clutter and complex scene, we propose the use of shape
and colour for hand representations. Although a global
shape region provides a more reliable measure of the ob-
ject than sparse boundary edges in tracking, in the presence
of heavy occlusion clutter, we still need a strong dynamic
model of hand shape variation to infer what is happening
behind the scene. We believe that such shape dynamics
learned from regions are more reliable than their edge-based
counterparts. Colour is another useful cue, because it can
not only provide task-specific object representation (for ex-
ample, skin colour can segment the hand from the shadows
and form a silhouette sequence), but also provide a good
measure of the moving region when we need to approxi-
mate ‘rigid region’ motion. In this paper, we exploit the fact
that colour-histogram of the region of interest is invariant to
geometrical distortions provided that it is correctly tracked.
This rigid colour appearance has been studied in [6], [14]. A
multiple hypothesis based particle filter together with colour
representations form a good basis for region-based tracking.

Although a colour and shape based tracker was proposed
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Figure 3: In each video frame, the Particle filter first locate
the hand, and then the HMM filter infers about its’ appear-
ance. The appearance is used to update the Particle filter for
the next video frame.

in [19], our approach differs significantly from theirs. No
dynamic models of hand shape variations are learned in
[19], yet this dynamics together with relatively robust fea-
tures are crucial for tracking non-rigid motion under severe
occlusions. A compact global silhouette representation as
image moments [20] (X = (m0, . . . , mn) where mi is
the ith moment of the shape) can avoid the tedious need to
find the hand shape from multiple observations at local re-
gions, and thus save computational resources for the colour-
histogram computation and non-rigid shape tracking. In our
Joint Bayes Filter (JBF) method, a colour-based particle fil-
ter provides a robust estimation of non-rigid object trans-
lation and localizes the most likely hand location for the
HMM filter. In turn, the shape output from the HMM fil-
ter provides the importance weighting for the particle set
before the resampling stage and the particle set updating
in the prediction stage. This combination distinguishes our
method from others. For illustrative purposes, we introduce
the overall tracking system in Figure 2. The relationship be-
tween the two independent Bayesian filters, the HMM filter
and the Particle filter, is summarized in Figure 3.

3. Learning-Based Tracking

In this section, we briefly analyze the process of Learning-
Based Tracking (i.e. the HMM filter) in our Joint Bayes
Filter. Like a speech signal, we assume the articulation of
hand motion is a time sequential process and can provide
time-scale invariance in recognition and tracking. In most
situations non-rigid motion periodically causes appearance
changes. The underlying motion patterns of the articula-
tions are intractable, but the appearance changes often ob-
serve statistical constraints. We can sometimes replace the
problem of tracking non-rigid motion with tracking appear-
ance changes. Though a silhouette of the hand is one of the
weak cues and cannot preserve 3D structure of the hand, it

could provide a reasonable amount of information about the
articulated shape changes in the image plane without resort-
ing to a complex hand model. We compute image moments
of the silhouettes as in [20]. Although a single silhouette
and its image moments cannot reveal the truth about the un-
derlying motion patterns, when we accumulate this weak
evidence given sufficient amount of training data, a use-
ful dynamic appearance manifold embedded in the train-
ing data can be discovered. In line with recent advances
in manifold learning [9], we embedded our image moments
sequence in a metric space for illustrative purposes. Figure
4 shows the distributions of articulated hand appearances in
the manifold. Here, tracing any obvious trajectory will com-
plete a cycle of articulated hand motion. The sparseness of
the clouds not only presents the evidence of possible hidden
states lying under the motion sequence, but also encodes the
belief of possible state transitions in the articulated motion.
Certain intermediate stages cannot be bypassed while the
articulations in real hand motion cause appearance defor-
mations. This property presents an important clue for our
tracker to cope with significant occlusion as discussed in
Section 5.

3.1 Learning and Tracking

Having assumed that non-rigid motion causes a dynamic
appearance manifold, and verified that a sequence of im-
age moments can actually replicate such dynamics (Figure
4), we can concentrate on the essential learning and in-
ference components for our tracking objective. Similar to
the statistical learning in HMMs, we have to acquire ex-
ample appearances as tracker representations and construct
the dynamical appearance model from the examples. Dur-
ing tracking, in order to estimate what is going to be next
most likely appearance correctly, the best underlying state
sequence has to be decoded from current observation and a
prior dynamic appearance model.

Besides the need for handling small non-rigid motion, it
is neither convenient nor necessary for us to keep all the
information of the object during tracking. Therefore a clas-
sical VQ algorithm [13] is used in the learning stage. A
sample set of typical appearances is thus obtained (Figure
5).

1. Initialization: Let the length of codebook be N;
Randomly genererate initial codebook: YN =
(Y 0

1 , Y 0
2 , . . . , Y 0

N ); Set the stopping criterion ε; Obtain
training sequences: TS = (Xn; n = 1, 2, . . . , M);

2. Division: Use Y n
N as the centroid of the classes. Divide

the training sequences into N classes using L2 distance
measure, Sn

j = (X |d(X, Y n
j ) < d(X, Y n

i )), i �= j,

Yi, Yj ∈ Y
(n)
N ,X ∈ TS ; Calculate the average loss and
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Figure 4: Manifold of the hand articulations embedded in a metric space.

Figure 5: Sample examplars of hand apperances.

relative loss: Dn = 1
M

∑M
r=1 min d(Xn, Yn); D̂n =

|Dn−1−Dn

Dn | if D̂n ≤ ε stop computation, else continue.

3. Generating new examplar: Yi= 1
|Si|

∑
X∈Si

X , from
the N new centroids, construct a new codebook, goto
(2) until D̂n+1 ≤ ε.

The non-parametric learning algorithm used is very simi-
lar to the K-NN algorithm in the first step of Local Lin-
ear Embedding (LLE) [9] which we use to visualize the
underlying motion patterns in Figure 4. Given temporally
aligned visual data, optimal estimation of the codebook
size N can be easily achieved. Having obtained the code-
book, it is straightforward to learn the temporal transitions
(i.e.the shape dynamics) using standard HMM techniques
(in particular the Baum-Welch algorithm [16]), here first-
order Markov denpendence is assumed..

Discrete appearance tracking, in contrast to the problem
of learning in our learning-based tracking component, has
as its ultimate goal the estimation of the most likely ex-
emplar stored in the codebook given past appearance his-
tory and current observations. As in speech recognition and
gesture recognition, we make the assumption that during
articulated appearance tracking, making the best decision
at each video frame has a global optimal tracking result.
In line with the latest developments in probabilistic track-
ing [4], we demonstrate that learning-based tracking in JBF
can be fully incorporated into a Bayesian framework. Here,
Xt represents the shape tracker state (the associated exem-
plars) at time t, and Zt represents image observations (im-
age moments of the silhouettes in this case) at time t. Fur-
thermore we assume that Zt is conditionally independent
of Zt−1 given Xt. d(Xt, Zt) refers to the distance mea-
sure in the feature space. In the algorithm described below,
AS(Xt) denotes the shape tracker output from the HMM
filter. AH(xt) is the most likely hand region estimated by
the Particle filter. The Learning-Based Tracking algorithm
is summarized below:

1. Belief Propagation: Generate a new prior P (Xt|Zt)
by propagating P (Xt−1|Zt−1) through HMM or gen-
eral case Markov Chain.

2. Hypothesis Generation: Acquire the most likely re-
gion AH(xt) from the region tracker discussed in Sec-
tion 4, within the region, perform colour segmentation
and measure the moments of the silhouette, get the
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(a) Frame 1 (b) Frame 30

(c) Frame 50 (d) Frame 70

Figure 6: The masks represent the region being tracked, left-hand for deterministic colour tracking results, right-hand for
probabilistic colour tracking results.

likelihood function P (Zt|Xt) where

P (Zt|Xt) ∼ exp(−λd(Xt, Zt)). (1)

3. Decision Making: Compute maximum a posteriori
(MAP) Probability P (Xt|Zt) via Bayes’ rule. Output
the most likely shape AS(Xt).

4. Colour-Region Tracking
Tracking non-rigid hand motion cannot be successful with-
out a robust global motion estimator, and this is an equally
important issue when occlusion occurs. A particle filter is
now the standard tool to handle such multimodal nature dis-
tractions. Colour-histogram is a relative robust and efficient
region descriptor invariant to non-rigid object translation,
rotation and occlusion. Colour-histogram based particle fil-
ter [14] provides a robust region estimation of the articu-
lated hand. In our JBF framework, only when the hand re-
gion is correctly localized, can colour segmentation provide
an accurate silhouette input to the HMM filter.

Traditional colour particle filter tracker has some draw-
backs. First it lacks a sophisticated mechanism for updating
the region’s scale changes. This difficulty rules out the pos-
sibility of using a correlation based method [11] and cause
troubles for deterministic methods [6]. In [6] and [14], no
clear solutions for updating the scale are given. A recent
work attacks this problem by utilizing scale-space concepts
[7]. In fact, the adaptive scale corresponds to the non-rigid
shape changes. In our JBF framework, we explicitly model
the dynamics of the particle set as a first-order AR process,
updated by AS(Xt) from the HMM filter. A second prob-
lem with the traditional particle filter is that factored sam-
pling often generate many lower-weighted samples which

have little contribution to the posterior density estimation.
Acurracy and efficiency are sacrificed. However, the HMM
filter in the JBF tracker provides an additional sensor which
can reweight the particles and form an ‘important’ region
for the particle filter.

In short, in the JBF framework, monte-carlo approxi-
mation provides an optimal localization of the hand region
regardless of its articulation, background clutter, and even
significant occlusion. This advantage reduces the distrac-
tion of occlusion and background clutter to the non-rigid
shape inference. On the other hand, the HMM filter ’s out-
put model the dynamics of the particle set and provides the
importance reweighting of the particles, thus improves the
accuracy and efficiency of the region tracking. In each video
frame, complementary optimal Bayes beliefs are thus fused
and propagated through the Markov chain.

We summarize the Particle filter part of Joint Bayes Fil-
ter algorithm as follows: The state vector of the Particle
filter is defined as xt = (x, y, sx, sy), where x, y, sx, sy re-
fer to the rectangle location L(x, y) in the image plane and
scales along x, y coordinates. M is the number of parti-
cles used. bt(u) ∈ {1, . . . , N} means the bin index asso-
ciated with the colour vector yt(u) at pixel location u in
frame t. Assume we have a reference colour histogram:
q� = q�(n)n=1...N obtained at the initial frame. qt(xt) de-
notes the current observation of the colour histogram of the
region, qt(xt) = C

∑
ω(|u − L|)δ[bt(L) − n], where C is

a normalization constant ensuring
∑N

n=1 qt(xt) = 1, ω is
a weighting function. D([q�, qt(xt)]) represents the Bhat-
tacharyya coefficients [6].

Similar to the weighting scheme in [19], the importance
function gt(Xt) is obtained from the HMM filter. gt(Xt) ∼
exp(−λ(C(St) + ∆xt)) where C(St) denotes the centroid
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(a) Frame 1 (b) Frame 2 (c) Frame 3 (d) Frame 4 (e) Frame 5 (f) Frame 6

(g) Frame 7 (h) Frame 8 (i) Frame 9 (j) Frame 10 (k) Frame 11 (l) Frame 12

Figure 7: Tracking results of the JBF tracker, the Particle filter determines the most likely hand region (the red rectangle), the
HMM filter produce the most likely appearances (the green contours).

of the shape. ∆xt is the offset between the centroid of the
shape and the colour-region, thus the particles which are
faraway from the target have lower weights.

1. Initialisation: Select the hand region, obtain the refer-
ence colour-histogram q�. For i = 1, 2, . . . , M , ran-
domly generate the initial particle set x

(i)
0 .

2. Importance sampling step: (a) For i = 1, 2, . . . , M ,
draw new sample set from x̃t

(i) ∼ p(xt|x(i)
t−1), here

the dynamic process is a first order AR model. (b) For
i = 1, 2, . . . , M , calculate the colour-histogram dis-
tribution qt(x̃t

(i)). Evaluate the importance weights

ω̃t
(i) =

p(xt|x(i)
t−1)

gt(Xt)
p(zt|x̃t

(i)), where observation den-

sity p(zt|x̃t
(i)) ∼ exp(−λD2[q�, qt(x̃

(i)
t )]). (c) Nor-

malize the importance weights.

3. Selection step: Resample with replacement M par-
ticles (x(i)

t ;i = 1, 2, . . . , M ) from the set (x̃(i)
t ;i =

1, . . . , M ) according to the importance weights. The
mean of 10% of the best particles is estimated as
AH(xt).

5. Experiments and Results
We design several experiments to examine the performance
of the JBF tracker.

1. Colour-region tracking. The aim of this experi-
ment is to evaluate the particle filter’s improvement on
colour region tracking. We implement the algorithm
given in [14] and perform a test on a face sequence,
in which we initialize the tracker on the face region

selected at the initial frame. Deterministic colour-
histogram distance minimization is easily distracted by
the background clutter while multiple-hypothesis par-
ticle filter helps stabilize the tracker. See Figure 6 for
illustration.

2. Tracking dynamic appearances using JBF. We ob-
tain a long video sequence of cyclic hand motion. 60%
of the data is used for training the dynamic appear-
ance model P (Xt|Xt−1) and selecting the exemplar
set, the rest for tracking. 200 particles are used to ap-
proximate colour-histogram density in Y UV colour-
space (8 bins for each channel). Near real-time per-
formance has been achieved for the overall tracking
system. The result is shown in Figure 7. Small non-
rigid appearance deformations and varying changing
speed between successive frames are well captured by
the HMM filter. In fact, the gait of the articulated hand
motion is encoded in the strong appearance dynamics
which is built in the learning stage. We also notice
that even using the weak cue of image moments alone,
tracking non-rigid hand poses in the JBF framework
can achieve rather good performance.

3. Coping with occlusions. In Figure 8, we demon-
strate that the region tracker reduces the distractions
to the HMM filter. Of most interest is whether the
performance of the HMM filter tracker will degener-
ate under several frames of significant occlusions. Ex-
periment (Figure 9) shows that skin colour occlusions
do not prevent the tracker from recovering the articu-
lated hand poses. This suggests that our learning-based
tracking component in JBF framework is robust to sig-
nificant occlusions and unreliable observations.
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(a) Frame 1 (b) Frame 2 (c) Frame 3 (d) Frame 4

(e) Frame 5 (f) Frame 6 (g) Frame 7 (h) Frame 8

Figure 8: The Particle filter in JBF reduces the distractions to the HMM filter.

Here we summarize the mechanism of the HMM filter to
handle occlusion clutter as demonstrated in (Figure 9) :
P (Xt|Xt−1) represents the strong appearance dynamics of
hand motion learned, P (Zt|Xt) represents the observation
density (see Equation 1. In discrete appearance tracking,
the most likely shape appearance estimation is given by
P (Xt|Zt) ∼ [P (Xt−1|Zt−1) · P (Xt|Xt−1)] · P (Zt|Xt).

Suppose up to frame t, there are no occlusions or unreli-
able observations. From frame t+1, a significant occlusion
is introduced into the video sequence. Then the observa-
tion density P (Zt+1|Xt+1) contributes little to the shape
appearance tracking with the first two components corre-
sponding to the dynamic prior being most influential. A
strong dynamic appearance model P (Xt|Xt−1) obtained
during the learning stage, and a correct initial estimate
P (X0|Z0) in the tracking stage, are two important factors
which enable the HMM filter tracker to give an optimal es-
timate even under harsh conditions.

6. Conclusions and Future Work
This paper is an extension to recent efforts to combine the
HMM filter and the Particle filter for the purpose of vi-
sual tracking. We place emphasis on non-rigid hand motion
analysis in the presence of scene clutter and occlusion, sit-
uations which are not covered by previous work. The suc-
cessful tracking and recognition results of this work have
potential applications in gesture recognition and augmented
reality. The experimental results presented in the paper can
be found at http://www.robots.ox.ac.uk/ ˜fei.

We make the following contributions in our paper:

1. Explicitly separate the articulated hand motion into
two independent observation processes: non-rigid mo-

tion and rigid region motion. Different dynamic mod-
els in JBF (dynamic appearance model in the HMM fil-
ter modelling the shape changes, auto-regressive pro-
cess in the Particle filter updating the particle set) are
complementary for articulated hand motion tracking.

2. Demonstrate the probabilistic inference mechanism of
the HMM filter in visual tracking. In contrast to the
multiple hypothesis in particle filter, we show that
state-based inference is also robust to occlusion clut-
ter and unreliable measurements. Both methods are
fully Bayesian and therefore this combination (JBF fil-
ter) gives robust tracking results in real-world applica-
tions.

3. In contrast to the previous work, we associate shape
descriptors with the HMM filter, colour-histogram ap-
pearance model with the Particle filter, independent
target representations are closely related to the motion
estimation objective, in a hand tracking and recogni-
tion application.

Due to the complexity of hand articulations, there are
some issues that remain to be explored in the future. A few
are summarized as follows:

1. Hand appearances invariant to the viewpoint. Simple
image moments are robust enough for estimation ap-
pearances in hand articulation even under significant
distractions. However the changing of viewpoint will
degenerate the performance significantly. Multiple-
view representation seems to be a potential research
direction.

2. We propose joint filters in estimation of both motion
and appearance. The combination of state-based infer-
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(a) Frame 1 (b) Frame 2 (c) Frame 3 (d) Frame 4 (e) Frame 5 (f) Frame 6

(g) Frame 7 (h) Frame 8 (i) Frame 9 (j) Frame 10 (k) Frame 11 (l) Frame 12

Figure 9: The HMM filter in JBF withstands several frames of occlusion clutters.

ence method and sampling method is still a research
issue. We plan to investigate further.
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