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Abstract

This dissertation focuses on the negative polarity itgeisanymore either and
neither, which | callnegative polarity particle¢NPP). Their distribution is examined
and a licensing condition is proposed.

The negative polarity particles are licensed in many enviratsnknown to
license negative polarity items. They are licensed by seaterggation, the words
few, rarely, barely, the negative implicative verbs likkail andrefuse and the negative
implicative constructions such asgithout with a clausal complement artdo of

excess:
(1) He didn't like me and 1 didnfike him either.

(2) Few Americans have ever been to Spain. Eanadians havejther.

(3) That has rarelyrappeneget, but it's going to happen at lot.

(4) She_barelyacknowledged Ruthie, ameitherdid anyone else, understandably.
(5) I was tooscared tditchhikeanymore

On the other hand, the negative polarity particles are not licemseddcedents of
conditionals, restrictors of quantifiers, comparatives, superlagiveé®emotive factives.

(6) *Everyonewho is hereanymorewill receive a prize.

(7) *If you have been to Amsterdam, you probably visited the Rijksmuseum, and

neitherhave I.
(8) *I regretthat my car has arriveget
(9) *I feel better than | have ever felt befaither.

In this dissertation | propose assertivity as an additional d¢onditeeded to
distinguish between these two sets of environments. Clausal \dgseésticombined
with downward monotonicity to create a complete licensing conditiothéonegative
polarity particles. The brief definitions of clausal assdstjvilownward monotonicity
and the licensing condition are as follows. A claxi$e downward monotone relative

to z if the predicate position of is downward monotone in A clausex is assertive



relative toz iff assertingz illocutionary entails assertingor asserting-x with some
assertion strength. A clauges semantically negative relative taf x is downward
monotone relative t@, andx is assertive relative ta. A clausex is semantically
negative iff there exists (which may bex itself), such thak is semantically negative
relative toz. Negative polarity particles are licensed in semantically negativueeda

This condition explains the differences between the downward mondturses
that license the negative polarity particles and those thabhodlo The downward
monotone clauses in which the NPPs are licensed are alsovassertd hence
semantically negative. The downward monotone clauses in which the &Bmot
licensed, are not assertive relative to the clause containirligéhser, therefore such
clauses are not semantically negative.

| also examine negative polarity particles in some other laygguaSpanish
tampoco ‘either’, Frenchnon plus ‘either’, German rgichf) mehr ‘anymore’ and
Russianbol’'she‘anymore’. It is shown that these particles only occur in seoadiyt
negative environments. In addition, | investigate the relationship betiveemtion of
semantic negativity and the notions of argumentative orientation andghsguistic
negativity.
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1 Introduction

The topic of this thesis is a class of words that | will cebative polarity
particles The negative polarity particles in English include the wgetsanymore
either, and neither These words, in their relevant sense, do not occur in simple
positive sentences, but can occur in negative sentences, as thenfplexamples

demonstrate:

(1) This album is not releaseget

(2) This album isalreadyreleased / *This album is releasest
(3) I don’t work thereanymore

(4) I still work there / * | work theranymore

(5) He didn't like me and | didn't like himither.

(6) He liked me and I liked hirtoo/* either.

(7) You work for free, anda* neitherdo |.

(8) You don't work for free, andeitherdo I.

The negative polarity particles are a subclass of a larigess of words and
expressions known asegative polarity itemsThese are words known to appear in
negative sentences, and in other environments that share some @sopeti
negation. The main question in the research on the negative polarisyigdhat of
licensing defining a condition that formally distinguishes between the enveatsn
in which the negative polarity items can occur and the environnemich they
cannot occur. In this thesis | perform this task for the negativeitygbarticles. First,
| examine their distribution and show how it is different from that of the other megati
polarity items. | observe that the conditions proposed in the pricatlite on negative
polarity items are not adequate for the negative polaritygeestand then | proceed
with formulating an appropriate licensing condition.

The outline of this thesis is as follows. Chaftecontains a survey of previous

literature on negative polarity items. From the origins ofrédsearch | proceed to the



notion of downward monotonicity, which was proposed as a licensing aomdiati
negative polarity items. Then | discuss some problematic environrieitsequire
refining this condition. The chapter concludes with an in-depth exaonnat a
number of classes of negative polarity items.

In chapter3, | introduce the words that are the subject of this thesisid@bative
additive focus particlesither andneitherand the negative aspectual partigtesand
anymore After making preliminary observations regarding their cstion, | show
the similarities between these two types of particles. Chdpt®ntains a thorough
examination of the distribution of the negative polarity padicleobserve that these
particles are licensed in a subset of environments generally kivolloense negative
polarity items. In chapteb, | survey earlier accounts proposed for some of the
negative polarity particles, including the anti-additivity hierarchyis shown that
these accounts do not adequately describe the distribution of theveeuaitrity
particles.

In chapter®, | discuss the notion afssertivity which is crucial for my explanation
of the distribution of the negative polarity particles. | examheedarlier literature in
which similar notions have been used, and a number of syntactic phenom&haese
to assertivity. In chapter, | give a formal definition of assertivity that | use in this
thesis. Based on this definition, | proceed to define the condition robrge
negativity, which combines downward monotonicity and assertivity. Vargsis are
proposed as diagnostics for assertivity. In chatérapply the condition of semantic
negativity to the various environments described in chaptesand show that the
distribution of the negative polarity particles in these environmesntestly correctly
predicted by this licensing condition. | also examine the predicbbiise licensing
condition for additional environments. Some cases in which the distribofi the
negative polarity particles is not correctly predicted by ¢bedition of semantic
negativity are also discussed.

In chapter9, | discuss the notion of argumentative orientation and the phenomena

that can be explained by this notion. It is suggested that theiveegajumentative



orientation occurs in semantically negative environments, and hbatote of the
negative polarity particles is to signal a negative argumentative oitentat

Chapter10 discusses various aspects in which the proposed licensing condition
can be relevant for other problems. First, two aspects reléganbmputational
linguistics are discussed. | suggest that the notion of semaegativity may be
helpful for the task of sentiment classification, and propose an oofliae algorithm
to calculate the projection of assertivity in sentences with multipkeeddings. Then |
present aspects relevant to psycholinguistics. | discuss thenek of the notion of
assertivity for understanding the difference between the logiwdlpsycholinguistic
symmetry of quantifiers. | also suggest that the psycholinguiséigativity of
guantifiers observed in some earlier works can be explainednbgnsie negativity.
Finally, I compare the notions of assertivity and semantic netyaproposed in this
thesis to related notions of assertoric inertia and veridicaliibposed in earlier
research on negative polarity items. | examine veridicabliged licensing conditions
proposed for some negative polarity items, and observe that replacidigality with
assertivity improves these conditions.

In chapterll, | examine negative polarity particles in a number of languabes ot
than English. The condition of semantic negativity proves to be a&saygeicensing
condition for the negative polarity particles in these languages.e Saimthese
languages are also shown to have a kind of negative polaritylgmanriat observed in
English. Finally, chaptefi2 contains the summary of the thesis and directions for

further research.



2 Negative Polarity Items and their Licensing
2.1 Before downward monotonicity

The origin of the term “negative polarity items” (NPIs) istle works of Baker
(1969; 1970). It is known, he notices, that “whereas most words and idioynscow
in both affirmative and negative sentences, there are a hanuifti might be termed
‘polarity-sensitive’, in that they may occur only in affirmetj or only in negative
sentences”. Words and expressions that can occur only in affirnsgntences are
called “affirmative polarity items” (now usually called “pipge polarity
items”, PPIs), and those that can occur only in negative sestareealled “negative
polarity items” (NPIs).

The following words and expressions are among the examples oiveggalarity

items, occurring in simple negative sentences, but not in simple affirmatitenses:

ever
(9) George won’eversee that movie.
(10) *George willeversee that movie.

be all that+Ad|.
(11) The colonel isn’&ll that bright
(12) *The colonel isall that bright

any, and its combinations, such asybody anything
(13) 1 didn’t seeanything
(14) *I saw anything

botherV-ing
(15) Bob probably won’botherleaving a number.
(16) *Bob will probablybotherleaving a number.

The following words and expressions are examples of positive polteihs,

occurring in simple affirmative sentences, but not in negative sentences:



would rather
(17) 1 would rather go to New Orleans.
(18) *I wouldn't rather go to New Orleans.
pretty (as a degree adverb):
(19) He didprettywell on the exam.
(20) *He didn’t doprettywell on the exam.

Baker’s papers are not the first ones discussing thess.ifestudy that appeared
a number of years earlier, Klima (1964), is now considered tgenitiag of the
formal study of negative polarity items, although this term didyedtexist at that
time. Klima examined the distribution of determiners ligay and some and
investigated the conditions under whighy can be used. He noticed that wizyis
used in a negative senten@®mehas to be used in the corresponding affirmative

sentence:
(21) There_wasn’any snow falling.
(22) There was someé#ny snow falling.

Klima proposes an explanation to these facts using the transimnalatpproach
prevalent at that time. The woethy is seen as a result of a transformation operating
on a sentence wittsome and resulting in a sentence widmy. He calls this
transformationindetincorporation. Simplifying somewhat, the quantifse)me when
combined withindef, is realized asny. This transformation can only occur in the
scope of negation, which is represented by the syntactic featege The
ungrammaticality ofany in (22) is explained by the inapplicability of the
transformation when the syntactic featosgyis not present. On the other hand(2f)
anyis under the scope of negation, so the transformation is allowed.

There are cases in which the “negative polarity items” canrda sentences that

are not syntactically negative:

(23) | doubtthe colonel isll that bright



(24) Scarcelyanybodyrejects suggestions.
(25) He dislikeddoingany more than necessary.

Klima (1964) deals with sentences likg3) — (25) by claiming that the words
doubt scarcely anddislike incorporate a phonologically empty “negative affix” which
carries the featureeg These sentences are analyzed as being negative in a deeper
syntactic sense. The negative polarity items are allowed, $ihege occur in the
presence ofieg andindefincorporation is available to create them.

Klima (1964) then notices that the wordsy and ever can also be licensed by
some environments that cannot be claimed to be nedatixamples include

guestions, restrictors of quantifiers and antecedents of conditionals:
(26) Have youeverbeen to lllinois?

(27) If you haveanyidea, please share it.

(28) Everyone who haanyinterest in literature should get this book.

To solve this issue, Klima (1964) proposes a “grammatico-semésdicire”
Affective that these environments share with the negative environments. sThat i
guestions, antecedents of universals, and antecedents of conditionadwvealthis
feature. Environments that have the featoeg automatically also have the feature
Affective The condition on Indef-incorporation is modified: this transformation is
possible in the presence of the feat@ffective This condition unified sentences like
(26) - (28) with negative sentence, identified by the feaheg and the fact thaany
occurs in this condition is explained in this way.

There are a number of problems with Klima’s condition. First, foamsations are
assumed to keep the meaning unchanged, so the senteneayiglexpected to have
the same meaning as the original sentence sothe Lakoff (1969) showed many

1t becomes clear at this point that “negative-ftldtems” is somewhat of a misnomer. The items
listed by Baker can occur in many environments Wtdoe not syntactically negative, as the examples
above demonstrate. Nevertheless, this term has bseth since Baker to denote these items, and |

continue this usage.



cases in which botekomeandany can be used, but the meaning of the sentence with
someis not quite the same as wiimy. For example(29) is a warning, in which the
speaker doesn’'t want the hearer to eat the candy, and the apeximssses the
punishment which the hearer, presumably, would prefer to avo{@80)non the other
hand, it seems that whipping is a desirable outcome for the haadethe sentence as

a whole cannot serve as a warning. Since whipping is usually catidedesirable,

(29) is a more natural-sounding sentence.
(29) If you eatany candy, I'll whip you.
(30) If you eatsomecandy, I'll whip you.

The sentenceg31) and(32) demonstrate the opposite correlation. The more
natural-soundind31) suggests that receiving ten dollars is desirable for taeehe
and the sentence serves as encouragement to eat spinach. On thanut/i@2) with
unstresse@ny suggests that receiving ten dollars is undesirable, and it sakads |

warning, which is less natural in this case.
(31) If you eatsomespinach, I'll give you ten dollars.
(32) If you eatanyspinach, I'll give you ten dollars.

A different kind of contrast is shown in the example below. Thetgurewithany
suggests that the answer is negative, while the choiseroéshows that there is a

reasonable expectation that the answer can be positive:
(33) Do you think those people want to do some/any work?

These examples were used to argue dhgicannot be seen as being derived from
someby a meaning-preserving transformation. When Isotineandany can be used,
the sentence witesomecan, in fact, have a different meaning than the sentence with
any. The impact of the negative polarity items in questions and theiveedaas
introduced byanybecame a subject of later research (van Rooy 2003; Guerzoni 2004).
Another problem with Klima’s proposal is its stipulative chanadti® explanation
is offered of why some environments have the feaifiiectiveand some do not. That
is, Klima does not identify any independent common property of nkegoaments



which results in the acceptability afy. This question became central for the research
on negative polarity items following Baker’s papers. It became krasithe question
of “licensing” (Ladusaw 1996): what are the environments thahdieg¢he use of the
NPIs? In other words, what is common to all the environments in wichNPIs can

appear?
2.2 Downward monotonicity

A major step towards the answer to this question was madedugsdwa (1980a),
which was inspired by Fauconnier’'s (1975a; 1975b) earlier accountevémaies on
scales. Fauconnier observes that sentences with superlativesrssnedn function
as universal quantification. For example, the sent¢B4g below implies that Mary
can solve all the relevant problems. However, not every sentdtite wuperlative

has this property. For examp(85) does not lead to any implication of this kind.
(34) Mary can solve the most difficult problem.
(35) Mary can solve the easiest problem.

Fauconnier explains the difference between these two sentgnicgsoducing the
notion of pragmatic scales of proposition schemas. The sentencesbatbmwg to the
scale containing sentences of the favkary can solve problem.XThe proposition
schemas are associated with pragmatic scales so thasshikidy propositions are
located lower on the scale, and the truth of a proposition entailsutheof all the
propositions above it. The least likely proposition entails the tofthall the
propositions on the scale. This explains w{3#) behaves like a universal. The
sentencéVlary can solve the most difficult probletenotes the least likely proposition
in the schema/ary can solve problem Xt is the lowest point on the scale, and it
entails all the other propositions. On the other havdry can solve the easiest
problemis located high on the scale and does not entail the other propositat’s.
why (35) does not function as a universal quantification.

Fauconnier observed that introducing negation reverses theidlireat the
inferences on the scale. Wh({{g4) introduces a universal quantification, its negation



(36) does not. On the other harf@d5) does not introduce a universal quantification,

and its negatio(37) does.
(36) Mary can’t solve the most difficult problem.
(37) Mary can’t solve the easiest problem.

The explanation Fauconnier gives for this fact is that thetdireof the inference
is reversed when the propositions are replaced by their negatiole & the regular
scales the inferences go ‘upward’, on the inverted scale theiairettthe inferences
is ‘downward’. On the inverted scales the highest proposition ie#se likely, and it
is the one that entails all the other. This is wWi8y) behaves like a universal
guantification, in the mirror image of the situation with the posifivepositions.
Mary can't solve the easiest problesrthe least likely proposition, and it entaisiry
can't solve problem Xor different X. On the other handMary can’'t solve most
difficult problemis the most likely proposition on the schema, and it does not entalil
the other propositions. That is wif$6) does not have the implication of universal
guantification.

Ladusaw generalizes Fauconnier's observations by using the logitah of
downward monotonicity or downward entailment Informally, the direction of
entailment in NPI-licensing positions is reversed compared to anaoydpositive
sentence. The direction of inference in the object position of a sipgsédive

sentence is from subset to superset:

(38) [[cat]] U [[pet]]
[[I have a cat]}= [[I have a pet]].

Formally, upward monotonicity is defined as follows:

(39) Environment P(X) isupward monotoneff for every A, B such that A0 B,
P(A) = P(B)

When negation is introduced, the direction of inference is from arseip® a

subset, the opposite of the direction in the affirmative sentence:



(40) [[cat]] O [[pet]]
[l don’t have a pet]}= [[l| don’'t have a cat]]

Formally, downward monotonicity is defined as folléws

(41) Environment P(X) isdownward monotondf for every A, B such that A1 B,
P(B)= P(A)

Ladusaw proposed downward monotonicity as a licensing condition for some
negative polarity items, predicting that such negative polamyst occur only in
downward monotone environments. The condition of downward monotonicity
attempts to achieve what Klima (1964) did not do: specify the comnupepy that
environments called “affective” share. The environments thahdedhe negative
polarity items, both in the scope of negation, and non-negative, such esdants of
conditionals, restrictors of universals, and sentences ¥ath are downward

monotone:

(42) Few people walkee>

Few people walked slowly.

(43) If you eat a fruit a day, you will be healthy
If you eat an apple a day, you will be healthy.
Negative polarity items are licensed in both arguments ofjulkatifierno, and in

the first argument of the quantifieevery They are not licensed in the second

argument oeveryor in either argument glome(Tovena 2001):

(44) a. No/every/*some student who hader readanythingon phrenology attended

the lectures.

2In a later paper Ladusaw (1980b) observes thatetitailment should be tested given that the
presuppositions of the sentences are satisfiede fabtivity of such predicates asgret obscures their
true nature DE (downward entailing). For the pugsosf determining whether an environment is DE,
we should look only at situations in which the pgsositions of the sentences in question are
satisfied”. This observation is formalized as Ssaw Downward Monotonicity discussed in section
2.3.2 below.
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b. No/*every/*some student who attended the lectureskiatreadanythingon

phrenology.

Downward monotonicity explains these facts. The reason for thisbdison is
that both arguments afo and the first argument @veryare downward monotone,
while the second argument @very and both arguments ofome are upward
monotong45). In this case the NPIs are licensed in downward monotone

environments.
(45) a. No studentas a pet= No studenhas a cat

b. No student whinas a petattended the lectures No student whdas a cat

attended the lectures.
c. Every studenitas a pet] Every studenhas a cat

d. Every student whbas a petattended the lectures Every student whbas a

catattended the lectures.
e. Some studeltas a pef] Some studerttas a cat

f. Some student whbas a petattended the lecturés Some student whbas a

cat attended the lectures.

According to Ladusaw, downward monotonicity correctly predicts thevbehof
the NPIsany, everandyet but not that of other NPIs such eisher, until, or modal
need While this condition is quite successful in predicting the facts ohlikéhsing
in many environments, such as those examined by Klima (1964), tresretheer
examples in which it is less clear that the predictions &f ¢bndition are correct.

Some of these environments are discussed in the next section.
2.3 Downward monotonicity: modifications and restrictions

In this section | discuss a number of environments that seem miatidefor the
condition of downward monotonicity. They license negative polarity itevhde not
obviously being downward monotone. It is necessary to introduce additional

constraints under which the environments can be shown to be downward monotone.
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2.3.1 Conditionals

The antecedent clause of conditional sentences is an environmemntaghaeem
problematic for the licensing condition of downward monotonicity. Neggiplarity

items are licensed in this environment:
(46) If you haveany pets, you must notify the landlord.
(47) If he hasevertold a lie, he must go to confession.

In most cases, conditionals are downward monotone. For example, having $40,000
entails having $20,000, and when these phrases are put in the antecedent of t

conditional, the direction of entailment is reversed:
(48) If you have $20,000you can buy this car. =>
(49) If you have $40,000you can buy this car.

However, in many cases such entailment does not hold. This is known in the
literature on conditionals as the problem of “strengthening theceddat”. In the
following cases, unlike the example above, strengthening the antéceds not lead
to a sentence entailed by the original sentence (Lewis 1973; H#8dy von Fintel
1999):

(50) a. If | strike this match, it will light. =/>
b. If I dip this match into water and strike it, it will light.
(51) a. If kangaroos had no tails, they would topple over. =/>
b. If kangaroos had no tails but used crutches, they would topple over.
(52) a. If John subscribes to a newspaper, he must be well informed. =/>
b. If John subscribes to a newspaper that he can't read, he must be well informed.

If no further explanation is given, these examples can be taken tmdeate that
the antecedent of the conditional is not a downward monotone environmeait. |
these examples the first sentence can be evaluated as trilee @edond sentence as

false. This would be problematic for downward monotonicity as a licensing condition.

12



Kadmon and Landman (1993) and von Fintel (1999) discuss such paideirt@r
establish the conditions under which the antecedent of the conditiodetvisvard
monotone. They notice that in all these pairs the first and the seeatehce are not
evaluated under the same assumptions. The term used by von Finteli$1998¢lal
horizon”: the possible worlds that are considered when the sentenaduated. In all
the pairs, when the first sentence is evaluated, some posssbditt not considered
which are considered when the second sentence is evaluated. F@legxar(b2),
when the first sentence is evaluated, only worlds in which John swudxco a
newspaper that he can read are considered. Subscribing to a newspaper that one cannot
read is unreasonable, and such an option is not considered. Therefongthtvaltie
of the sentence can be reasonably taken to be true. On the other hanthenderond
sentence 0f52) is evaluated, this option of John not being able to read the newspaper
is mentioned explicitly, and this way it is introduced into the mbdakon. The truth
value of the sentence is then evaluated as false.

There are a number of ways to show that the possible worlds beinderedsfor
the evaluation of the sentence change. One way is to combine thecesntgth the
two kinds of the antecedents into one utterance. For example stheefitence d62)
can be reasonably followed by the negation of the second one, asish@®@38h The
other order is not possible: the negation of the second sentence carmitivisedf by
the first one, as demonstratedtd).

(53) If John subscribes to a newspaper, he must be well informed. But if John

subscribes to a newspaper that he can’t read, he will not be well informed.

(54) #If John subscribes to a newspaper that he can’'t read, he wibenatell
informed. But if John subscribes to a newspaper, he must be well informed.

The reason is that once the extra worlds are introduced into catsiderthey
cannot be ignored. Introducing the possibility explicitly mentioned inatitecedent
of the second sentence make the first sentence false, justsectimel sentence is. To
summarize, before the modal horizon is extended, the first senter{68)aé true.
After it is extended, both sentences are false. There is no inodzabn under which

the first sentence is true and the second one is false.
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Another way to show this is by the plausibility of the following discourse:
(55) A: If John subscribes to a newspaper, he must be well informed.

B: If John subscribes to a newspaper that he can’t read, he wibenatell

informed.

C: This means that if John subscribes to a newspaper, he iscessarly well

informed.

First, the original sentence is presented is true. Then tbadasentence expands
the modal horizon by explicitly mentioning a possibility which wa$ considered
before. Once this happens, one notices that the original sentengeshha truth
value with respect to the expanded modal horizon — it becomes false.

Kadmon and Landman (1993) and von Fintel (1999) maintain that the antecedent
of a conditional is downward monotone when the context of the evaluation of the
sentences is kept constant. Since in the pairs above the secondeseshiés the
context, they do not constitute a counterexample to this geradi@tiz Therefore, the
antecedent of a conditional is not a counterexample to the NRsilge condition of
downward monotonicity: the NPIs are licensed and the environment isdindee

downward monotone.
2.3.2 Only, emotive factives, and Strawson Downward Monotonicity

The second argument ainly is among the environments known to license

negative polarity items:
(56) Only three players atnythingat all.
(57) Probably only a handfidversaw Jerome again

This environment is not obviously downward monotone, according to the simple

definition of downward monotonicity. Let’s consider the following example:
(58) Only John ateregetabledor breakfast =/>

(59) Only John atéalefor breakfast.

14



This entailment does not hold. For example, in the case that Johpiretehsfor
breakfast, and no one else had any vegetable, the premiseasdrttee conclusion is
not obviously true. Therefore, this environment is not downward monotone axggordi
to the simple definition. This is problematic since apparentlyishésscase of negative
polarity items licensed in an environment which is not downward monotone.

The issue of NPI licensing lpynly is addressed by von Fintel (1999). He alters the
definition of downward monotonicity, so that licensing in terms of thadified
definition accounts for a number of additional environments. The definition he gives i

as follows:
(60) Strawson Downward Monotonicity

A function f of type s, t> is Strawson-DM iff
for all x, y of typec such that x= y and f(x) is definedthe presuppositions of
f(x) are satisfieyl f(y) = f(x)

The italics show what is added to the original definition. This dedmiis based

on the notion of Strawson-validity that von Fintel developed, after suggestion by

Strawson (1952). Strawson-validity is defined as follows:
(61) Strawson validity (Strawson-entailment)

An inference p, ..., py 0 q is Strawson-valid iff
The inference p ..., p, pPS(q) g is classically valid.

[ps(q) denotes the presuppositions of q]

Therefore p Strawson-entailg if p //ps(g)entails g. The definition of Strawson-
DM is, in fact, downward monotonicity with standard entailment wsuaby
Strawson-entailment. The definition of Strawson-DM can also dsedlated as
follows: f is Strawson-downward monotone if for all x, y such that>xy, the
entailment f(y)= f(x) is Strawson-valid.

As mentioned above, the need to take presuppositions into the account was noted
earlier by Ladusaw (1980b). Therefore, Strawson downward monotocecitipe seen

as a more precise formulation of the original proposal of LadusawteAsill see in

15



this chapter, Strawson downward monotonicity accounts for NPI licebsiitgr than
downward monotonicity examined regardless of the presuppositions. Irsthad tee
dissertation, | will use the terndownward monotonicityand downward monotone
environmentto refer by default to Strawson downward monotonicity and Stnaws
downward monotone environment, respectively.

Let us now examine whether the second argumerdndf is a Strawson-DM
environment. For Strawson-DM, we check the entailment {&h to(63), given that
the presuppositions of the conclusi@3) are satisfied.

(62) Only John ateregetabledor breakfast =/>
(63) Only John atéalefor breakfast.

The usual analysis of such sentences recognizes that theicandtions involve
two propositions of different status. For examglk®) combines the following two

propositions:
(64) Exclusive: No one who is not John ate vegetables for breakfast.
Prejacent: John ate vegetables for breakfast.

The exclusive proposition is undoubtedly asserted. The prejacent comp®snent i
frequently considered to be presupposed (Horn 1969) or otherwise noécgbiern
1996, 2002). Horn (1969) presents an argument in favor of this analysis. An
interrogative sentence witbnly asks about the exclusive proposition, and not about
the prejacent. A negative answer followed by the negation of thecprg(65) is less
acceptable than the negative answer followed by the negation oéxttiesive
proposition(66). The presuppositions of a sentence usually survive in a question, and
the question refers to the assertion of a sentence. Therefore fffvende in the
acceptability of(65) and(66) suggests that the exclusive component is asserted and

the prejacent is presupposed.
(65) #Did only Muriel vote for Hubert? No, she didn't.

(66) Did only Muriel vote for Hubert? No, somebody else did as well.

16



Another argument is presented by Horn (1996), based on the contrasri@w)e
and (68). While the prejacent proposition can potentially be suspgdgdthe
exclusive proposition cann@8). This suggests that the exclusive proposition belongs
to the assertion of the sentence, and the prejacent composition is not asserted.

(67) Only Kim can pass this test, and it's possible that even she can't.
(68) #Only Kim can pass this test, and/but it's possible that someone else can.

Adopting this analysis, Ladusaw (1980a) and von Fintel (1999) anégleas
presupposingohn ate vegetables for breakfastd(63) as presupposiniphn ate kale
for breakfast To examine Strawson downward monotonicity we check wh¢@2gy
together with the presupposition (&3), entail(63). If we know thatOnly John ate
vegetables for breakfgsaindJohn ate kale for breakfasive can safely conclude that
Only John ate kale for breakfashdeed, if no one other than John ate vegetables for
breakfast, no one other than John ate kale for breakfast, whichassiion o{63).
The entailment from62) to (63) is therefore Strawson-valid, and the environment
created byonly is Strawson downward monotone. Adopting Strawson downward
monotonicity as the licensing condition explains the licensing ohéuative polarity
items in this environment.

This analysis is challenged by Giannakidou (2006). Giannakidou notesnthat i
some versions of Horn’s analysis (Horn 1996) the presuppositionlpfs described
differently:

(69) Only John ate a vegetable.
PresupposesSomeone ate a vegetable.

Asserts Nobody other than John ate a vegetable.

Giannakidou observes that the presupposisomeone ate a vegetapkxdded to
the original premisg€58), is not enough for establishing an entailment f{é68) to
(59). Indeed, if we know thainly John ate vegetablesdsomeone ate a vegetaple
we cannot conclude thanly John ate kalefor maybe he ate some other vegetable.
Based on this observation, Giannakidou concludes that the second arguor@pisf

not a Strawson-DM environment.
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It seems that Giannakidou’s conclusion results from a confusion. In thefpa
sentence$58) and(59), what is examined is whether the argument fooilg John ate
vegetables for breakfasb only John ate kale for breakfagt Strawson-valid. To
examine Strawson-validity, we add the presupposition of the concl(B®rio the
premiseg58). In this case the potential conclusiomdy John ate kale for breakfast
which has a presuppositioalohn ate kale for breakfgsbr someone ate kale for
breakfast Either of these presuppositions, when added the premise, makes the
argument valid.

Instead of taking the presupposition of the conclugke®), what Giannakidou
does is taking the presupposition of the prerf&&. In this entailmenbnly John ate
a vegetablewhose presuppositions and assertion are presented by Giannakidou in
(69), is a premise, and not a conclusion. Taking the presupposition ahese@nd
adding it to the premise is a step which, in fact, does not affatit the validity of an
argument. A premise entails a conclusion if whenever the premideue, the
conclusion is true as well. That is, we assume that the presniege, and examine
whether the conclusion is true. If the premise is true, its presitippssare true as
well, so adding them to the premise does not have any effeGiatnakidou had
taken the presupposition of the conclusion and added them to the prehasesult
would be, as seen in von Fintel (1999), that the argument holds and the enaironme
created bynlyis indeed Strawson-DM.

Another environment in which the NPIs are licensed despite appantof
downward monotonicity is the complement of so-called adversative ptesliclThese
include negative emotive and epistemic factive predicates, subb aorryandbe
surprised The corresponding positive predicates do not license negative polarity

items:

(70) I'm sorry/*glad | spenany money on it.
(71) 'm sorry/*glad | evermet you.

(72) I'm surprised heverforgave me.

The complement of the adversataary is not obviously downward monotone:
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(73) Robin bought a Honda Civie> Robin bought a car.
(74) Sandy is sorry that Robin bought a car =/>
(75) Sandy is sorry that Robin bought a Honda Civic.

Let’'s now examine whether this environment is Strawson-DM. Socey is a
factive predicate, the conclusiqi@5) has the presupposition thAbbin bought a
Honda Civic However, it seems that the entailment does not hold even if wéhadd

presupposition, as the following sequence demonstrates:

(76) Sandy is sorry that Robin bought a car. But Sandy is glad that Robght a
Honda Civic.

According to von Fintel (1999), this sequence is made possible duedotext
shift between the two sentences. The first sentencg&)f is evaluated with the
possible worlds including those in which Robin does not buy a car. Iseitend
sentence of76) the only possible worlds are considered are those in which Robin
does buy a car. The shift in the context is similar to that mapgevith conditionals,
as described in sectiéh3.1 above.

This brings us to the question of the semantigdad andsorry. In the analyses of
Kadmon and Landman (1993) and von Fintel (1999) the semantics of thesetpgedica
are closely connected to that of the predicatesth andwant Indeed, if | amsorry
thatp, then | would likep not to have happened, or | wish that it hadn’t happened.
Similarly, if I amglad that p then | would want it to happen. The difference between
glad and want is in the presuppositions. Whilglad presupposes the truth of the
complementwant presupposes that it is not known whether the complement is true.

Kadmon and Landman (1993) adopt a monotone semantizant The phrase
wants that gs analyzed to mean thais true in the preferred worlds ®»fin the modal

base. This is also taken to be the assertiogladf. The phrase “Xs sorry thatp” is

% Other studies (Asher 1987; Heim 1992) defend wkfie versions of non-monotone semanticsvaht

and related predicates.
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analyzed to have the same assertion agdrts that-p”, so, the phrasex‘is sorry
that p” is taken to assert thpidoes not happen in the preferred worlds.of

This way, if Sandy is sorry that Robin bought a car, then in eatteqgfreferred
worlds of Sandy, Robin does not buy a car. Since not buying a cds @atabuying a
Honda, in the preferred worlds of Sandy Robin does not buy a Honda, which is exactly
the semantics foBandy is sorry that Robin bought a Hond&erefore, according to
this analysis the complementswrry is Strawson-DM.

We can contrast this observation with the complemenglaf. To establish
whether this environment is Strawson-DM, let’s consider the following examples

(77) Sandy is glad that Robin bought a cas?)
(78) Sandy is glad that Robin bought a Honda Civic.

For Strawson-entailment, we add the presupposition of the concl@@imRobin
bought a Honda Civicto the premiseé/7). If Sandy is glad that Robin bought a car,
then in the preferred worlds of Sandy, Robin buys a car. This does cedsaély
mean that he buys a Honda in each of the perferred worldsjsapassible that in
some of Sandy’s preferred worlds Robin buys a car of a diffenedel. Therefore, it
is not necessarily true th8andy is glad that Robin bought a Honda Citiiis shows
that the complement gfiad is not a Strawson-DM environment.

With Strawson-DM as the licensing condition for the NPIs, tleeliptions of this
analysis okorry andglad are that the NPIs are licenseddwyry, but not byglad. This
fits the observations discussed above.

Giannakidou (2006) objects to this analysis as well. She observeshthat t
presupposition oLarry regrets that John bought a c& notJohn bought a Honda
but ratherJohn bought a carTherefore, she concludekarry regrets that John
bought a cardoes not Strawson-entail thaarry regrets that John bought a Honda
However, this is not how Strawson-entailment is defined. It igptesupposition of
the conclusior{78) that needs to be added to the pren(igé} not the presupposition
of the premises. The presupposition of the conclusion is exatity bought a Honda

and the entailment holds, as shown above.
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This analysis can also explain the difference in NPI-licensetgeen another pair

of verbscriticize andaccuse noticed by Linebarger (1991:174):
(79) He criticized me for sayingnythingto John about the debacle.
(80) *He accused me of sayiramythingto John about the debacle.

According to Linebarger, this contrast cannot be explained by downward
monotonicity. However, this contrast can be explained if the s@mafftthe verbs is
examined more closely. Fillmore (1971:381) examined these two verdssamples
like the following:

(81) Harry accused Mary of writing the editorial.
(82) Harry criticized Mary for writing the editorial.

According to Fillmore’s analysis, the difference between thegeverbs is as
follows. The speaker using the vembcuse(81) presupposes that the activity in the
complement is ‘bad’, and asserts that Harry claimed that Masythe one who did it.

On the other hand, the speaker usorgicize (82) presupposes the truth of the
complement, and asserts Harry's negative opinion towards it. Dneyefiticize is a
negative emotive factive verb, and with an analysis simiahé one proposed for
sorry above, its complement can be shown to be a downward monotone environment

This does not hold farccuse hence the difference in NPI licensing.
2.3.3 Beforeandafter

From the very beginning, research on negative polarity itemshw@sn that the

NPIs are licensed hyefore
(83) | left beforeorderinganythingoff the menu.

In order to examine the monotonicity properties of the complemdmfofe we
must first find the correct analysis of its semantics. Thih tconditions of ‘A before
B’ are generally agreed upon: ‘A before B’ is true if A happeleidre the earliest
moment in which B happened (Anscombe 1964; Beaver and Condoravdi 2003). The
main variation in the use difeforeis that sometimes it can be used to imply that its
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complement is tru¢d4), sometimes that it is fal¢85), and sometimes, as (86), it

is compatible with both interpretations (Heindméaki 1972):
(84) Before Sue punched anyone, she was miserable.
(85) Before Sue punched anyone, she left the party.

(86) John shut up before Harry got mad at him.

When the sentence entails the truth of the complement, this emtails¢he
presupposition of the sentence, and not the assertion. Therefore, ragdorthe rule
of Strawson-DM, the downward monotonicity is to be examined suppdsighe

presupposition is satisfied.
(87) Before Sugpunched anyoneshe was miserables>
(88) Before Sugpunched Johyshe was miserable.

When the truth of the complement is not entailed, the downward monaogonicit
holds as well:

(89) | left beforeorderinganythingoff the menu=
(90) | left beforeorderinganythingexpensive off the wine menu.

We see that regardless of whether or not the compleméefarteis implied to be
true, this environment is downward monotone, and the licensing of the weegati
polarity items is correctly predicted.

The conventional view in the early NPI licensing literature thasafter does not

license negative polarity items:
(91) After Sue punched someonartyone she left the party.

Linebarger (1987:370) noticed that in some cases sometftescan license
NPIs:

(92) He kept writing novels long aftére hadanyreason to believe they would sell.

(93) *He kept writing novels long aftdre retired tany Caribbean island.
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The explanation of the NPI-licensing behaviomafter must include the difference
betweenafter and beforein most cases, and the licensingdfter in the rare cases.
The asymmetries betwediefore and after were noticed by Anscombe (1964), who
postulated the following semantics of these words:

(94) ‘A before B'istrue iff (@ O A) (O OB)t<t
‘AafterB’istrueiff G OA, ' OB)t>1t

In addition to the difference in NPI-licensing propertiesforeis asymmetric and
transitive; after is neither. Among the following statemen{85) and(96) cannot be
true together, bu97) and(98) can (Beaver and Condoravdi 2003).

(95) Cleo was in America before David was in America.
(96) David was in America before Cleo was in America.
(97) Cleo was in America after David was in America.
(98) David was in America after Cleo was in America.

According to this analysigfter is not DM, and this can be demonstrated by the

following example:
(99) I met John after he became a writey.
(100) I met John after he became a successful writer.

This entailment does not hold even if we assume the truth of the coenglef after,
since it is possible that | met John after he became arwbité before he became a
successful writer.

Anscombe’s analysis odfter explains why this word does not usually license
NPIs, but does not explain the examples in which it does. Beaver @amtb@vdi
(2003) introduce an analysis lo¢éforeandafter according to whiclafter can have two
interpretations. One interpretation is the same as proposed by AmseoiA after B’
is true if A happened after some moment in which B held or occurtesl sécond
interpretation is the inverse of the analysidefore— ‘A after B’ is true if A is true

after the lastmoment of the interval in which B holds. In the second, “endpoint”,
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interpretationafter is asymmetric, transitive and downward monotone, justiéfere

is. The second interpretation is only available for predicatestldtue in an interval,

and not for punctual events. The reason for the downward monotonicity of the
complement ofafter in the second interpretation is that if A occurs after the last
moment of an interval B, it is also true that A occurs afterlast moment of any

subinterval B’ of B. This can be demonstrated by the following entailment:

(101) He kept writing novels long aftére hadanyreason to believe they wousell in

large numbers=
(102) He kept writing novels long aftére hadcany reason to believe they wousell.

This analysis predicts that the NPIs are licensedftsr if and only if it has the
second interpretation. This is indeed what happens: in all the tztesegative
polarity items are licensed withfter, such as(92) and(103), it has the endpoint
interpretation. In cases lik€93), which denote punctual events, the second

interpretation is not available and the NPIs are not licensed.
(103) Some say the cuts were made ditere wasnyreal use for them.

We can conclude that the condition of downward monotonicity correcttyides
the distribution of negative polarity items witleforeandafter.

2.4 Downward Monotonicity: Problems

A number of contrasts in the licensing of negative polarity iteasnot be
explained by the differences in downward monotonicity alone. Orteese shows a
difference in the licensing of NPIs depending on the choice ofjtfaatifier in a
different constituent. The negative polarity itgywe a red cents licensed in(105),
but is not licensed i(104). This contrast is known as “the intervention effect”
(Linebarger 1987:352; Jackson 1995:187). In {d@%) and(105) the environment of
this item is downward monotone, as demonstratétid6) and(107).

(104)*John didn’tgive a red cento every charity.

(105)John didn’tgive a red cento any charity.
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Both these environments are downward monotone:

(106) John didn’t give $5 to every charity =>
John didn’t give $10 to every charity.

(107)John didn’t give $5 to any charity =>
John didn’t give $10 to any charity.

A similar effect can be demonstrated with the ERy:.
(108)*No student gave every teactey apples
(109) No student gave a teacleery apples

Negative polarity items are sometimes licensed by numeriasphlrof the type
exactly n(Linebarger 1987:373; 1991:175):

(110) Exactly three pictures hawemy relevance
(111) Exactly four people in the whole world haeeerread that dissertation.
The second argument exactly nis not downward monotone:

(112) Exactly four peopldnave read this book/>

Exactly four peoplénave read this book three times

As noted by Linebarger, the NPIs are licensedelgctly only if the number is

perceived to be small:
(113) Exactly four people in the whole rodmudged an inchvhen | asked for help.

(114)*Exactly 43 people in this room will have tmidge an inclto make room for

the later arrivals.

The reason for the difference between these two sentences sedie in the
speaker implicature. I(i113) the phrasexactly four people budged an inéh which
the number is relatively small, is used to implyly four people budged an incim
which the NPI expression is in a downward monotone environment. Such an

interpretation is impossible fqd14), since 43 is not a small number of people. This
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difference is ignored when the downward monotonicity of the environimégested in
the original sentence.

Linebarger (1991:174) also notes that in some cases negativeypiéans are
licensed in environments of complement-taking verbs, although they are not
downward monotone. In some cases, such as emotive factives, the mevit@an be
shown to be Strawson-DM, as discussed above. In other cases, th@reemi® are
not Strawson-DM, either. Sometimes there is a striking @iffeg in licensing

between similar predicates, as examples below Show

(115)If you are going to convict him, you'll need to prove that thea@gthingillegal
about what he did.

(116)If you are going to convict him, you'll need to providey photographs of the

drug transaction.

Negative polarity items are sometimes licensed by ‘remaypé predicates, such
as eliminate or destroy (Hoeksema and Klein 1995; Joe and Lee 2002). Unlike
predicates of absence, such lask or devoid of predicates of removal are not

downward monotone.
(117)His death destroyeainyremaining illusions.

(118)1 destroyed a house. =/>

| destroyed a wooden house.

As mentioned in sectioR.1 above, Lakoff (1969) notes that in some cases, when
referring to potential eventspmeis appropriate with desirable outcomes, whihgy is
better with undesirable outcomes.(Ir19), which describes a desirable outcosoee
is the more natural choice, whaayis the more natural choice (£20):

(119) If you eat soméany spinach, I'll give you ten dollars.

(120) If you eat anylsome candy, I'll whip you.

* Some speakers find both examples acceptable.
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When a complement-taking predicate expresses a particulaoeaidititude, the
choice of the determiner becomes more restricted. For examgie,introduces an
undesirable outcome, so in this case aty is possible(121). On the other hand,
promiseintroduces a desirable outcome, oy cannot occur andomeis the only
choice(122).

(121) 1 warnyou that, if you eaany* somecandy, I'll whip you.
(122)1 promiseyou that, if you easomé* anyspinach, I'll give you ten dollars.

The logical structure of these two sentences is the same. Hnsbotences the
environment — an antecedent of a conditional — is downward monotone, so the
difference in licensing cannot be explained by downward monotonicity.

Interrogative sentences are also among the environments in \ubigdtive

polarity items are licensed:
(123) Did anybodycall?
(124)Who hasanyidea?

This fact is problematic for the hypothesis that downward eméad is the
licensing condition. The obvious problem is that the basic notion of entdilomdy
holds for propositions. Proposition A entails proposition B if wheneves thue, B is
true as well. Since questions, under the usual analyses, are nair tfalse, this
definition does not apply.

In a series of papers, Groenendijk and Stokhof (1989) demonstrate dnowtitn

of entailment can be applied to questions. Their definition is as fotlows
(125) A question A entails a question B iff

Whenever a proposition gives a complete and true answer to A,

it gives such an answer to B.

® This is similar to the semantics of questions pemul by Harrah (1961), Hamblin (1973) and
Karttunen (1977).
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The following pair of questions demonstrates how one question can thetaither:
(126) entailg127). Whenever we know the answe 1@6), we also know the answer
to (127). For example, if the answer ({t26) isJohn and Bill went to San Francisco
yesterdaythe answer t¢127) isJohn went to San Francisco yesterdHyhe answer
to (126) isBill and Dan went to San Francisco yesterddne answer t¢127) isJohn

didn’t go to San Francisco yesterday
(126) Who went to San Francisco yesterday?
(127)Did John go to San Francisco yesterday?

We can use this notion of entailment between questions to examinleewkiee
interrogative sentences that license negative polarity immglownward monotone.
According to it, polar sentences are usually not downward monotone. &mpkex
knowing the answer t(128) does not ensure knowing the answéi&9). If we know
that the answer t¢128) is positive, that is, we know thdbhn went somewhere

yesterdaywe still don’t know whether the answer(i?9) is positive or negative.
(128) Did John go anywhere yesterday? =/>
(129)Did John go to San Francisco yesterday?

Similarly, wh-questions are not downward monotone in positions outsidatthe

phrase:
(130) Who brought a cake? =/>
(131) Who brought a chocolate cake?

However, wh-questions are downward monotone in the environment whtpkrase.

If we know the answer t(132), we also know the answer(i33).
(132) Which faculty members live in Palo Alto? =>
(133) Which permanent faculty members live in Palo Alto?

NPIs are licensed in polar questiofi84) and in wh-questions, both within the
wh-phrasg(135) and outside theh-phrasg136):

(134)Have youeverbeen to China?
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(135)Who, of those who havweverbeen to China, visited Sichuan?
(136) Who hasanythingto eat?

Therefore, the condition of downward monotonicity does not explain thesirgg of
negative polarity items in questions, at least not with the notiontaflment between
guestions. Many later studies develop alternative explanations efiddRs$ing in
guestions (Han and Siegel 1997; van Rooy 2003; Guerzoni 2004; Romero and Han
2004).

2.5 Linebarger — licensing by negative implicature

Linebarger (1987; 1991) observes the many contrasts discussed irevi@ipr
section, and concludes that downward monotonicity is not an appropriateéniicens
condition for the negative polarity items. She proposes a ditfemndition: licensing
by negative implicature, emphasizing the pragmatic contribution ofndgative

polarity items. This condition is formulated as follows (Linebarger 1987:346):

(137) A negative polarity item N contributes to a sentence S expgessproposition

P the conventional implicature that the following conditions are satisfied:

Availability of negative implicatum: There is some proposition(Nhich may
be identical to P), which is implicated or entailed by S and wikigiart of what
the speaker is attempting to convey in uttering S. In the LF of semence S’
expressing NI, the lexical representation of the NPI ocaurthe immediate
scope of negation.

Strength: The truth of NI, in the context of the utterance, vigtuigalarantees the
truth of P.

For example, she proposes to account for the licensing of NPIssed¢bad argument
of fewwith the following negative implicature:

(138) Few people hadnythingto eat.

NI: Most people didn’have anything to eat.
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The licensing of NPIs withexactly n whenn is small is explained by the
availability of the negative implicature in that case. W(ilig9) is analyzed as having
the negative implicature as shown belof@40) is claimed not to have such an

implicature.
(139) Exactly four people in the whole rodmudged an inchvhen | asked for help.
NI: most people didn’budge an inch when | asked for help.

(140)*Exactly 43 people in this room will have tmidge an inclto make room for
the later arrivals.

This type of explanation has a number of problems. First, manyygoséntences
that do not license negative polarity items can have syntacticadlgative
implicatures. This is the case with the quantiinost everyoneas shown ir{141).
Therefore, Linebarger’s condition cannot distinguish betwkesw which licenses

NPIs, andalmost everyondhat does not.
(141)*Almost everyone hadnythingto eat.
NI: Few people didn’have anything to eat.

Second, some of the negative implicatures proposed by Linelmbrgeot satisfy
her own condition. For example, the negative implicaturfi&®) does not satisfy the
strength condition. The negative implicature is not stronger than thygnadri
proposition, and the truth of NI does not ‘virtually guarantee’ théhtof P. It is
possible that the NI i(L39) is true, but the original sentence is false, as the number of
people who responded was three or five.

Third, the condition allows the licensing of the NPI if thersasnesentence S’
expressing an appropriate NI. Therefore, to show that a sentepoedicted not to
license NPIs, one must show that there is no sentence S’ thaexgaess an
appropriate NI. Linebarger does not address this issue and does not det® drst
this can be accomplished formally. In fact, in most cases whebariger claims that

there is no negative implicature, such an implicature can be found(lakljnrabove.
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Although Linebarger collected together a good amount of contrasts theatdbe
explained, her own proposal does not explain them adequately, and, iis fiess
successful than downward monotonicity in explaining the distributiomegfative

polarity items.
2.6 Negative Polarity Iltems and Free Choice Iltems

In addition to its regular use in the NPI-licensing environmentsktigtish word
any has another use, in which it has a so called “free choice’pnetation. Examples

are given below:

(142) Anybodycan solve this problem.
(143)1 can catchanyraven.
(144)Pressanykey.

In this useany is frequently called “a free choice item” (FCI). Theres Hzeen
much debate on whether the N&y and the FChany should be given a unified
analysis or two different analyses. The proponents of the sepaedysia usually see
the FClany as a universal (Quine 1960; Dayal 2004), based on sentencét4ike
which is similar in meaning t&verybody can solve this probleifhe proponents of
the unified analysis usually see the Rl as existential (Kadmon and Landman
1993; Horn 2005), based on examples ljkd4), which is not equivalent tBress
every key

The free choice reading does not just arise by virtuangfoccurring in the
appropriate environment, such as modal or imperative. The FC redsiingcaurs in
the regular NPI-licensing environments, in which casgcan be ambiguous between

NPI and FC interpretations, as in the following examples:

(145) If she can solvany problem, she’ll get a prize.
NPI reading: If there is any problem she can solve...

FC reading: If she can solve every problem,...
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(146) Cananyonepass this test?
NPI reading: Is there anyone who can pass this test?
FC reading: Can everyone pass this test?
Horn discusses a number of syntactic contrasts that can helmdish between
the free choice and the NPI readings. One of the contrasts iavelistential

sentences. The NRhy can appear in an existential sentence Wigne is(147), while
the FCany cannot(148).

(147) There isn’'tanybodythat can swim the Channel.
(148)*There isanybodythat can swim the Channel.

Another test involves the use of adveabsolutelyandalmost It has been claimed
that while the NPhany cannot be qualified by these adve(b49), the free choicany
can(150):

(149) Sam didn’t see (*absolutelgnyone
(150) Absolutelyanyonecan cook Peking duck.

However, Horn (2005) showed that there are examplabraistwith the NPlany,
such ag151), so this test is not completely reliable.

(151)He doesn’t know almostnythingabout programming.

Many languages have different words for the free choice and NRé
interpretations ofiny. Such are, for example, Greek, with the MBhenaand FCI
opjosdhipoteand Spanish, with the NRIngunand the FCtualquier The following
examples demonstrate the use of Russianj&kdj and the NPhikakoj

(152)*Ja videl ljubogo/nikakogo studenta
| saw anyrcl/anyNPI student.

‘| saw any student’.

(153)Ja ne videl nikakogo / *ljubogo studenta
| not saw anynpPl/any+cCl student.

‘I didn’t see any student’.
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(154)Eto ljuboj/*nikakoj student znaet
This anyFcl/anyNpPI student knows.

‘Any student knows this’.

When these words occur in environments allowing both the NPI and the¢hEeCl,
resulting sentences are not ambiguous, as each word corresponds tonenly

interpretation of the Englisany:

(155)Ja ne mogu resit’ nikakuju zada
| notcan solve anypi problem.

‘| can’t solve any problem’ = ‘| can solve none of the problems’

(156) Ja ne mogu resit’ ljubuju zada.
| not can solve anyeil problem.

‘| can’t solve any problem’ = ‘It's not the case that | can solve any préblem

There is a crucial difference between the notions of NPl and RNE€gative
polarity item is a notion based on the distribution of an item, ithvenvironments it
can appear and in what it cannot. This notion can apply to an expressany of
syntactic category. On the other hand, ‘free choice’ is acpdati interpretation of a
referring expression, and is usually only applied to indefinite prondirerefore,
free-choice vs. non-free-choice can be seen as another distincti@imterpretation
of referring expressions, similar to the referentialfadtiive (Donnellan 1966) and
de re / de dictqMcKay and Nelson 2006) contrasts. Words and expressions of most
other syntactic categories cannot become free choice itemshes problem of

distinguishing between NPIs and FCls does not occur for most categories of NPIs.
2.7 Diversity of NPIs: recognizing the classes
2.7.1 Introduction

In the earlier stages of the research on negative polgeitysiit was sometimes
assumed that it would be possible to give one explanation for theitwebéall the
negative polarity items. The research frequently examined the belofvine item, or
a small group of items, and it was assumed that theyepresentative of all the
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negative polarity items. Recent research recognizes the dyerfsithe negative
polarity items. Zwarts (1995) and van der Wouden (1997) introduce a higrafc
negative polarity items based on their distribution, and propose a number ofamnditi
stronger that downward monotonicity. | discuss this hierarchy ahose5.1 below.
Many other studies focus on a particular subclass of negative tpalerms and
examine their properties. In this section | describe a numlsrobf classes: indefinite

pronouns, morphological markers, minimizers and maximizers.
2.7.2 Indefinite pronouns

The wordany and its compounds likanybody, anythingelong to the class of
negative polarity items which are indefinite pronouns. In a study rfrade the
typological perspective Haspelmath (1997) examined the distributiodiffefent
kinds of indefinite pronouns in 40 languages, including English. His focus ismot
negative polarity items in particular, but rather on describing stetuition of all the
types of indefinite pronouns in the different languages. In manyudmes the
indefinite pronouns come in series, such as the Engtiglseries @énybody anything
andsomeseries $omebody, somewhetc.) For English, he examined tdi®yseries,
thesomeseries, th@o-series, and the worver.

Haspelmath summarizes the results by presenting the environheeetsamined
as a semantic map shown in Figure 1. The names of some afivinenenents are
self-explanatory: negation, question, indirect negation, comparativeitiooatl and
free choice. The pronoun is said to have a non-specific use if itrone®fer to a
particular object. For example, the pronoun in the following Russian medtb7)

has a non-specific use; the speaker does not have a particular person in mind.

(157)Ja xa’u pogovorit's  kem-nibud’ drugim
| want talk with someoneNsPEcother.

‘I want to talk to someone else’.

A pronoun has apecific unknowmise when it refers to a particular object, whose
identity is not known to the speaker. A pronoun hagpecific knownuse when it

refers to a particular object, whose identity is known to thekgpedhe difference
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can be demonstrated by the following sentences, in which the pronouspondeng

to someondas aspecific unknowmse in(158), butspecific knowrin (159). As these
examples show, while in English tle®me pronouns are used in all these cases,
Russian has a different series for each of these uses.

(158)Ja s kem-to ceva pogovoril, no ne pomnju s kem
| with someonesPECUNK yesterday talked, but not remember with who.

‘| talked to someone yesterday, but | don’t remember who that was’.

(159) Ja koe s  kewreva pogovoil, potom tebe rasskazu
| somekNOWN with who yesterday talked, later you tedFuT.

‘| talked to someone yesterday, I'll tell you later (who that was)'.

The map represents the environments in such a way that for eadimiiade
pronoun the environments it appears in are contiguous on the map. For exheple,
map predicts that it is possible that an indefinite pronoun willroiccall the positions
except free choice and the three leftmost positions. Such is, tinttec English
pronounever The Russian pronouns of theibud’ series, which occur in all the
environments except direct negation, free choice, and the two kindpeaific
environments, are also possible, according to the map. On the otherthemadap
predicts that there is no indefinite pronoun that can occur in direatioegindirect
negation, free choice, but not in the comparative. Similarly, firéslicted that if a
pronoun occurs in the specific use and the free choice, it also occting inon-
specific use, comparative, and either questions or conditionals. Haspslm

observations confirm these predictions.

direct
question indirect/ negatiol
negatiol
specific— specific — irrealis /
knowr unknowr  nor-specific
conditional com-

T parative _free choice

Figure 1: Haspelmath (1997): The semantic map of indefinite pronouns.
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The importance of Haspelmath’'s study is in its empirical caeerahe
examination of the indefinite pronouns in the same environments in magyaiges.
Haspelmath’s study putany and the pronouns ddny-series in a cross-linguistic
context and shows that the corresponding pronouns in other languages caeriiave
different distributions.

However, the importance to the general study of negative poiteits is more
limited. First, Haspelmath does not distinguish between contextsasugiestion and
conditional, and uses, such as ‘free choice’ and ‘specific unknown’. While
environments, such as conditional and question, can potentially licendenangf
NPI, free choice and the three left labels are types okuseg can only be applied to
indefinite pronouns. Second, many licensing environments, such as thetaestr
the universal quantifier and the second argument of quantifiersfdikeare not
represented in the map. Third, the label ‘indirect negation’ cesflaentences in
which the syntactic negation and the pronoun are in different claiikesentences in
which there is no syntactic negation at all and the pronoun is l@tdrsa negative
predicate. Due to these factors Haspelmath’s semantic nmy issually used in the
research on negative polarity items.

Giannakidou (1999) examines the distribution of negative polarity indefinite
pronouns in Greek. She observes that the pronouns can be used in two veays: in
emphatic form and in a nonemphatic form. The emphatic pronouns areteelsto a
small set of environments, while the nonemphatic pronouns appear in asieky
of environments. The environments in which both types of pronouns appeandee:
negation(160), and in the scope ofithout (161) andbefore (162) (Giannakidou
1999:377). In the examples below the nonemphatic pronouns are represented by

lowercase, and the emphatic pronouns are represented by uppercase.

(160)O papus dhen idhe kanegalENA apo ta agonia tu.
The grandpa not saw aNgNEMPHanyEMPH from the grandchildren his.

‘Grandpa didn’t see any of his grandchildren.’
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(161)O papus pethane xoris na dhi kamengNA apo ta
The grandpa died withostBisee anWONEMPHanyEMPH from the
agonia tu.
grandchildren his.

‘Grandpa died without seeing any of his grandchildren.’

(162)O papus pethane prin  na dhi kanensNA apo ta

The grandpa died befaseBIsee anWwoNEMPHanyEMPH from the

agonia tu.

grandchildren his.

‘Grandpa died before seeing any of his grandchildren.’

Nonemphatic pronouns, but not emphatic pronouns, can appear in all the known

DE environments, and in addition in non-specific uses such as in the iinp€ras),
with a disjunction(164) or with the adverisos‘perhaps’(165):
(163) Pijene se kanenarENENAN jatro.

Go.ImP.2sG to any doctor.

‘Go to a doctor.’

(164)1 bike kanenasANENAS mesa | afisame to fos anameno.
Or entered.8G anyone in  or lefdthe light lit.

‘Either somebody broke into the house or we left the light on.’

(165)Isos na irthe kanen&aRENAS.
PerhapsusJicame.3G anybody.
‘Maybe somebody came.’

To explain the distribution of these items, Giannakidou formulatesaihéitons

of non-veridicality and anti-veridicality as follows:

(166) Let O(p) be a sentential operator. Qvggidical iff O(P) => p is logically valid.
O is nonveridicaliff O is not veridical. O isantiveridical iff O(p) => —p is logically

valid.
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Giannakidou uses these definitions to formulate the licensing condfborike
two kinds of indefinite pronoun. According to her proposal, non-emphatic pronouns
are licensed in nonveridical environments, while the emphatic pronoutisearged
in antiveridical environments. Antiveridicality is a stronger diton than
nonveridicality, that is, every anti-veridical environment is alsm-weridical.
Therefore, every environment that licenses the emphatic pronounsicalsses the
nonemphatic pronouns.

All the examples above are non-veridical; this explains thending of the
nonemphatic pronouns. Negation andthout always create an anti-veridical
environment, which explains the licening of the emphatic pronouns. Ontliee
hand, before can sometimes have a different usage, as in the followingnsente
(Giannakidou 1999:395):

(167)Elenkse tis plirofories prin  na agorasi tipokaTA.
Checked.8aG the information beforeausibought.3G anything.

‘S/he checked the information before s/he bought anything’.

The sentence is either veridical or nonveridical, but not antivafidithe
nonemphatic pronoun is licensed with the nonveridical reading, whilenthbagic is
not licensed with either reading, since neither of them is antiveridical.

The condition of non-veridicality captures all the environments in Hiasple's
map except the leftmost two; this is an allowed distributiororaieg to the map.
While these conditions may be good in describing the distribution of teekG
indefinite pronouns, they are less helpful for the negative polaritgsiten other
languages. The predictions of these conditions for sentenceslwitistand barely
(section8.7), only, and the emotive factives (secti@r8.2) are contrary to the actual
distribution of the NPIs in English. In sectiat0.3.2 | suggest that replacing
veridicality with assertivity, a concept | define in sect@nimproves the empirical

coverage of the licensing condition.
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2.7.3 Inflectional morphology

Although most negative polarity items are standalone words and sxm®sthe
phenomenon of polarity sensitivity has also been observed in inflectrmrahology
(Levinson 2006). In this section | discuss two categories of morpholagekers
that become negative polarity items: the partitive case, and the irrealis mood.

A number of languages exhibit differential object case markimg of the case-
marking options, the partitive, signals partial affectedness obliject, while the
other option (accusative or absolutive) is used when the objectyisaftdkcted. Since
a negative sentence denotes an absence of action, the paditietimes becomes
associated with negation, and with the other NPI-licensing environments.

One of the languages in which this happens is Finnish. Finnish usiéisygand
accusative for object case marking. Typically, three rulesgaren to explain the
usage of partitive and accusative (Kiparsky 1998). The first coscaspectual
boundedness: if the eventuality denoted by the verb is atelic, thiBvpais used
(168); the accusative can only be used with a telic eventuatitprly, the partitive
is used if an NP denotes an indeterminate quaf(i®®@). Finally, the partitive is

obligatory with negation.

(168) Ammu-i-n  karhu-a /karhu-n
shoot-Pst-1Sg bear-Part / bear-Acc
‘| shot at a/the bear / | shot a/the bear’

(169)saa-n  karhu-j-a / karhu-t
get-1Sg bear-PI-Part / bear-PIAcc

‘I'll get (some) bears / the bears’

Kaiser (2002) noticed that in some cases the partitive canedenuguestions, but

not in affirmative sentences.

(170) Pekka huomasi miehen /*miesta.
Pekkanom noticed mamcc/*man-PRT.

‘Pekka noticed a/the man’.
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(171)Huomasi-ko Pekka miehen/miesta?
NoticedQ PekkanoM manAcc/manPRT.

‘Did Pekka notice a/the man?’

However, in addition to the environments discussed by Kaiser, theretlaer

NPI-licensing environments allowing the partitive:

(172)Harva/*moni huomasi miesta. FEW
Few/*many noticed maRRT.

‘Few/many people noticed a/the man'.

(173) Ennenkuin/*Senjalkeen Pekka huomasi miesta.. . BEFORE
Before  [*after Pekka noticed nmRF

‘Before/after Pekka noticed a/the man...’

These examples support Kaiser’'s (2002) conclusion that the Finnistivpdras
an NP1 behavior.

Basque is another language is which the partitive becomes agiveegolarity
item. Basque is an ergative language, so the object of aitrangtb and the subject
of an intransitive verb have the same case marking: absolutivsonhe cases the
otherwise absolutive NP can have a partitive marker. Theipaiistnot available for
ergative case NPs (Ortiz de Urbina 1985). The partitive cannasd&e with simple
affirmative sentences, but it can be used in many NPI-licgresimironments, such as
negation, questions and antecedents of conditionals (de Rijk 1972; Laka 1990:37;
Hualde and Ortiz de Urbina 2003:124). It can also be used with epistendals
(Hualde and Ortiz de Urbina 2003:551), similar to the Greek NPlan(@kidou
1998).

The most common manifestation of polarity sensitivity in morphologly be
found in the category akality status(Elliott 2000). Reality status is usually marked
on the verb, withrealis andirrealis as possible values. In some languages the marker
of irrealis becomes a negative polarity item. In Europearukges, the reality status
categories are traditionally calleddicative and subjunctive with subjunctive being

used almost exclusively in subordinate clauses. Nathan and Epro (1984:5@20 not
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that many of the constructions that trigger NPIs in English ladense the subjunctive
mood in Romance languages. A similar observation was madeabyp#&kidou (1995)

for Greek and Romanian.

(174)Je crois qu’il est/*soit intelligent. (French)
| believe that he isND/*is-SuBJsmart.

‘I believe that he is smart’.

(175)Jene crois pasqu il soit intelligent.
| NEG believe that he isuBISmart.

‘l don't believe that he is smart’.

(176) Crois-tu qu’il soit intelligent?
Believe-you that he isuBJsmart.

‘Do you believe that he is smart?’

(177)Comimos antes / *después que ¢€l llegara. (Spanish)
Ate-1PL  before/ after that he arriveaBa

‘We ate before/after he arrived'.

(178) Dudo que sea francés.
doubt-IsGthat is-3G-suBJFrench.

‘I doubt that he/she is French’.

(179)Me alegra que sepas la verdad.
me pleases that knove@suBJthe truth

‘I'm glad you know the truth’.

Unlike the European languages, many languages of the world have the
realis/irrealis distinction in main clauses as well. Thecéxdistribution of the
realis/irrealis marking varies widely across languaddgh(n 1999; Bybee 1998;
Elliott 2000). Simple past and present are always realis (P&0@4:168), while the
typical use of irrealis is to denote possible events. Otheramagnts that can license

irrealis include negation, questions, future and imperatives. Hersoane examples
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of environments in which the irrealis marking occurs in Caddo, avé&&tmerican

language spoken in Oklahoma (Chafe 1995; Melnar 2004):

(180)sal?-yi=bahw-nah  YES-NO QUESTION
2ND.AGENT.IRREALIS-SEEPERFECT
‘Have you seen him?’

(181) kuy-t'a-yi=bahw NEGATION
NEG-1ST.AGENT.IRREALIS-Se€e

‘I don’'t see him’

(182) kas-sa-nay2aw OBLIGATION
OBLIGATIVE -3RD.AGENT.IRREALIS-SING

‘He should/is supposed to sing'.

(183) hi-t'a-yi=bahw ANTECEDENT OF A CONDITIONAL
CONDITIONAL-1ST.AGENT.IRREALIS-S€€

‘If | seeit’

(184)wés-t'a-yi=bahw INFREQUENTATIVE ADVERB
INFREQUENTATIVE-1ST.AGENT.IRREALIS-S€e
‘| seldom see it’

(185) hus-ba-?a=sa-yi=k’awih-sa?
ADMIRATIVE -1ST.BENEFICIARY.IRREALIS-name-kNnOWPROGRESSIVE
‘Surprisingly, he knows my name’

The licensing of subjunctive in the complements of emotive factivé®), and the
use of irrealis with the admirative prefidds in Caddo, expressing surpri€Es5), is
not expected according to the usual definitions of the realidigrdiatinction. This is
expected in the context of NPI-licensing, since the NPIs are rkhowe licensed by
emotive factives.

The influence of negation on the use of markers of differenmmyatical
categories has been the subject of typological research. AikdesmvalDixon (1998)
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explore the dependency of markers of tense, aspect, evidentialityn peosnber, and
case on the polarity of the sentence. Miestamo (2005) examinasabe of markers
of finiteness, reality status, tense, aspect, modality and agnéeam positive and
negative sentences. Only the standard negation is examined inttigies; st is not
known to what extent the dependencies they observe hold for othercHifdiig

environments.
2.7.4 Minimizers and maximizers

Minimizing phrases, such gsot) sleep a wink(186) and(not) budge an inch
(188), have been the subject of the NPI-licensing researclke #mcearly stages
(Schmerling 1971). Minimizers are a productive class of negativeityateams, and

they have been observed in many languages (Horn 1989:452).
(186) 1 didn’t sleep a wink

(187)We are nothe least biamused.

(188) She_didn’tbudge an inch

Israel (1995) examines the distribution of the minimizing phrasdsiascusses a
number of environments in which their distribution differs from thahdéfinites like
any. One such case involves negative sentencesheithuseclauses. While negation
licenses both minimizer§190) and indefiniteq189), negativebecausesentences
allow indefinites(191), but not minimizergl92).

(189) Zelda didn’tdrink any vodka.
(190) Zelda_didn’tdrink a drop of vodka.

(191) Zelda didn’tfall asleep because she dramyvodka. She was just very tired.

(192)*Zelda didn’t fall asleep because she dranklrop ofvodka. She was just very
tired.

Another case involves restrictors of quantifiers. Indefinitesdikgare licensed in
the restrictor of quantifiers likkeew whether there is a clear causal connection between

the restrictor and the claifd93) or such a connection is absgfi4). This is not the
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case with the minimizers. When the causal connection is cleaminimizers are
licensed(195). When such connection is not evident, the minimizers are not allowed
(196).

(193) Few of the guests who aa@ytrout enjoyed the meal.
(194) Few of the guests who aaaytrout dressed well.

(195) Few of the guests who aaebite oftrout enjoyed the meal.
(196) *Few of the guests who agebite oftrout dressed well.

The explanation proposed by Israel distinguishes between downwardomiorpt
and reversal of entailment scales. According to his explanationerthieonments
above are downward monotone, and this is the reasommynyg licensed. Minimizers
need more that downward monotonicity: they require that a sahaitreent scale be
present. This is not the case with negatbezausesentences and with quantifier
restrictors when there is no causal connection between the toestna the claim,
therefore the minimizers are not licensed in these environments.

Israel (1996) notes that sentences with minimizers expremsgsttaims, which
entail the claims with other possible measure phrases. Fopéxame didn't sleep a
wink entailsshe didn’t sleep five minutesle calls such expressioemphatic NPIs
The minimizers are contrasted with another class of negatolarity items,
demonstrated below (Israel 1996:626):

(197) She didn't sleejpnuch
(198)He’s notall that clever.
(199) This won't takelong.

While the minimizers denote low values, the NPIs of this das®te high value.
Unlike sentences with minimizers, sentences with these NPIsederesk claims,
which are in fact entailed by most comparable claims. For pleashe didn’t sleep
muchis entailed byshe didn’t sleep five minutek Israel’s terminology, such NPIs
express arunderstatementcreating a weaker claim than the one that the speaker
intends to convey.
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Israel (1996) analyzes the difference between the twoedadshe NPIs in terms
of what he callgy-valueandi-value The first notion, g-value (quantitative value), is
the value on the scale denoted by the item. The minimizers hawecJalue and the
NPIs such asnuch(197) andall that (198) have a high g-value. Thevalue is the
informational value of the sentence. The i-value of emphatitesces is high and the
i-value of understatement sentences is low. Since negation eubesentailment
scales, a low g-value NPI creates a sentence that etfiailsther sentences on the
scale. Such a sentence has a high i-value, and such MP¢snghatic. On the other
hand, the high g-value NPIs create sentences which are entatlegl dtyrer sentences
on the scale, so this NPIs have a low i-value, that is, they express understatements

Since the scale in negative sentences is reversed contpaiteat in affirmative
sentences, a mirror picture is observed with PPIs (positive poltihs). Low Q-
value PPIs have a low i-value, that is, they express an understat Examples of
such PPIs areorta (200) anda little bit (201). On the other hand, high g-value PPIs
have a high i-value, they are emphatic. Examples of such PPds areas hel(202)
andscads 0{203).

(200) Maggie wassortarude to the secretary.

(201)Belinda wona little bit of money at the Blackjack tables.
(202) Bert wasas rude as hello Ernie.

(203) Belinda wonscads oimoney at the Blackjack tables.

Israel (2001:312) examines some NPIs that do not fit the genémalzabove.
For example, the following NPIs are emphatic (high i-value), theg denote high
guantities. This is not what is expected according to the exmanagsed on

entailment scales.

(204) Wild horsescouldn’t/*could keep me away.
(205) I wouldn’t do itfor all the tea in China
(206) | wouldn’t touch itwith a ten-foot pole

Similarly, there are some emphatic PPIs denoting small quantities:
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(207)We'll be back ina jiffy.
(208) 1 would do it agairin a heartbeat

According to Israel, the difference between the inverted ldfdisthe regular NPIs
is in the participant roles. The regular NPIs denote roles asigatient or theme, that
denote the effect of the action. For such roles, the regular reatdilscales in
affirmative sentences are from high to low quantity. Théessareversed in negation,

and the low quantity statement becomes the strongest:
(209) | haveten dollars= | havefive dollars
(210)1 don’t haveten dollars] | don’t havefive dollars

The opposite is true for the inverted NPIs. Such NPIs occur inegsipns
denoting resources required for the action, or other kinds of conditioastfons. For
such roles, the regular entailment scale is from low to high iquaand in the

reversed scale the high quantity statement becomes the strongest:
(211)1 can eat an apple five minutes] | can eat an appie one minute
(212)1 can’t eat an appli five minutes= | can’t eat an apple one minute

The conclusion is that both regular and inverted emphatic NPIs dematétieps
that make the strongest claim on the reversed entailmeld. dnapatient/theme
participant roles, such a claim on a scale with negation is obtaiitedhe lowest
guantity, and in “resource” participant roles, such a claim aslarwith the highest

guantity phrase.
2.7.5 Conclusion

We have seen a number of studies focused on particular classegabivene
polarity items. Each class of negative polarity items, wiibgiag some distributional
properties with the other classes, also has its own particlHavioe. The indefinites
show an interaction of distribution and interpretation. The morpholodiPds are
rare, have a more limited distribution, and are not accompanieithebymphatic

feeling. The minimizers and maximizers have a more limitestriblution than
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indefinites, and show a dependence of polarity sensitivity on the iparicrole
denoted by the item.

This dissertation contributes to this line of research: an in-depéstigation of
the particular licensing conditions for different types of negapetrity items. |
identify a class of negative polarity items that did not recelgse attention in the
literature, and examine their distribution. Then | propose a newsliog condition,

combining downward entailment with an additional requirement.
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3 TheNegative Polarity Particlesin English
3.1 Introduction

In this study | discuss a class of negative polarity itemsl el negative polarity
particles (NPPs). | use this term do refer to two classes of negptlarity items:
negative clausal particles and negative aspectual particleheANPPs have positive
polarity counterparts. The English negative polarity partiadebet discussed in this

study are:

« Negative clausal additive particgther. Its positive counterpart tso:
(213)He didn't like me and | didn't like himither.

(214)He liked me and I liked hirtoo.

« Negative clausal additive partiaheither.lts positive counterpart so
(215) You don't work for free, andeitherdo |I.

(216) You work for free, andgodo I.

« Aspectual discontinuative particd@ymore Its positive counterpart ill:
(217)1 don’t work thereanymore

(218)1 still work there.

« Negative continuative particlget Its positive counterpart eready.
(219) This album is not revieweygkt

(220) This album isalreadyreviewed.

Most of this study discusses negative polarity particles inisngSome NPPs in

languages other than English are discussed in Sektibelow. These include:
« Aspectual discontinuative particles in Russian and German.
« Negative clausal additive particles in Spanish and French.

« Negative clausal contrastive particles in Spanish, French and Catalan.
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In the rest of this section | introduce the English negative pplardrticles,
demonstrate their sensitivity to negative polarity, discuss their sesyaantid show the

similarity between the clausal particles and the aspectual particles
3.2 Negative additive focus particleither.

The additive particlesoo and either denote the existence of an additivity
relationship between two clau§eswill call the clause in which the particles appear
the host clauseand the earlier clause to which the particle retbes antecedent
clause

In the typical usage adither both the host clause and the antecedent clause are

syntactically negative. When both clauses are positive, the sentence is magjcain
(221)He didn't like me and | didn't like himither.
(222)*He liked me and I liked hineither.

(McCawley 1988:582; Rullmann 2003:337).
It might seem at the first glance thather must coordinate two negative clauses.
However, the status of the antecedent clause and the host claosehs same. The
surface negativity requirement only applies to the host clausig the antecedent
clause must entail a relevant negative proposition, but it does redsagity have to

be negative itself:

(223)a. | like pizza, and | like spaghetitio/* either.

®In this thesis | only discuss the usageeiither as a sentence final particle, as demonstratetien t
examples in this section. The waeither has at least two other usages, one as markingjundiion (i),
and another as a determiner (ii):

(i) We're eithergoing to LA or to New York.

(i) We are not going teithercity.

The usage oéither as a disjunction is not polarity sensitive (seeh(@arz 1999; Hendriks 2004) and
the references there for a discussion of this Ysdde usage ofitheras a determiner seems to behave
similar toany. They will not be discussed in this study. ThecHianical connection between the three
usages otither and the development of the current distributiotiqua of the additive particleither

are discussed in (Rullmann 2002).

49



b. 1 don't like pizza, and | don't like spaghetither.
c. l don't like pizza, and | hate spaghétii/* either.
d. | hate pizza, and | don't like spagheither.

In the following sentence the antecedent clause is clearlyagattive in any way.
The usage oéitheris grammatical, since the antecedent clause entails “thedorét

hate you”, which is similar to the host clause.
(224) All the men fall in love with you, and the women don't hate you feither.

Although there are limitations on the form of a host clause thahasnseeither, the
host clause does not have to be syntactically negative. The folloambgnses (taken
from Rullmann 2003:345-347) conta@ither in an environment that does not have

syntactic negation:
(225) Few Americans have ever been to Spain. Few Canadianseithee,
(226) It appears that Botha has little respect for Lewither.

(227)Publishers  will  usually reject suggestions, and writers  will

scarcely/hardly/never/seldom/rarely accept theither.
(228) It’s unlikely that John will comeither.
(229)1 doubt he can move to the housther.

For the time being, | will call the environments such(285) - (229) simply
negative This reflects the intuition that there is something negativineé sentences
above, although they are not syntactically negative. The notion of négatiguired
to license the negative polarity particles is explicateer lat this study asemantic
negativity

It is worth noting thakither can also be used with VP-deletion in the host clause.
In this case it is the antecedent clause that has to be negative:

(230) The men don’t hate you for it, and the women deither.

(231)*All the men fall in love with you, and the women doeither.
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Particles similar to Englishither exist in French(non plus) Spanishitampoco) and
in other Romance languages. The French and the Spanish negattixe guitticles
are discussed in sectidi.2.

The particlesoo and either belong to a larger class of what Konig (1991) calls
‘focus particles’. In addition t@aoo and either, this class includes particles such as
even only, and others. The naming of the various subvarieties of foassed can
vary across studies. Konig calls particles lita® ‘simple inclusion’, or simply
additive The particleevenis called ascalar additive particlSchwarz 2005) On the
other hand, other studies (Krifka 1998) use the tadditive particlesin a way that
excludeseven which is called simply scalar particle In this study | do not discuss
scalar (scalar additive) particles likaren concentrating on the ‘simple inclusion’
additive particles.

3.3 Negative additive focus particleeither

Another patrticle discussed in this worknisither In typical usageneitheris used
when two clauses are combined, and it introduces VP-deletion in theléwse. The
antecedent clause is usually syntactically negative. Theosiunterpart oheither
is sa
(232) You don't work for free, andeitherdo |I.

(233) You work for free, anda* neitherdo |.

Klima (1964) noticed that the antecedent clause does not have to baicgiya
negative for the sentence witkeitherto be grammatical. For example, the following

sentences witheitherdo not contain an overt negation:
(234) Writers will seldomaccept suggestions, anditherwill publishers.
(235) | doubtthat you think so, andeitherdo I. [= | don’t think sO]

(236) But my son, who was about 4 at the time, wasytmang_tocare andheitherdid
his playmates. [=they didn’t care]

The sentence witheithercan frequently be paraphrased by a sentenceaitftbr
and overt negation. In this case the host clauséluérhas VP-ellipsis.
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(237)Paul doesn’t smoke, ameitherdo I.
(238) Paul doesn't smoke, and | dagither.

As noticed above, the validity of the usageeither with VP-ellipsis depends on
the negativity of the antecedent clause. This is similaettherand unlike the regular
either, whose usage depends on the negativity of the host clause.

In order to compare the particles discussed thus far with thosessledd later it

may be helpful to summarize them in the following table:

current clause positive negative

previous clause

positive too, so -

negative - either, neither

Table 1. Positive and negative additive particles.

This table arranges the particles in a form convenient for caosoparand this
necessitates some simplification. The label ‘positive’ meantkigaclause is usually
positive (not negative)too can sometimes coordinate negative clauses. The label
‘negative’ means either that the clause must be negative, in the sensd deéve, or
that the clause must entail a relevant negative proposition. Theerfdholds, for
example, for the host clause either without VP-ellipsis, and for the antecedent
clause ofeither and neither with VP-ellipsis. The latter condition holds for the
antecedent clause efther without VP-ellipsis. This distinction is not represented in
the table.

The positive additive particles usually combine two clauses whieh both
positive. Negative additive polarity particles usually combine twgatiee clauses.

We will see other combinations later in this study.
3.4 Negative Aspectual particleget, anymore

The negative polarity particlestherandneitherdiscussed above are both additive

particles. Another kind of particles discussed in this thesis agatie aspectual
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particlesyet andanymore The corresponding positive particles ateeady andstill,
respectively.

Bothyetandanymoreare usually used in syntactically negative sentences:
(239) This album is not reviewegkt
(240) This album isalreadyreviewed / *This album is revieweggbt
(241)1 don’t work thereanymore
(242)1 still work there / *I work theranymore

Like either and neither, yet and anymoredo not strictly require syntactic negation.
Some sentences, negative in the sense defined earlier, yat@md anymorein the

absence of syntactic negation:
(243) They barelytalk anymore
(244) Eewtourists are herget

(245) They've had to reduce the player caps repeatedly, but they fiasedte admit
it yet

(246) He was tooyoung to understandyet

Although yetandanymoreare well known negative polarity items, they have not
received much attention in the NPI literature. The wanymoreis more widely
known for another usage of it, called ‘positinaymoré occurring in some
nonstandard dialects of English in the Midwestern US (Labov 1972; HamdleéSag
1975; Labov 1991; Murray 1993; Labov 1996) and in some areas of Canada, Scotland

and Ireland (Haycock 2000). In this usagg/moremeans ‘nowadays’:
(247)Everybody drives a camymore (Haycock 2000)

(248) Cod are scarcanymore (Haycock 2000)

(249) 1 always use couporsymorewhen | shop. (Murray 1993)

In this thesis | do not discuss this colloquial positwg/more concentrating on

the NPlanymoreof Standard English. I do mention this usage in some ambiguous
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cases, in which it is not clear whether the given occurrenemyforeshould have

the positive or the NPI interpretation.
3.5 Unified semantics for the negative polarity particles

It might seem that the aspectual partigfesandanymorehave little in common
with the additive particlesither andneither. In this section | would like to show that
the aspectual particles and the additive particles do formuaahatass. One common
analysis of the aspectual particletdll, anymore, already, yetees these particles as
expressing contrast or additivity between the current statgedfto in the clause and
some earlier state. This analysis is known as “Ldbner's squaréhe aspectual
particles (Lobner 1989, 1999).

According to this analysis, the aspectual partigiets already, stillandanymore
combine anassertion regarding the reference time in the sentenge With a
presuppositiorregarding an earlier momengft The difference between the particles
is in the positivity and negativity of the assertion and the presitjgposThe
continuative particlestill expresses a positive assertion and a positive presupposition,
while anymore expresses a negative assertion and a positive presupposition. For
example,(250) asserts that the light is on in the present (a positsertemsn), and
presupposes that the light was on in some earlier time (avegsiesupposition). On
the other hand251) asserts that the car is not here in the present (a veegati
assertion), and presupposes that it was here in some earlier(dinp®sitive

presupposition).
(250) The light isstill on.
(251) My car is not heranymore

We see thastill and anymorehave the same positive presupposition: that the
predicate they are used with was true §grthe difference is that the assertiorsol
is positive, and that ainymoreis negative.

The other two aspectual particlgstandalready, share a negative presupposition:
that the predicate was false fgg fThe difference is in the assertigtis used with a
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negative assertion, andlready is used with a positive assertion. Consider the

following sentences:
(252) My car is not herget
(253) My car isalreadyhere.

Both sentences have a negative presupposition, namely, that myscaptzere
in tep. The sentence witlget has a negative assertion, that my car is not here in the
present, while the sentence waleadyhas a positive assertion, that it is here.

The presuppositions and the assertions of the aspectual particlebecan
summarized in the following tableThe last column of the table shows whether the
particle expresses additivity or contrast. If the presuppositiontenddsertion are of
the same polarity, that is, both are positive or both are negates@atticle denotes
additivity. If the presupposition and the assertion are of differemtripgl that is, one

is positive and the other is negative, the particle denotes contrast.

Aspectual Presupposition Assertion Additivity/contrgst
expression

alreadyP = P(tp) P(t) contrast

yetP = P(tep) - P(t) additivity

still P P(tp P(t) addivitity

anymoreP P(tp - P(t) contrast

Table 2. Presuppositions and assertions of expressions with aspectual particles

The particles are usually represented in the following form, knawhéaner’s

square.

"In this table and discussion | only examine singsitive and negative sentences, with negation as

the only licensor of the negative polarity particle

55



current state positive negative
previous state
positive positive continuative: positive/negative contrast
still (discontinuative):
anymore
negative negative/positive contrasf:negative continuative:
already yet

Table 3. Lobner’s square.

We can see the similarity of these table§able 1 above. The two continuative
aspectual particlestill and yet denote additivity between the previous state and the
current state. The function of the additive particles, sucbass to denote additivity
between two clauses. Therefore, the continuative aspectual gmidintl the additive
particleseitherneitherdenote additivity in different domains: the additive partisigs
too, either, neither express relations between two related clauses, and theusdpec
particles express relations between two temporal states. Tab @u@dusion, from now
on | will call the formerclausal additive particles

The parallels between the individual particles are as folloWws.atditive particle
too is used with a positive host clause and a positive antecedargeclahe
continuative aspectual partickill is used with a positive assertion regarding the
assertion time and a positive presupposition regarding an earlier thmeepositive
additivity in the clausal domain is expressed with, while the positive additivity in

the temporal domain is expressed vgitifi .
(254)He liked me and I liked hirtoo.
(255) The light isstill on.

A similar parallel holds for the particles expressing negatdditivity. The
additive particleeither is typically used with a negative host clause and a negative
antecedent clause. The negative continuative pametds used with a negative

assertion regarding the assertion time and a negative asseg@ming an earlier
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time. The negative additivity in the clausal domain is expressieitier, while the

negative additivity in the temporal domain is expressed yeth
(256) He didn't like me and | didn't like hieather.
(257)My car is not herget

The other two aspectual particles in Lébner’s squareadyandanymore do not
denote additivity. Instead, they denote contrast between the previoukeaodrrent
state. The discontinuativeanymoredenotes contrast between the positive previous
state and the negative current state; the paréitleady denotes a reverse case, a
contrast between a negative previous state and a positive cuatentAdthough we
have not yet seen such patrticles in the clausal domain, they stare8panish and
other languages, and will be discussed later in setfich

There is another difference between the aspectual partickb®ither/neither
While with either/neitherboth the antecedent clause and the host clause are usually
present, the previous state is usually only implied when an asppertiale is used.
The negativity requirement for aspectual particles, unsurprisinglpjves the host
clause, that is, the clause in which the particle occurs.

Therefore, all the particles mentioned thus far can be summairizéable 4

below. Both the negative polarity particles and their positive counterparts ade list

current polarity| positive negative

previous polarity

positive positive additivity: positive/negative contrast
too, so, still anymore

negative negative/positive contrast negative additivity
already either, neither, yet

Table 4. The English particles discussed in this thesis

An interesting fact supports this analysis: Gernsahon ‘already’, whose main
meaning is an aspectual particle denoting a negative-to-positiymtal contrast, can

also be used with VP-ellipsis denoting negative-to-positive sentential contrast
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(258)Jarre mag die  Aufnahme nicht, ich aber schon.
Jarre likes the recording not | however already

‘Jarre doesn't like the recording, but | do.’

Therefore, the negative polarity particles are negative pplaeins denoting a
relation of additivity or contrast between the asserted clausa presupposed clause
or event. In this respect the NPPs differ from the typical negailarity items. The
typical negative polarity items are words and phrases denokitrgnmee degrees,

minimum or maximum quantities, as the following examples demonstrate:
(259) Zelda didn’tdrink anyvodka.

(260) Zelda_didn’tdrink a drop of vodka.

(261) She_didn’tsleepmuch

Like other phrases of their syntactic categories, the typieghtive polarity items
contribute to the assertion of the sentence. On the other hand, thevenqgedirity
particles do not denote an extreme degree and do not affect #tioassf the
sentence. Therefore, the typical motivation for downward monotorasigy licensing
condition of negative polarity items does not apply to the negativeitggbarticles.
After examining the distribution of the NPPs and proposing a liegnsondition in
the following chapters, a possible explanation for the licensing comdkt outlined in
section9.4.

We have seen that the negative polarity particles discussk isettion can also
be licensed in sentences that are not syntactically negdtiiat exactly are the
environments in which these particles can be used? In Secli@urvey the known
NPI-licensing environments and examine the behavior of the NPPtheise

environments.
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4 TheDistribution of Negative Polarity Particles
4.1 Introduction

We have seen above that syntactic negation is not the only enviromvenich
the negative polarity particles are used. My goal in this@eds$ to investigate and
describe the distribution of the negative polarity particles. Al énvironments in
which the NPPs occur are known in the semantic literature tdHRddicensing By
NPI-licensing environments | mean such environments that liceR&e [iKe any and
ever This term is not intended to mean that such environments liedindee NPIs;
this just means they can licerm@meNPIs, usually includingny andever

However, the NPPs do not occur in all the NPI-licensing environmbntkis
section | examine the known NPI-licensing environments and check whittem
license the NPPs.

The conclusion that is reached is that the NPPs are licenseduhset of NPI-
licensing environments. To the extent that the NPI-licensing @mvients are
downward monotone, it can be said that the NPPs are licensed in da efibse

downward monotone environments.
4.2 The licensing environments

The following NPI-licensing environments license the NPPs:
« Negation

As we have seen above, the NPPs can be licensed by a systatential
negation, and, indeed, this is their most frequent use. For conversenteexamples
are repeated below:

(262) This album is_noteviewedyet
(263)1 don’t work thereanymore
(264) He didn'tlike me and I didn't like hineither.

(265) You don'twork for free, andheitherdo |I.
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e Scope ofewandrarely

The meaning the wordew andrarely introduce can be informally expressed as
“less than a certain implicit standafdThat is,(266) means that the number of people
here is less than expected, §887) means that the frequency of my visits is less that

a certain level expected for that kind of a store.
(266) There ardew people here.
(267)1 rarely go to that store.
Examples of NPPs licensed faw.
(268) Few Americans have ever been to Spain. Eanadians havejther.

(269) Few farmers trade andeitherdo most governments, unless they have a state

trading entity.
(270) Few*many tourists are henget
(271)1 trust very fewpeopleanymore
Examples of NPPs licensed tarely:
(272)While he rarely grew angry, he rargbked,either.
(273) Their seafood dishes rarelysappoint, andeitherdo their pizzas.
(274) That has rareljhappenedet but it's going to happen at lot.
(275) It is rarelyseeranymore
« Negative implicative verbs

Verbs with clausal complements can be classified accorditigetrimplicativity,
a notion that was introduced in the linguistic literature by tkaen (1971a; 1971b),
and recently generalized by Nairn et al. (2006). Adopting the terogyobf

8 In Jespersen’s (1917) formulation, these wordsesg*approximate negation”.
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Nairn et al. (2006), a verb F igositive implicativeiff F(p) => p andnegative

implicative iff F(p) = - p. For example:

(276) 1 forgot to have lunch.
=>
| didn’t have lunch.

(277)1 refused to sign the contract
=>
| didn’t sign the contract.

Therefore, the verbi®rgetandrefuseare negative implicative.
The negative polarity particles can be licensed by these vathsugh there is
some variation among the verbs with this respect:

Examples of NPPs withrevent

(278)That was one mistake Anton never made, and he often previeateffom

making it,either.

(279)Not only did the Home Office fail to do this, but they have assiduously
preventedanyone else from doingeéither.

°In Karttunen's (1971a) terminology, a verb is rtagaimplicative iff both (a) F(p) =>p (my
definition of negative implicativity) and (b) nof#) =>p. If the second condition does not hold, the
verb is classified as a ‘negativiéverb’. Nairn et al. (2006) call verbs of both kéndegative
implicative Those verbs that satisfy (b) are caltesyative two-way implicativeend those that do not
are callechegative one-way +implicative$he former class includes the vefbgyet (to), fail, neglect,
decline, avoid, refrainwhile the verbgrevent, discourage, dissuade, keep (froefusebelong to the
latter class.

The entailments of not F(p) are not relevant forpayposes, so | will use the termgative implicative

to denote verbs of both these classes, namely Yerhghich (a) holds regardless of whether (b) kold

or not.
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(280) Steady, cold temperatures have prevemedfrom doing any serious planting
yet

(281) Lack of manpower has preventtus from finishingyet

(282)1 don't know if it is effective or not but it has preventades from entering my

aptanymore
Examples of NPPs witforget

(283)1 am casein-free, but | forges mention itanymore
Examples of NPPs witrefuse

(284) They've had to reduce the player caps repeatedly, but they fiasedte admit
it yet

(285) So he wrote to them, that since they refused to accept the choampkeand that
| refusedto accept ieither, that he will keep it since he cannot throw it away.

(286) There he was, leading the glam life, but his victims refiseatcept defeat, and

neitherdid the authorities.

(287) She _refusedo slow up, andneither did her hardship. (Collier-Thomas and
Franklin 2001:164)

Green (1973:239) hypothesized tk#heris not licensed byefuse supporting her
opinion by(288) (the judgment is hers). It seems that more contegtjisred for the

sentences to be acceptable.
(288) *Mary refused to leaveither.
« Negative implicative constructionaithout, too Adj to V-inf.

The licensors in this category include two constructions of the kiwil Icall
negative implicative constructiorSimilar to the definition of negative implicative
verbs, a construction F(p) reegative implicativaf F(p) =>-p. Both constructions
have positive counterparts, and the negative variants can be seerorasrating

negation.
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One negative implicative constructions is the constructi@xoésstoo Adj to V-

inf” as in the following sentences:
(289) The sample size was temall to produce accurate results.
(290) He protested tomuch to be sincere. (Quirk et al. 1985:1140)

The first sentence implies that accurate results were oluped. The second
sentence implies that the person referred to was not sincerevetpwes noted in an
early study by Nelson (1980), a negative implication of this kind does not always hold.
For example,(291) does not imply that it is impossible that the speaker watches

cartoons, but rather that this is somehow improper.
(291)1 am too old to watch cartoons.

Sometimes, two interpretations are possible for one sentenoelas following case
(Humberstone and Cappelen 2006:295):

(292)He is too sick to eat.

This sentence can be understood either as “he is so sick thanbeable to eat”,
which is the negative implicative interpretation, or as “he isicl that he shouldn’t
eat”, which does not have the negative implication “he doesn’t eat”.

The different interpretations are explained by (Humberstone and IEap@06)
in terms of modality, and similar approach is adopted in other stuafigbis
construction (Meier 2003; Hacquard 2005). Part of the meaning of awciir‘too
X'to Y” is “cannot Y”, that is, the modal impossibility of Y istailed. However, this
impossibility has to be interpreted according to a modal basez@r1977, 1981). If
this modal base refers to physical possibility and impossibility construction of
excess is negative implicative. This is the case with ex&(P89) - (290) and the
first interpretation 0{292). Humberstone and Cappelen call this moddityatic (p.
299), and it is sometimes known as physical modality. In the secargrigtiation of
(292), the modality is deontic. In all the worlds in the deontic mbdaé, worlds in
which what “should be” holds, “he does not eat” holds, but our world is not
necessarily one of these worlds. Other modalities, such as epistemicsahe aked.
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Therefore, the excess construction is negative implicatitheeiintended modality

is the physical. The negative polarity particles are licensed by tlkeeegonstruction:

(293) ... | had a last minute obligation and missed the season opendat&do Tivo
it either.

(294)But my son, who was about 4 at the time, wasytmang_tocare andheitherdid

his playmates.
(295) He was tooyoung to understandyet
(296) | was tooscared tditchhikeanymore

Another negative implicative constructionwghout + clause/VP phrase, as in the

following sentence:

(297) The officers enteredithout knocking

The negative implicativity is demonstrated by the fact (p@7) entail4298):
(298) The officers didn’t knock.

The NPPs are licensed iméthoutclause:

(299)1 criticize someone at least once a day without realizirmgndk | am sure others
have withoutrealizing iteither.

(300) Leuchter has just ruined his life, withduatowing ityet
(301) 1 don't know how to cook food withobiurning itanymore
« doubt

The verbdoubtis a special case. On the one hand, it is a clausal-complennt ve
similar to the negative implicative verbs. On the other hand,simdar in a certain
aspect to the wordew andrarely, since it expresses a level of epistemic attitude less

than a certain standard. The NPPs can be licenseduiy
(302) It didn’t rain yesterday, and | douivtwill rain today,either.
(303) Fred_doubtedhat Ethel would show ugither. (Green 1973:238)

(304)1 doubtmy brother plays cards, anéitherdoes my sister. [=play cards]
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(305) I doubtwhether everything is fixeget
(306) I very much doubhe is finished playing his gamgst (Burke 2004:170)
(307)1 doubtanyone careanymore
(308) I doubthe is my friencanymore
« Questions
The NPIsanyandeverare licensed in questions: (van Rooy 2003)
(309) Have youeverbeen to China?
(310) Do you haveany potatoes?

In many cases, the negative polarity items in questions a@etsantroduce a
negative biasthat is, an implication that the answer to the question is neg&tivee

NPIs are only allowed if the question is rhetorical (Borkin 1971):
(311)Wholifted a fingerto help when | needed it?
The NPPs are also licensed in questions:
(312)Have we reached the bottorat?
(313) Do you smokenymorée

Many examples oéither licensed in direc{314) and indirec{315) questions are
given by Rullmann (2003:347). As he notices, these are mostly rhétguestions

which do not expect the hearer to answer, but instead suggest that the answer is no.

(314) While we cannot afford to have any more underground raves, how can we afford
to have the above ground oresther?

(315)Leo won’'t show up and | wonder whether Edna will shoveitiper.

The NPPneitheris licensed by an interrogative antecedent clause if the host clause
and the antecedent clause are in separate sent@ic8s The coordination of an
interrogative antecedent clause and the assertion host ¢Hi§as not grammatical

for syntactic reasons.

(316)*Did you understand that, amgitherdid 1.
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(317)Did you understand that®eitherdid |.
4.3 NPI-licensing environments that do not license the NPPs.

In this section | discuss some environments that are considered NPI-licehsing (t
licenseany andevel), but do not license the NPPs. The non-licensingjtberin most

of these environments was noticed by Rullmann (2003).
« Antecedents of conditionals
Antecedents of conditionals usually license the Nialgandever.
(318)If youevergo to Brussels, you should buy me some Belgian chocolates.
(319)If you seaanytypos on my blog, please do scream at me.
However, the NPPs are not licensed by being in the antecedent of the conditional:

(320) I have never been to Amsterdam.Figo to Brusselgither, | will buy you some
Belgian chocolates.

(321)*If you have been to Amsterdam, you probably visited the Rijksmuseum, and

neitherhave I.
(322)*If you work thereanymore leave.
The sentences with the corresponging positive particles are gramimatica
(323)If you still work there, leave.
(324)If you've already got iTunes, just click here.
(325) ?If you've got iTuneyet, just click here.

There is a particular kind of conditional that does license fRBIN These are of

the form “I'll be / I'm damned/darned/blowed/dashed if...”:

(326) We never even used the 10.0 disk, and I'll be damnriealilif use it noweither.

(327)What appears to be the final ending is unrealistic. Or iseannto be a
delusional fantasy a la Norma Desmond in Sunset Boulevard? I'll toeedh if |

know. Andneitherdid any of several people whom | discussed the matter ftgh a

the final curtain. [http://www.talkinbroadway.com/regional/nj/nj7.html]
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(328) Ever since the first year in college, | thought | could throw 90 meters (295-3) no

problem. I'll be damned ifve done ityet | know | can do it.

[http://www.usatoday.com/sports/olympics/athens/track/2004-08-25-greer-
profile_x.htm]

(329)1 studied Japanese for 3.5 years but I'll be damnleckifi remember &nymore

In this case the conditional functions as a negative implicativeractien (Veltman
1986:162; Declerck and Reed 2001:9.2.7.1), and this is the reason the NPPs are
licensed.

« Restrictor of universals and some other quantifiers

The NPIsany and ever are licensed in the restrictor position of universals and

some other quantifiers:

(330) Everyonewho haseverlived in Charlottesville has played a role in its ongoing

story.
(331) Most physicians who treatny Medicaid beneficiaries see relatively few of them.
The NPPs are not licensed in these environments:

(332)No one of us has ever been to Amsterdam. *Ever§bleeone who has been to

Brusselseitherwants to go there again some day.
(333)*Everyonewho lives in San Francisco heard about it, aeidherdid I.
(334) *Everyonewho saw the movigetliked it.
(335)*Everyonewho is hereanymorewill receive a prize.
« Comparative clauses

The NPIsanyandeverare licensed in comparatives (Zepter 2003):
(336) | feel better thar haveeverfelt before.

(337)Hubi is taller tharany student is. (Zepter 2003:196)
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As a rule, the NPPs are not licensed in these environtftents
(338)*1 feel better than | have ever felt befaither.
(339)*I like walking more than running, anteitherdo you.
(340)*Hubi is taller than any student aymore
« Complements of emotive factives

The NPIseverandany are licensed with emotive factives that express negative

emotional or epistemic attitude (Klima 1964:314):
(341) 1 regretthat leverwent to Spain.

(342) | am surprisedhat heeverspeaks to her.
(343)He was_againdoinganythinglike that.

The NPPs are not licensed in this environment:
(344)*I am surprisedhat he speaks to hetther.
(345)*1 regretthat he speaks to her, ameitherdo |.
(346)*1 regretthat my car is herget

(347)*1 regretthat I'm in Spairanymore

4.4 Environments which license some NPPs

e Superlatives

NPIs any and ever are licensed in superlatives (Herdan and Sharvit 2006;
Nishiguchi 2005):

(348) This is one of the best films | haegerseen.

(349)It’s by far the best option that hasy chance of coming to pass at this point.

10 A particular construction withietis an exception to this generalization:

(i) This is bettethan anythingetinvented.
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Some NPPs are licensed in superlatives, and some are not. TheadgPes/etand

anymoreare licensed by a superlative:
(350) It is by far the best book | hayetpurchased in the field of Web Design.
(351) This is the best film that is shown hemgymore

(352) Government makes activists sound bad but it is the best chanceuhtsychas

anymore

The additive NPPsitherandneitherare not licensed by a superlative:
(353)*This is the_mosbeautiful city | have visitedither.
(354)*This is the_mosbeautiful city | have visited, anteitherhave you.
e The second argument ohly

NPlIsanyandeverare licensed in the second argumertardy.
(355) Only young writerseveraccept suggestions widmy sincerity. (Klima 1964:311)
(356) | only eatanymeat when I’'m depressed. (Horn 1996:17)
(357)Only Lucy hasany money left. (Roberts 2006:5)
The NPPs are usually not licenseddoyy:
(358)*Only John has arriveget

(359) Of all the people in this room, only John has been to Amsterdam. *Ioihliy

has been to Brusseksther.
However, with a different syntaonly can licensanymore
(360) Work was the onlyhing that mattered to hianymore

Haycock (2000) noticed that in some cases wdn&ymoreoccurs withonly it is
not clear if it is the positive or the NRhymore This is true, for example, for the

following sentence:

(361)1 only throw small partieanymore
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4.5 Summary and observations

To summarize, the following are the environments that do and doceoté the
NPPs:

Environments that license the NPPs:

Negation,doubt few, rarely, negative implicative verbs lik&ail and refuse
without, too-construction of excess.

NPI-licensing environments that do not license the NPPs:

antecedents of conditionals, restrictors of quantifiers, comparatives
superlatives, emotive factivdsefore

NPI-licensing environments that license some NPPs:

only, superlatives

One of the questions to be addressed in this thesis is: what extthelicensing
condition distinguishing between the environments that do license theaxéRisose
that do not?

Some preliminary observations can be made that will lead us closéne
proposed answer. First, the environments that license the NPP<laeekofd that can
be informally described as feeling ‘negative’. On the other hand, the envintthat
do not license the NPPs do not feel ‘negative’. Some of the environthahigense
the NPPs are analyzed as ‘negative’ in earlier literdtlespersen 1917; Klima 1964)
and in current psycholinguistic research (Moxey and Sanford 1993, 200Q@s Gedr
van der Slik 2005). For example, many speakers feel that sent@ithesyntactic
negation, the wordiew andrarely, negative implicative verbs and constructions, and
the verbdoubt feel negative, and license the NPPs. Many of these expressidns a
constructions have positive counterparts. On the other hand, conditionaistorssof
universals and comparatives do not feel negative, do not have positiverpauist
and do not license NPPs.

It must be noted that some environments to not quite fit this oltggrv&ome of
the NPI-licensing emotive factives, suchsasry, definitely feel negative, yet NPPs

are not allowed. The superlatives are not negative, yet they dosiloe NPPs. The
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sentences witlonly feel somewhat negative, yet the NPPs are only licensed in some

limited cases. This information is presented able 5.

licensing| NPPs licensed NPPs not licensed
negativity
feels negative syntactic negation, complement of emotive
scope ofewandrarely, adversatives, second
negative implicative verbs| argument obnly
and constructions,
complement otloubt
does not feel negative superlatives antecedents of
conditionals,
restrictors of quantifiers,
comparatives

Table 5. Negativity and NPP licensing

This observation cannot by itself serve as a formal condition, Hiecmegative’
feeling is a notion which is not formally defined. However, thisarmtan lead us to a
formal condition. Developing this observation, | propose below in this thestighe
relevant licensing condition is indeed a kind of negatismantic negativityThis
notion is explicated in sectioh4. An extra criterion is proposed that distinguishes the
NPI-licensing environments that are negative from those thanhetreThe NPP-
licensing environments are a proper subset of the NPI-licensingpements. To the
extent that the NPI-licensing environments can be described aswdosv monotone,
downward monotonicity is a necessary, but not a sufficient conditionefoarstic
negativity.

Another observation is related to the syntactic relation betweehc#resor and
the NPP. In most of the environments discussed above the NPP suboalinate

clause relative to the licensing expression. The only casehkiainthe NPP is in the
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same clause as the licensor are that of syntactical negagoscope ofew andrarely,
andonly-clauses.

Ignoring theonly-clauses for the moment, the tentative conclusion is that if an
NPI-licensing environment is created in the same clauseedgcensor, the NPPs are
licensed. The other environments, in which the licensor and the NPPimsthetsame
clause, are divided into those in which the NPPs are licensed (coeriteofdoubt
negative implicative verbs and constructions) and those in which treynat
(antecedents of conditional, restrictor of universal, comparativesedins that the
NPP-licensing is blocked by some kinds of subordination. The licensiegtign can
also be formulated as follows: which syntactic constructions of sulzdioin are

transparent to NPP-licensing, and which constructions block the licensing?

licensing| NPPs licensed NPPs not licensed

DM in the predicate

position of

main clause negation second argument ainly
few(second argument)
rarely

subordinate clause complemendoubtand | antecedents of

negative implicative verbs| conditionals,
negative implicative restrictors of quantifiers,

constructionswithout, too | comparatives, superlative

UJ

of excess emotive factives

Table 6. NPP licensing and the syntactic relation between the potential licensor and
the NPP
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5 Thedistribution of the NPP and earlier accounts
5.1 Is it antiadditivity?
5.1.1 The algebraic hierarchy of NBtrength

To explain the observation that the NPIs vary with respect to ticeinsing
environments (e.g., Edmondson 1981), a number of studies (Nam 1994; Zwarts 1995,
1996, 1997; van der Wouden 1997) introduced a hierarchy of NPI strength agcordi
to the logical properties of the environments. In addition to downward moaoityoni
two other logical properties of environments, anti-additivity and antpiricity, are
used to explain the behavior of negative polarity licensing. The bimgas based on
the split generalized De Morgan laws, originally formulated sentential negation.

The environments are ranked according to the laws each environnisfiesathe

laws are:

(362) Split De Morgan laws
a. F(Xn Y) => F(X) OF(Y)
b. F(X) DF(Y) => F(Xn Y)
c. F(XO Y) => F(X) O F(Y)
d. F(X)OF(Y) => F(XO Y)

Each of the laws (b) and (c) is equivalent to downward monotonicity tharsd
they are equivalent to each other. The properties defining the enviranimetite
hierarchy are as follows (letters in parentheses refethéo laws satisfied by
environments that have that property).

(363) F(X) is downward monotone iff X1 Y => (F(Y) => F(X)). (b,c)
F(X) is anti-additive iff F(XO Y) = F(X) OF(Y). (b,c,d)
F(X) is anti-multiplicative iff F(Xn Y) = F(X) OF(Y). (a,b,c).

F(X) is anti-morphic iff it is both anti-additive and anti-multiplicative. (adb,c
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Anti-morphic environments are most like negation and, like it, yaa#ifthe four
laws, while merely downward monotone environments, which don’t havertdmgest
properties, only satisfy two of the four laws.

Zwarts (1995) divides NPIs into weak, strong and superstrong. A wé&dk N
appears in all downward monotone environments, a strong NPI appeais anly-
additive environments, and a superstrong NPI only appears in ammor
environments. A similar classification is presented by vanMauden (1997), using
the terms weak, medium, and strong NPIs. In the rest ofiiggassion | will use van

der Wouden’s terminology.

Zwarts (1995) van der Wouden (1997) licensed by

weak weak DE environments

strong medium anti-additive environments
superstrong strong anti-morphic environments

Table 7. The algebraic NPI strength hierarchy

Definitions from van der Wouden (1997):

(364)Weak Negative Polarity Itenare expressions which can felicitously occur in

monotone decreasing contexts.

(365) Negative Polarity Items of mediustrength may be licensed by anti-additive

contexts but not by downward monotonic ones.
(366) Strong Negative Polarity Itemmay only be licensed by anti-morphic contexts.

The Dutch NPIoit ‘ever’, hoeven'need’, kunnen uitstaarcan stand’ are given
as examples of weak NPIgpk mar‘any’ is an example of a medium strength NPI,
andmals‘tender’, pluis, andvoor de poesre examples of strong NPIs. The following
facts on the distribution of NPIs are given in support of the hierarchy.

A non-anti-additive downward monotone environment, such as the second

argument ofveinig ‘few’, licenseskunnen uitstaanbut notook marandmals
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(367)a. Weinigmonnikenkunnenvader abuitstaan
Few monks can father abbot stand.

‘Few monks can stand father abbot’.
b. *Weinig monniken zullerook mariets bereiken.

Few monks will at all anything achieve.

‘Few monks will achieve anything at all.’
c. *Van weinigmonniken was de krietigkals

Of few monks the criticism was tender.

‘The criticism was tender of few monks.’

An anti-additive environment, such as the second argumeggearf'no’, licenses

kunnen uitstaaandook mar but notmals

(368)a. Geerkind kande schoolmeesteiitstaan
No child can the schoolmaster stand.

‘No child can stand the teacher’.
b. Geerkind zalook mariets bereiken.

No child will anything reach.
‘No child will reach anything'.

c. *Geen oordeel wamals

No judgment was tender.

‘No judgment was tender.’

An anti-morphic environment such as the one createdlleyminst ‘not-at-all’

licensekunnen uitstaajpok marandmals

(369)a. De kinderetkkunnende schoolmeester allermingtstaan
The children can the schoolmaster not-at-all stand.

‘The children just can’t stand the teacher to any degree at all.
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b. De abt heeft het geheim allermiasinook mariemand willen vertellen.

The abbot has the secret not-at-all to any body want tell.

‘The abbot didn’t want to tell the secret to anybody at all'.
c. Zijn oordeel was allerminstals

His judgment was not-at-all tender.

‘He was pretty harsh in his judgment’.
5.1.2 Two interpretations of the NPI strength hierarchy

Interestingly, two possible interpretations of this hierarcyloe found in the NPI
literature, and, to my knowledge, this fact has not been discussed heetfirst
interpretation, which | will call thenecessity interpretatignis to understand the
hierarchy literally according to the formulations of van &yuden and Zwarts. Let's
say we have some negative polarity item. Then we can ¢lasas a weak, medium
or strong as follows. If all the environments it occurs in arerantphic, then it is a
strong NPI. If not all the environments it occurs in are anti-moyghit all are anti-
additive, it is an NPI of a medium strength. If not all the envirarim# occurs in are
anti-additive, but all are monotone decreasing, it is a weak Nt.hierarchy only
specifies the necessary conditions for the licensing of the NPI.

To the extent that the NPIs only occur in downward monotone environnagints
the NPIs can be classified as weak, medium or strong. The prablémat in this
understanding, it is not clear what the explanatory contribution diiémarchy is. In
other words, introducing this hierarchy does not make any claymnbepostulating
the downward monotonicity as the necessary licensing conditionstriki@ly true,
and all the possible observations of NPI distribution are consisténtiis hierarchy.
There was some criticism of the hierarchy, showing that émesitclassified as strong
occur in environments that are not anti-additive. Such criticism doesindermine
the hierarchy, it only shows that the items should be reclkedsdés weak. Other
criticism (Krifka 1995; Giannakidou 1999) shows that the NPIs can ootur

environments that are not downward monotone. This problem is not specifie
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hierarchy, the main contribution of which is to present conditions strotger
downward monotonicity.

Other hierarchies similar to this one can be introduced that would cldssiNRls
as weak, medium, or strong, according to other criteria. Abstraitingthe specific
examples, let's say we have items that can occur in A séenvironments. We can
define some proper subset A' of A, and some proper subset A" of Al A"] A.
Then items only occurring in A" can be called strong, those tmaboeur outside A"
but only occur in A’ can be called medium, and those occurring in AdeuAs can be
called weak. All the possible observations can be accommodated ira satteme,
regardless of the choice of A" and A".

There is another possible interpretation of the NPI strengtarbler, which | will
call the equivalence interpretationAccording to this interpretation, the hierarchy
specifies thenecessary and sufficienbndition for the NPI licensing, and it does make
a claim regarding the possible distributions of the negative poldaems. This

understanding can be formulated as follows:

(370) There are three kinds of NPIs: weak NPIs, medium strengtls, diAtl strong
NPIs.

The strong NPIs appear in all the anti-morphic environments, and roalgti-

morphic environments.

The medium strength NPIs occur in all the anti-additive envirotsnand only

in anti-additive environments.

The weak strength NPIs occur in all the downward monotone environments,

including those that are not anti-additive.

The following two implicational rules follow from this formulati. These rules

make a potentially refutable claim regarding the distribution of the NPIs.

(371)If an NPI occurs in some non-antiadditive downward monotone environment, it

will occur in all the anti-additive environments.

If an NPI occurs in some anti-additive environment, it wilbab€cur in all the

anti-morphic environments.
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Since this interpretation is different from the literal intetption of the hierarchy
as formulated by Zwarts and van der Wouden, it is important to unu iz factors
that lead to the spread of this interpretation. First, thergo@gsages in the studies
proposing the hierarchy that support this interpretation, such as tlosvifg:
“Negation and other antimorphic contexts are indistinguishablearasd negative
polarity items are concerned. In other words, with respect tedimantic properties
relevant for the triggering of polarity items, all antimorphomtexts are alike.” (van
der Wouden 1997:126).

The choice of the examples demonstrating the validity of thareigy could be
the second factor. The examples in van der Wouden (1997) show the \wémk N
licensed in all the downward monotone environments, all the mediungttralPIs
licensed in all the anti-additive environments, and all the strorig Nnsed in all
the anti-morphic environments. These data are consistent with betprétations of
the hierarchy, and, in fact, support the equivalence interpretation.ptecamf some
weak NPIs not licensed in some downward monotonic environments, some medium
strength NPIs infelicitous in some anti-additive environments, or simeg NPIs
not licensed in some anti-morphic environments would make clear thaigtrarchy
states the necessary, but not the sufficient, conditions; but such examplesag. mis

The difference in the predictive power of the hierarchy cathbehird factor in
favor of the equivalence understanding. As discussed above, the recessit
interpretation has a very weak predictive power. The equivalenceprettgion
predicts a number of implicative rules, and has much stronger consequences.

This interpretation is explicitly expressed in (Vasishth 1998, 20RW)lmann
(2003:360) seems to adopt this interpretation, saying #iiduet thus falls outside the
Zwarts/van der Wouden implicational hierarchy of NPIs which ptediat any NPI
that is licensed by downward entailing expressions which arantisadditive should
also be licensed by anti-additive ones.” Pereltsvaig (2004) obstraeshe—libo
items in Russian are licensed in most downward monotone context, botnetanti-
morphic contexts, and concludes that this fact is a problem for thardiig.

Similarly, Krifka (1995) observes that “the class of superstfdRis doesn't seem to
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be definable in terms of anti-morphicness” and finds the contrasebee{®72) and
(373) to be a problem for the hierarchy. In the necessity intatjme, the
infelicitousness 0{373) is not inconsistent witbne bit happybeing a (super)strong
NPI, since the anti-morphicness is only a necessary condition for licensing.

(372)John wasn't one bit happy about these facts.
(373)*It is not the case that John was one bit happy about these facts

Since in the equivalence interpretation the hierarchy makesna das helpful to
understand what would constitute a counterexample to this claim, amdpieative
rules formulated above help in this task. If we found an NPI thiatessed in some
non-anti-morphic environment, and not licensed in some anti-morphic envirgnment
such an NPI would also be a counterexample to the hierarchy.ftfumd an NPI that
is licensed in some non-anti-additive downward monotone environment, bot is
licensed in some anti-additive environment, such an NPl would be a mxartgle
to the hierarchy. In the next section | examine the negativeityoparticles and it
turns out that the NPPs are items of this kind, and indeed a coumtgiex@ the
hierarchy.

5.1.3 The NPPs and the hierarchy

Does the distribution of the NPPs fit the algebraic NPI sthehgerarchy? The
answer depends on the interpretation. According to the necessifyrététion of the
hierarchy, the answer is trivially positive, since this hierarchy caonamodate all the
possible distributions of the NPIs. Since the NPPs can occur in enentsithat are
not anti-additive, such as the second argumefegwgfthe NPPs should be classified as
weak NPIs.

What if we adopted the equivalence interpretation of the hierarSbyte think
that the answer would still be positive, that the hierarchy adelguaxplains the
distribution of the NPPs. For example, Szabolcsi (2004:426-428) claimghehat
distribution ofyet can be characterized by means of the condition of anti-additivity
that is,yetoccurs only in environments that are anti-additive. The followingeseras

are given as evidence:
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(374)1 haven’t been herget

(375)No one has been heyet

(376) *At most five people have been heret
(377)*I regret that you have been heret

The first two environments are anti-additive, and the other twa@t;eso it may
seem that anti-additivity is a condition that is sufficient to licgrete

However, examining other environments shows that this is not the @asine
one hand, the second argumentfe# andrarely are downward monotone, but not
anti-additive. This is demonstrated by the fact that sent@¥& can be false when
(379) is true,

(378) Few people sing or dance.
(379) Few people sing and few people dance.

The NPPyetand other NPPs are licensed in the second argumésw (830).
(380) Fewtourists are herget

This is contrary to requiring anti-additivity as the licensing condition.

The fact that the NPPs are licensed in this environment, whicdowsward
monotone but not anti-additive suggests that NPPs are weak NPlsseticdoy
downward monotonicity.

On the other hand, antecedents of conditionals and restrictors of ulsiversa
anti-additive environments, fail to license the NPPs, as if tAB\were strong NPIs.
The anti-additivity of the restrictor of the universal is illagdd by the equivalence of

the following sentences:
(381) Everyone who sang or danced received a prize.
(382) Everyone who sang received a prize and everyone who danced received a prize.

The fact that NPPs are not licensed in the restrictor of uaivguantifiers is contrary

to prediction from Szabolcsi’s postulation of anti-additivity as the licenginditon.

(383)*Everyone who has been to Brusseiherwants to go there again some day.
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(384)*Everyonewho saw the movigetliked it.

Environment Logical properties NPP licensing

second argument ¢éw downward monotone, notNPPs licensed
anti-additive

antecedent of conditional,| anti-additive (and NPPs not licensed

restrictor of universal downward monotone)

Table 8. The NPPs and the NPI strength hierarchy

The examples above show that suggesting anti-additivity as#msing condition
for yetis not supported empirically. The assumption that the NPPs b&ooige of
the classes of the algebraic hierarchy leads us to contradictorclusions: the
licensing of NPPs in the second argumenfeni andrarely suggests that they are
weak NPIs, and the non-licensing of NPPs by the restrictor ofvengal quantifiers
suggests that they belong to the strongest class of the NPtefdree NPPs cannot
be categorized as belonging to one of the classes postulatie Iyerarchy. They

show that this hierarchy is not a universal classification of the distributiohNiP&.
5.2 The distribution of NPPs and the earlier proposals
5.2.1 Klima (1964): ‘either’ and ‘neither’ as “tests for negation”

Of the NPPs discussed in this sectieitheris the one whose distribution has been
most thoroughly investigated. Klima (1964) discusses the uséhaf as a negative
polarity particle, under the nameitherconjoining’. He notices that it is the host
clause that should be negative in some way in order to lieaties. He recognizes
that some adverbs, which he calls ‘negative pre-vé€@88), are as good as syntactic
negation(385) in licensingeither, unlike positive adverbs, which do not licersner
(387).

(385) Publishers will usually reject suggestions, and writers will aatept them,

either.
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(386) Publishers will usually reject suggestions, and writers will risgitonthardly

accept themeither.

(387)*Publishers will usually reject suggestions, and writers will alsayelyaccept

them,either.

The fact that it is the form of the host clause, and not of tleeatént clause, that
matters for the licensing oéither, is demonstrated by the ungrammaticality of
example(388) below. This sentence is formed by reversing the roles dofldlises
of (386). In(386), the host clause has a negative adverb, while the antecedeat claus
doesn't, anckitheris licensed. In(388), it is the antecedent clause that has a negative

adverb, and the host clause doesn't, @itlieris not licensed.

(388) *Writers will never accept suggestions, and publishers will usuajgct them,

either.

Either-conjoining is used by Klima as a “test for negation”. Suchstest
introduced to achieve a different goal: to explain which environmdots the use of
NPIs like any. These NPIs occur not only in sentences which are syntactically
negative, but also in sentences with some other elements. At first Klinsawdtathis
by extending the definition of negativity to include more senteimcaddition to those
with syntactic negation. The tests for negation are introducedefioe this new
extended notion of negation. The tests &itherconjoining, neithertags,not even
tags (389), and polarity question tad890). Sentences that pass all the tests are

considered to be negative in the extended sense.

(389)a. The writer will not/never/seldom/rarely accept suggestions, meh e

reasonable ones.
b. *The publisher often disregards suggestions, not even reasonable ones.
(390)a. Writers will never accept suggestions, will/*won’t they ?

b. Publishers will reject suggestions, won't/*will they?
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One successful application eftherconjoining is in showing that the adverbs
unintentionally and unfortunatelydo not make a sentence negative, despite their

negative form. This is shown by the fact that they do not license the agbeauf

(391)*Publishers  will unintentionally reject suggestions, and writersll wi

unintentionally reject thengither.

The acceptability oheithertags is another one of Klima's tests for negation.
Klima sees sentences witieither, such a$392), as “a truncated and inverted form of
eitherconjoining”, which in modern terminology would be described as ellipsis.

(392) Writers won'’tbe accepting suggestions, areitherwill publishers.

As is the case witleither, at least in some idiolects, negative pre-verbs allow

neithertags:
(393) Writers will seldomineveraccept suggestions, anditherwill publishers.

Klima’s approach to the usage @ther andneitheris opposite to the one usually
pursued in the NPI-licensing literature. Klima takeitherlicensing andneither
licensing as given, and, using them as tests, defines sententiembgaed omither-
and neitherlicensing properties. This way the constructions weither and neither
are given a special status, and are not seen as negative ptdangyby themselves.
Their distribution is not given an explanation of the kind other NPIgy&en. This
point of view oneitherand reitheris continued in (McCawley 1988) and (Huddleston
and Pullum 2002).

On the other hand, if we treaither andneitheras NPIs, our task is to define the
condition that would independently predict their distribution. This is ppgoach of
the other works oeither discussed in this section, and this is the approach I adopt in
this study. The negative polarity particles are treated aginegmlarity items, and

are not assigned a special status in defining negativity.
5.2.2 Green (1973)

Green (1973), continuing Green (1968), exploresttudeither alternation and

Klima’s claims regardingither. One of the observations Green wants to account for is
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that not every negative adverb licengéher. The negative adverbsever scarcely
andseldomlicenseeither, while adverbs likeinfortunatelyandunintentionallydo not,

as just remarked. Green’s example is:

(394)*Bill left, but John_unfortunatelyeft either. [(100) in (Green 1973)]

The licensing condition she formulates feither makes essential use of semantic
decomposition, representing certain predicates as a complex coaioasimpler
predicates. Negation is one of the simple predicates availapleuge in
decomposition. For examplsgldomis decomposed aMoOST [ALWAYS [NOT]]],
while unfortunatelyis decomposed as@T [FORTUNATELY]].

The condition she proposes is formulated in the framework of gesmerat
semantics. Using only the notion of decomposition, her condition candrentghited

as follows:

(395)A predicateP can licenseeither if in the decomposition oP the innermost

element iNOT.

This condition, given the proposed decompositions, predicts correctlycémesihg
behavior ofseldom unfortunatelyand adverbs similar to them. The negator is the
innermost element in the decompositionsefdom andeither is indeed licensed by
seldom On the other hanaioT is not the innermost element in the decomposition of
unfortunately andeitheris indeed not licensed lmnfortunately

The problem with Green’s condition is lack of precision that resudta the fact
that there are no clearly defined rules for semantic decongrosior example, the
decomposition that is proposed feeldomis [ALMOST [ALWAYS [NOT]]], with
negation as the last element. However, it also seems plausidedmposseldomas
[NOT [FREQUENTLY]], with the negatomoT not appearing in the last position, thus
predicting non-licensing adither with seldom Sometimes even positive adverbs can
be given a decomposition that includes negation. For examaphgys can be
decomposed asvfVER [NOT]], and this analysis predicts that such an adverb will

licenseeither, contrary to fact.
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The behavior of the expressiompossibles also problematic for Green’s analysis.
She analyzes it as@T [POSsIBLH], predicting that it would not licenseither, and
supports this conclusion by examp|896), which she judges as ungrammatical.
However, examples dither licensed bympossibledo occur(397), so the prediction

turns out to be incorrect.

(396)*It's impossibleto read all these books, but it's impossitdeignore them all
either. (judged as ungrammatical in Green (1973:235))

(397)It's hard to like Jackass these days, but it's impossitilate iteither*

Similarly, Green thinks that the venefuse does not alloweither (398) and

motivates it by a decompositiowiLL [NOT [DO]]]:
(398) *Mary refused to leaveither.

A decomposition NOT [AGREE]] would support the same conclusion. However, we
have seen in examp(285) above thatefusedoes, in some cases, licemster. Such
data could be explained by a decompositiorefiiseas pecIDE [NOT]]. Therefore, in
this case, just like in the case of the adweldom Green’s condition does not give
robust predictions regarding the distributioredher. Since it is not possible to clearly
apply this condition and receive an unambiguous answer, | excluded itHeofimal

comparison of the different proposals at the end of this section.
5.2.3 Nathan (1999)

Recently, Nathan (1999) and Rullmann (2003) devoted studies to theleparti
either. While they collected a considerable amount of data regardirenth@nments
in which either can and cannot appear, the formal criteria that they proposenbtare
adequate to distinguish between these classes of environments.

Nathan (1999) addresses the question of the licensiaghaf, and proposes two

necessary licensing conditions:

Y printed inThe GuardianUK, November 24, 2006:
http://film.guardian.co.uk/News_ Story/Critic_Revi&wardian_review/0,,1955384,00.html
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(399)a. Downward Entailing Restriction: Feither to be licensed, the focused item

must be within the scope of a downward entailing operator.
b. Nonveridicality RestrictiorEither cannot appear in a veridical context.

The importance of the focused item being in the scope of the downward

monotonicity, and not just @fitheritself, is demonstrated by the following conttast
(400)*Sue doubts Bill left. [Maryj doubts Bill left,either.
(401) Mary doubts John left. Mary doubts [Billeft, either.

| find that the issue of focus is better dealt with as path@fpresupposition that
either has as an additive particle, the way it is done in Rullmann’ysisglresented
below.

Nonveridicality is defined as follows (Zwarts 1995; Giannakidou 1999):

(402)Let O(p) be a sentential operator. Qresidical iff O(p) => p is logically valid.
O is nonveridicaliff O is not veridical. O isantiveridical iff O(p) => —p is logically

valid.

If may be surprising that nonveridicality is proposed as a camisinaaddition to
downward monotonicity, since Zwarts (1995) showed that downward monotone
contexts are a subset of nonveridical contexts. The reason the @onditi
nonveridicality does not apply in some environments considered downward monotone
is that the notion of downward monotonicity used in the NPI-licensesgarch is
Strawson downward monotonicity (von Fintel 1999), namely monotonicity \weh t
presuppositions satisfied. This condition is not strictly stronger than nonvetidieali
will be shown below.

These conditions correctly explain the licensingittierin the scope ofloubtand
negative implicative verbs and constructions. All these environmemtsnan-
veridical, and the NPPs do occur in them, as predicted.

The extra condition of non-veridicality also successfully explains the nonihcens

of the NPPs in the complements of emotive factives. This environisieonsidered

12 50me native speakers reject both sentenceseitfiter.
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to be Strawson-downward-monotone, but it is veridical. Thereforerding to the
condition of nonveridicality, the NPPs are not expected to occur ineswgtonments.
Another environment in which this condition can be helpful is the cestriof

guantifiers. This environment has an existential presupposition, andathbe caid to
be veridical, explaining the non-licensing of NPPs.

However, there are other environments in which this condition’s pieakcare
contrary to fact. The antecedent of a conditional and the complenfetiieo
comparative construction are two downward monotone environments thatare
veridical, but nevertheless do not license the NPPs. This is cotdraing proposed
condition. A different kind of counterexample is sentences fgithandrarely. Such
sentences do not contain any sentential operators, and no clausenernirveridical

environment. Nevertheless, the NPPs are licensed in these sentences.
5.2.4 Rullmann (2003)

Rullmann (2003) examines the behavior of the Néer, and proposes a
semantics that includes a licensing condition.

The additive particléoo carries a presupposition that depends on sentence focus.
For example, the sentence(#03) presupposes that | introduced someone other than
Bill to Sue, while the sentence (404) presupposes that | introduced Bill to someone
other than Sue (Kadmon 2000:256).

(403) I introduced BILL to Sue, too.
(404)1 introduced Bill to SUE, too.

Rullmann describes the presupposition using Rooth’s (Rooth 1985, 1992) analysis
of focus. According to this analysis, each expression has twonsenvalues: the
ordinary semantic value dJ]° and afocus value[[o]]". The focus value is a set of
modifications of [f]]°, in which the focused constituent was replaced by each relevant
alternative for it (including the original value). For example, fws value fodohn
met BILLIis:
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(405) [[John met BILL]] =
{p | pis of the form [[John me{]]} =
{ [[John met Bill]], [[John met Sam]], [[John met Tom]]...}

Using this definition, the presuppositiontob is defined as follows:

(406)[a too] presupposes that there is at least one contextually salient picppd]
[[o]]" - {[[ ] °} such thatp is true

For example, the presuppositiondathn met BILL, toois that one of the propositions
of the formJohn met Sapdohn met Tonetc., is true.

In the analysis foeither, the presupposition it introduces is defined as follows:

(407)[a either] presupposes that there is at least one contextually spigmasition p
O [[o]]" - {[[ «]]% such thatp is false

For exampleJohn didn’t meet BlLLeither presupposes that one of the propositions of
the formJohn met Sapdohn met Topetc., is false.

Unlike too, the particleeither, in addition to a presupposition, has a licensing
condition. Rullmann (2003) proposes the following as the licensing condition for
either.

(408)[a eitheq must be contained in a constituent which implies (i.e. entails or
implicates) that [¢]]° is false. [(45.4) in (Rullmann 2003)]

Rullmann is aware that other proposals based on negative infdienebarger
1987, 1991) have a problem that “it is very hard to pin down what should coant as
negative inference”. The proposed condition deals with this problenpdxifng
that the negative implication must be with respect td] [ unlike the previous
proposals.

The negative implication condition proposed by Rullmann explains wele som
facts of NPP licensing. It explains why negative impli@tverbs and constructions
license the NPPs: the negation of the embedded clause is crftpithe sentences
with these verbs and constructions. The fact that the NPPs ahedexk from
antecedents of conditionals, comparatives and complements of efactives is also
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expected: in all of these environments there is no implication ghtiom of the
embedded clause.

However, for a number of environments the predictions of this licgregindition
either are unclear or do not correspond to the observations. Senterftéswand
rarely do not imply negation, so, according to the condition, the prediction ithinat

will not license the NPPs, contrary to fact:
(409) Few Americans have ever been to Spain. Earwadians havejther.
(410)While he rarely grew angry, he rargbked,either.

Similarly, sentences witkloubt do not necessarily imply the negativity of their
complement: doubt that John will coméoes not necessarily implohn will not
come According to Rullmannl, doubt that John will comean be taken to implicate
think that John won’t coméout that by itself does not satisfy the licensing condition.
In addition, continuing this line of reasoning, one might saylttrabk John will come
also has a negative implication, as it impliedoubt that John won’t comeand
thereforel think John will comeshould also be expected to license the NPPs, contrary
to fact. The conclusion is that the proposed licensing condition does eastycl
distinguish between the different propertiesdoiubt and think with respect to the
licensing of the NPPs in the embedded clause.

The restrictor position of quantifiers is also a problematic enuient for the
proposed licensing condition. For positive quantifiers suclkoase every andall
there is no problem: there is no negative implication, and the NIeRsoaticensed.
The problem is with the negative quantifieo: it licenses NPPs in the second
argumen{411), but not in the first argumef@12):

(411)No one of us has ever been to Amsterdam. Nohasebeen to Brussedgher.

(412)No one of us has ever been to Amsterdam. *Nowhe has been to Brussels

eitherwants to go there again some day.

However, the truth conditions fono(A)(B) are symmetric, ancho(A)(B) is
equivalent tano(B)(A). Both sentences entail that there are no A that B, andhiiee

are no B that A. Thereforé408) predicts, contrary to fact, that NPPs will be licensed
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in the restrictor oho to the same extent that they are licensed in the second arigume
of no. Rullmann observes that there is some non-truth-conditional diffebsteeen

the two arguments afo, namely, thano(A)(B) is in some waya claim aboutA,
introducing an existential import for A, but not for B. | develop this ols®n later

in this work when | introduce my proposal for the licensing of the NPPs.

Rullmann is aware of these problems, and he indeed mentions thateths&ng
condition he proposes is “not much more than a suggestion that evemhegily
become the basis for a full explanation of the licensing behavieithedr” (Rullmann
2003:366). | believe that my proposal in this study takes us closer to this goal.

According to Lobner’s (1989) analysis, the partigtesandanymorecan be used
with a negative assertion. If we understand this condition as signtegation, it is
definitely too strict. As we have seen above, there are nodimgr environments
licensing these particles and the other NPPs. If we understesmcdcondition as
requiring an environment that entails the negation of the clause thisecondition
becomes very similar to the one proposed by Rullmann that was discussed above.

Ladusaw (1980a:4) mentionget among the negative polarity items whose
behavior, he thinks, can be explained by the condition of downward monotorticity. |
was shown above that this condition is too permissive for the NPRsdass not
explain the non-licensing of the NPPs in environments such as @em¢cef
conditionals and restrictors of universals.

The following table summarizes the predictions of the earlier pabpegarding

the distribution of the NPPs in different environments.
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NPPs downward antiadditivity | DM and NV | negative
occur monotonicity | (Szabolcsi | (Nathan implication

(Ladusaw 2004) 1999) (Rullmann

1980a) 2003)
Negation yes yes yes yes yes
scope of yes yes no no no
few, rarely
negative yes yes yes yes yes
implicative
verbs
negative yes yes yes yes yes
implicative
constructions
doubt yes yes yes yes no
antecedents | no yes yes yes no
of
conditionals
restrictor of| no yes yes no no
every
restrictor of| no yes yes yes yes
no
comparatives| no yes yes yes no
emotive no yes yes no no
factives

Table 9. Distribution of NPPs and predictions of earlier proposals
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6 Thenotion of assertivity
6.1 Assertivity — motivation

Let's start with Rullmann’s licensing condition feither, which was discussed in
section5.2.4 and is repeated here for convenience:

(413)[a eitheq must be contained in a constituent which implies (i.e. entails or
implicates) that [¢]]° is false. [(45.4) in (Rullmann 2003)]

| begin by reformulating this condition as follows:

(414)The NPPs are licensed in a clauséit appears in an environment F() such that

F(a) implies thato is false.

This condition gives wrong predictions for a number of environmentsuionarize

the discussion ih.2.4, first, the sentences witbw/seldondo not have the negative
implication required by the condition, but they do license NPPs. Secordd, thi
condition does not distinguish between the first argument position gltifierno,
which does not license NPPs, and the second argument positram which does.

Third, the licensing of NPPs by the vetbubtis also not explained by the condition.
(415) Few*many tourists are henget
(416) While he rarely grew angry, he rargbked,either.

(417)No one of us has ever been to Amsterdam. *Nowhe has been to Brussels

eitherwants to go there again some day.
(418) No one of us has ever been to Amsterdam. Ndhaséeen to Brussedgher.
(419)1 doubt he can move to the housther.

At this point, let's make use of the observation that all the envieatsrin which
the NPPs are licensed are NPI-licensing and downward monotbrsemEans that
instead of trying to provide a condition that does not use the notion afviorg
monotonicity, we can start with downward monotonicity and try to fortaida extra
licensing condition that would distinguish between the downward monotone

environments that license the NPPs and those that do not.
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Using this observation, we can try to modify Rullmann’s condition addow the
licensing of the NPPs by the wordlsw and rarely. Although this environment is
downward monotone, the downward monotone environment is created in the same
clause in whictew or rarely appears, and a clause is positively implicative relative to
itself. Most downward monotone environments are not implicative athaly, imply
neither a« nor -a. Let's explore the possibility that after determining that an
environment is downward monotone, it is the existence of an iniplhcat either
negative or positive — that matters. Revising Rullmann’s conditiofide éor both
positive and negative implication, and adding downward monotonicity as ptre of

licensing condition, we arrive at the following tentative proposal:
(420) Tentative proposal 1:

The NPPs are licensed in a clausé a appears in an environment F() such that

the following conditions hold:
a.a has a downward monotone environni&nt
b. either F¢) implies thatu is true or K¢) implies thaiu is false

This reformulation indeed includes the environments createdewyand seldom
among those in which the NPP-licensing is predicted. Since niost ebvironments

have neither positive nor negative implication, the predictions for #iwgeonments

do not change. Another environment for which proposal 1 changes the prediction is
that of emotive factives. The complements of these verbs aenpeel to be Strawson
downward monotone, and they are also presupposed to be true; so thgytlsatisf
licensing condition in proposal 1. The NPPs are not licensed in thioement, so

the change in the prediction is not helpful. The predictions regaitiegother
problematic environments, namely the first argument positionn@fand the
complement ofdoubt are not affected by the difference between proposal 1 and

Rullmann’s condition.

13 The requirement of downward monotonicity will befined in sectior.4, in which | introduce a

definition of a downward monotone clause. Thatrl&fin is more restricted than the formulation here
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Now we can proceed with augmenting proposal 1. The issue now is: how to
distinguish between the emotive factives and the other environmentgtswet can
exclude the emotive factives from the environments in which vesligir NPP-
licensing? Another question is: how to distinguish between the fidttlze second
argument position of the quantifier?

One special property of the complements in emotive factivdsaisthey are just
that: factive. They are presupposed by the combined sentenceafaple, sentence
(421) with the factive verborry presupposes the truth of the subordinate claadeft

so early
(421)I'm sorry that he left so early.

Let's then modify proposal 1 by excluding the presupposed environménss. T
makes proposal 2:

(422) Tentative proposal 2:

The NPPs are licensed in a clausé a appears in an environment F() such that

the following conditions hold:

a.a has a downward monotone environment

b. either F¢) implies thatu is true or K¢) implies thaiu is false
c. F() does not presuppose

The empirical contribution of this step is helpful: the predictiontter emotive
factives becomes correct. This change also accounts for tleeedife between the
first and the second argument positionnaf The first position of a quantifier is
known to carry an existential presupposition. It sets the domain forcltiem
expressed by the clause in the second argument position, and the doprasumed
to be non-empty.

However, some problems remain. First, the licensing dathbtis not explained.
Second, the condition becomes complex and counterintuitive. The extra condition
implicativity without presupposition does not seem to correspond to auiiveat

notion of sentence structure.
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How can we simplify the condition of ‘implicativity without presupyimsi’? The
main two implication classes of a sentence are assertion asdpposition. In fact,
some define presupposition as a clause which is entailed by acebté not asserted
(Abbott 2000). Therefore, if a sentence has an implication, itherean assertion or a
presupposition. Since we want to exclude the presuppositions, weftavattethe

assertion. This gives us tentative proposal 3:
(423) Tentative proposal 3:

The NPPs are licensed in a clausé a appears in an environment F() such that

the following conditions hold:
a.a has a downward monotone environment
b. either F¢) asserts that is true or R¢) asserts that is false

The prediction regarding the problematic environments remains the. sehe
complement of emotive factives is not asserted, so the NPRseglieted not to be
licensed. The second argument position of a quantifier contains aticesssehile the
first one does not, again resulting in correct predictions.

In fact, the empirical coverage of this proposal is even bibider that of proposal
2. Although the complement dbubtis not an implicative environment, the negation
of the complement is asserted when the complete sentenceriedsas | will claim
below. Therefore this proposed condition predicts that the NPPs ansdit in the
complement otloubt

The main condition of NPI licensing, namely downward monotonicity, imelef
in terms of environments. In order to formulate a formal licensorglition, | would
like to show howassertivitycan also be defined as a property of an environment.
Briefly, a clausal environment &) is positively assertivée asserting Ff) also asserts
a. An environment is F) is negatively assertivé asserting k) also assertsao. An
environment is assertive if it is positively assertive or tiegassertive. The formal

definition of my notion of assertivity is developed in chafter
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In the rest of this chapter | survey the prior literature in Wwhlee concept of
assertivity has been used. The actual definitions of assertiaity to some extent

among the different studies.
6.2 Hooper (1974): assertive predicates

Hooper (1974) introduces the distinction between two major classeslaf with
sentential complementassertiveverbs anchon-assertiveverbs. Her study continues
the task of classifying the verbs with sentential complementgraperties such as
factivity, suggested by Kiparsky and Kiparsky (1970). The classibn is primarily
based on the ability or inability of a sentence with the giveb t@mundergo certain
syntactic alternations.

The main syntactic difference between the verbs classifiedsestive and those
classified as non-assertive is in the licensing of the phenomemapeH calls
‘complement preposing’. According to her definition, “Complement Prepasiram
operation which fronts all or part of the complement clause”. Wealsansay that the
main clause has been postposed, or that it is used parenthdtitatison 1952). The

examples are given below:

(424)1 think the wizard will deny your request.
(425) The wizard, I think, will deny your request.
(426) The wizard will deny your request, | think.

The original sentence is i(M24), in (425) part of the complement has been
preposed, and i@#26) the complement has been completely preposed. There are other
predicates that allow this transformation, nam&®em say, supposeimagine and

these predicates are classified as assertive:
(427)Many of the applicants are women, it seems.
(428)He wants to hire a woman, he says.

(429) This war will never end, we concluded.

Predicates that cannot appear in the parenthetical use, slikblasr probable

are classified as non-assertive:
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(430)*Many of the applicants are women, it’s likely.
(431)*He wants to hire a woman, it's possible.

According to Hooper, the sentences that underwent complement preposing, s
as(425) -(429), contain two assertions. In addition to the assertion expresshd by
main clause, there is another assertion expressed by the subodmete. This
explains the choice of the terassertive the predicates classified as ‘assertive’ allow
their complements to become assertions. For example, in addition tenaime
assertion(432) also asser{d33):

(432) It seems that many of the applicants are women.
(433) Many of the applicants are women.

Hooper (1974) defines assertivity as a property of verbs, claggifiiem into
assertive and non-assertive. She notes that the reason the verhdedrassertive is
because their complements are assertive. But it is clearaffisatrtivity is not a
syntactic property of the complement, that is, the assertive eomepks do not look
different from non-assertive complements. The difference is inetivronment in
which they occur. The assertive verbs create an assertiveormment for their
complement, so that the complements are asserted. Likewisaprikessertive verbs
create a non-assertive environment, so that the complements are not asserted.

Since complement-taking verbs are not the only kind of clause embgdtieg
kinds of clause embedding can also be classified according tariteeion of
assertivity. This will be achieved later in this study when firenal definition of

assertivity is formulated.
6.3 Cristofaro (2003): assertivity as a criterion for subordination

Cristofaro (2003) uses the notion of assertivity to give a novel definior the
distinction of the main and the subordinate clause. She examineefthi#ions of
subordination based on formal syntactic criteria and finds them inadeqinat notion

of assertivity is then used to formulate a pragmatics-based definition of suliordina
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The formal definition of subordination is based on a number of testsriedac
One such criterion is clausal embedding: the subordinate clausenstEuent within
the main clause. Another criterion is syntactic dependency, tpessibility of a
clause to occur in isolation. A third criterion is semantic depsndeA relation of
semantic dependency exists between two clauses if, using Lehn{af8%193-4)
formulation, one of them (a subordinate clause) occupies a graminsiicéan the
other one (the main clause). For examplé€484) the clausé was a man | kneus an
argument of the verkaidin | said.

(434)1 said [it was a man | knew]. (Cristofaro 2003:1)

The fourth criterion involves the property of endocentricity: ithis inain clause
that determines the grammatical category of the construclioa.fifth criterion is
desententialization: the subordinate clause sometimes lacks maokingerbal
categories such as mood, tense, and aspect.

Cristofaro notices that these criteria are frequently in minfror example, in a
typical analysis of the sentence below ‘he thinks’ is the mkinse and ‘she will

arrive tomorrow’ is the subordinate clause:
(435) He thinks that she will arrive tomorrow.

If we look at the two clauses ¢435) in isolation, we see that ‘he thinks’ cannot
occur in isolation for semantic reasons, while ‘she will atvmorrow’ is a perfectly
well-formed standalone sentence. Sometimes when this test isdafipkentences of
this kind, the second clause is taken to be ‘that she will arrivertom’, and this
fragment cannot occur in isolation. But it is not obvious that necessarily belongs
to the second clause and not to the first one, and ‘He thinks thatt ia separate
sentence, either.

Another problem is called by Cristofaro the Mismatch problem s{@faro
2003:20; Culicover and Jackendoff 1997; Yuasa and Sadock 2002). Cross-
linguistically, the same semantic/pragmatic relationshipsnat coded by the same
constructions. Some languages use morphosyntactically reduced construb@bns

are usually seen as cases of subordination, to convey the sameagribat other
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languages express by the means of coordinate structures. Foplexavhat is
expressed in English by a coordination of two vef#36), can be expressed in
Turkish by a construction in which the first verb does not cartgahbnal markers,
and instead has the affip<(437):

(436) Mehmet came and went.

(437)Mehmet [gel-ip] git-ti.
Mehmet comép go-PAST.

‘Mehmet came and went’ (Underhill (1976:379), cited in Cristofaro (2003:20)).

Similarly, the English conjunction ‘and’, usually analyzed as oducing

coordination, can also be used as follows (Culicover and Jackendoff 1997):
(438) You drink another can of beer, and I'm leaving.

In this case the two clauses are not of equal status, andetiiense actually
expresses the conditional “If you drink another can of beer, I'mrigavirhis means
that despite the conjunctiand, there is a dependency between the two clauses, and
this is in fact a subordinate construction.

Instead of the definitions based on the formal properties of theseda
Cristofaro (2003:33) proposes a pragmatic definition of the differbat@een main
and subordinate clauses, which she formulates as the Asymmstigngigon. It is a
result of development of ideas expressed by Langacker (1991) frathework of

Cognitive Grammadf.

(439) Asymmetry Assumption: Subordination is a way of combining clausesiich
one of them, the main one, is asserted, and the other, the dependent ore, is no

asserted.

14 Cristofaro and Langacker use a slightly differiarmulation. In their terminology, the information
contained in a clause is calledtate of affairfSoA). An asserted SoA is said to haveaatonomous
profile, and a non-asserted SoA is said to lack an autonsmrofile. Finally, in a case of subordination
the profile of the main Soverridesthe dependent SoA. For simplicity, | decided rmtuse this

terminology, and reformulated the discussion inem@mmon linguistic terms.
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The fact that subordinate clauses are frequently not assersedbs@rved before.
Lehmann (1988:193-4) mentions that normally one distinguishing property of
subordinate clauses is a lack of illocutionary force, and thaitardinate clause may
not normally have its own illocutionary force”. However, this fachot usually used
as a definition of subordination.

A corollary to this definition is that if all of the clauses in the sentence seeted,
the sentence is an instance of non-subordination. If just one ofishasserted, the
sentence is an instance of subordination. In other words, coordinat@rway of
combining clauses in which each one of them is asserted indepenéentgxample,

in (440) each clause is asserted.
(440) The Cubs won and the Padres lost.
(441) The sun was shining and the birds were singing.

Applying the Asymmetry Assumption to senter{d88), we observe that the first
clause is not asserted, as it expresses a condition, and the secadsseeted, as it
expresses what will happen if the condition is fulfilled. Thereftive,first clause is
considered the subordinate clause, and the second one is the main clause.

In my opinion, there is no need to abandon the formal definition aigi@action
between the main and the subordinate clause. The difference itiviagsean be
explained as follows. The main clause is always assertivesUlnardinate clause is
assertive if the subordination is of the kind which projects thertagsy from the
main clause. However, the fact that the subordinate claussoisasserted does not
make it a main clause. It is possible to leave subordinationasnalfcategory of the

syntactic link between the clauses, and discuss assertivity independently.
6.4 Syntactic manifestations of assertivity
6.4.1 Root transformations / main clause phenonema

Emonds (1970) discusses a number of syntactic phenomena which, according to
his claim, can only occur in main clauses. Using the terminologiyrarisformation
Grammar, a common syntactic theory of that time, he calls thetrtransformations

while other studies preferred more theory-neutral terms, suclmas clause
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phenomenar root phenomenaThe following main clause phenomena are discussed

by Hooper and Thompson (1973):

« VP Preposing

(442)Mary plans for John to marry hemd marry her he will

(443)John says he’ll win it, and win it he will.

(444)*John wants to win it, but the claim that win it he will is absurd.

» Negative Constituent Preposing (also known as Negative Inversion)
o With an adverb:

(445)Never in my life have | seen such a crowd.

(446) Seldom have the children had so much fun.

(447)Never before have prices been so high.

(448)*Nixon regrets that never before have prices been so high.
0 With an NP:

(449)Not a bite did he eat.

(450)*Mary says that not a bite did he eat.

« Directional Adverb/Phrase Preposing

(451) Up the street trotted the dog.

(452)In came the milkman.

(453)*John thinks than in came the milkman.

e Preposing arounbe (Adjective phrase preposing)

(454) More significant would be the development of a semantic theory.

(455)Very important to the Japanese is the amount of mercury being gduimioe
their bays.
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(456)*1 expect that very important to the Japanese is the amount r@urgebeing

pumped into their bays.

« Participle preposing

(457) Standing next to me was the president of the company.
(458) Squatting in the corner was a spotted tree frog.
(459)*1 never enter the room when squatting in the corner is a spotted tree frog.
« Prepositional phrase substitution

(460) On the wall hangs a portrait of Mao.

e Subject Replacement (cleft)

(461) That Henry forgot the key irritated Carmen.

« Direct quote preposing

(462)“l won the first prize”, Bill exclaimed.

« Complement preposing

(463) Syntax and semantics are related, | think.

« Adverb dislocation

(464) The thief sneaked away in time, evidently.

e Topicalization

(465) This book you should read.

» Left dislocation

(466) This book, it has the recipe in it.

« Right dislocation

(467)You should go see it, that movie.

(468)Jo doesn't like it, my hat.

(469)*I suppose Jo doesn't like it, my hat.
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e Tag question formation.

(470) The square root of nine is three, is it?
(471)John eats pork, doesn’'t he?

(472)*1 discovered that John eats pork, doesn’t he?

Green (1976) also discusses the following phenomena, collecteddiffarent

sources:

« Evidentialindeed

(473)Indeed, languages must have nasal assimilation rules.

(474)*Sydney regrets that indeed, languages must have nasal assimilation rules.
« Exclamatory Inversion

(475)Boy, are we in for it!

(476)*He discovered that boy, was | in over my head.

« Lo and behold

(477)Lo and behold, there was a unicorn among the roses.

(478)*1 realized that lo and behold, there was a unicorn among the roses.

* Rhetorical questions

(479)Who can understanfispect8 [implying: no one]

(480)*It seems that who can understakspects

« Frankly (as a speaker oriented adverb, meaning that the speaker is being frank)
(481) Frankly, Bobby Riggs never had a chance

(482)*Bobby realized that frankly, he never had a chance.

It has been noticed that “main clause phenomena” or “root phenomema” ar
misnomers: in fact, these phenomena do occur in many kinds of subodameges.
Below are some examples from Green (1976:384-5):
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(483)1 knewthat never before had prices been so high.
(484)John_knewthat squatting in the corner was a spotted tree frog.
(485) John wants to win it, and I'm afratthat win it he will.

(486)1 claim that very important to the Japanese is the amount of mercury being

pumped into their bays.

(487)1 guessiohn didn’t come in, did he?

(488) 1 sawthat lo and behold, there was a unicorn in the roses.
(489) We ought to assign Postal, because who can unde&spedt®

(490) I'm afraid that frankly, he doesn’t have a chance.

What is the explanation for the distribution of the “root phenomenadmining
many environments of sentence-complement verbs, Hooper and Thompson (1973)
distinguished five classes of verbs

. Class A:say, report, claim
| Assertive : :
Non-factive Class B:suppose, believe, think, guess

Non-assertive| Class ®e (un)likely doubt deny

_ Assertive Class Dresentregret be sorry
Factive

Non-assertive| Class ealize discover know

Table 10. Classification of sentential complement verbs according to Hooper and
Thompson (1973)

Verbs of class A are verbs of saying, and their object complsnentains
reported speech. Verbs of class B are verbs of epistemicattThey can be used to
describe the speaker’s attitude towards the new information givine icomplement.
Verbs in both of these classes are non-factive and assentidehe root phenomena
are allowed in the complements of these verbs:

Root phenomena with verbs of saying (class A)
(491) Sally plans for Gary to marry her, and he vows that marry her he will.

(492)1 exclaimed that never in my life had | seen such a crowd.
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(493)Wendy said she opened the window and in flew Peter Pen.

(494) Carol said that most embarassing of all was falling off the stage.
(495) Alice complained that it almost asphyxiated her, that disgusting cigar.
Root phenomena with assertive verbs of epistemic attitude (class B):

(496) Most embarassung of all was falling off the stage, | suppose.

(497) It seems that on the opposite corner stood a large Victorian mansion.
(498) It appears that this book he read thoroughly.

(499)1 guess it's a waste of time to read so many comic books, isn't it?

Verbs of class C also include verbs of epistemic attitude. Haowévese are
different from the verbs in class B. Those in class B denotepiséemic modality
according to which the complement is true. For exanipglenk that pmeans thap is
correct according to my thoughtguess that pneans thap is correct according to my
guesses. The meaning of verbs in class C cannot be formulated iway. For
examplelt is likely that pthat means thai is possible, but does not denote an attitude
according to whiclp is true. Therefore, the verbs of class C are not assatidehey

do not allow root phenomena:

(500)*Kissinger is negotiating for peace, it is likely.

(501)*Sally plans for Gary to marry her, and it's possible that marry her he will.
(502) *It’s likely that seldom did he drive that car.

(503)*It's probable that Wendy opened the window and in flew Peter Pan.

Class D includes the factive verbs, that is, verbs that presupgposeith of their

complement. Since the complement is presupposed, it is not asserted:
(504)1 regret that | didn’t attend the concert.
(505) It is odd that the door was unlocked.

According to Hooper and Thompson (1973), the root phenomena are not felicitous

in the complements of factive verbs:
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(506)*Sally plans for Gary to marry her, and it bothers me that marry her he will.
(507)*He was surprised that never in my life had | seen a hippopotamus.

(508) *Wendy was sorry that she opened the window and in flew Peter Pan.
(509)*The guide was surprised that beyond the next hill stood a large fortress.

Class E includes verbs that are sometimes called semégitarttunen 1971c).
These verbs have a factive usage, but sometimes they cathéaséactivity and

become assertive. In this use, these verbs allow root phenomena:
(510) 1 found out that never before had he had to borrow money.
(511) Santa has lost a lot of weight, | notice.

(512) Sally plans for Garry to marry her, and he recognizeswiather he likes it or

not, marry her he will.
(513) 1 notice that the grant proposal has been approved, hasn't it?

To summarize, the verbs in classes A, B, and E are classffiedsartive. Their
complements express assertions, and root phenomena occur in the complement. On the
other hand, the verbs in classes C and D are classified as ndivessad it is
claimed that the root phenomena do not occur.

Hooper and Thompson (1973) also notice that many root phenomena are
grammatical in nonrestrictive relative claugg44) and ungrammatical in resrictive

relative clause€15):
(514) This car, which only rarely did | drive, is in excellent condition.
(515)*The car that only rarely | drive is in excellent condition.

Green (1976) criticizes the explanation proposed by Hooper and Thompson
(1973). She notices that there are cases in which an assertivenermamt does not
license a root phenomenon. For example5ih6) the nonrestrictive relative clause,
classified by Hooper and Thompson (1973) as an assertive environmentaioes
license VP preposing. There are also cases in which a nativeseavironment does

license a root phenomenon. For example, the non-assertive complenpateoid
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allows root phenomena such as Participle Prepod) and Adjective Phrase
Preposing518):

(516)*They say that John wants to win a medal; but that son of a gun, who win it will,

doesn’t deserve it.
(517)John pretended that standing in the corner was a Tiffany lamp.

(518) We just pretended that very important to her was the question of Myopia’s status

as a most favored nation.

Green (1976) claims that the assertivity condition cannot accounthéor
acceptability of all the root phenomena and maintains that the vaimmomena are
sensitive to different syntactic and pragmatic factors. Wthis is undoubtedly
correct — the root phenomena are in fact a collection of ratherettf constructions —
the condition of assertivity proves very helpful in describingdib&ibution of at least
some root phenomena. Two such constructions are complement preposings(ased a
definition of assertivity in Hooper (1974), discussed above) and tadgiansssused
both by Hooper (1974) and in this study as an additional test fotiageFor other
phenomena, an assertive environment may be a necessary condition, kat not

sufficient condition.
6.4.2 German(ic) V2

According to Heycock (2006), probably the most researched syntaudic r
phenomenon is Germanic verb-second, a phenomenon that occurs in atitien(@
languages except English At least in German, it seems that assertivity is an
important factor in the explanation of the distribution of this phenomenon.

In an independent sentence or a main clause in German theppgaérain the
second positior519); this phenomenon in German and other Germanic languages is
known as verb-second, or V2. In German, this usually does not happen in subordinate

clauses, in which the verb typically occupies the last pos{s@f). However, there

!5 Negative adverbs such asvertrigger a subject-verb inversion in English simita V2 in other

Germanic languages.
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are exceptions to this rule, and in some cases subordinate clansgsa have verb-
second521). Syntactically, verb-second in a subordinate clause is accohjgnas
obligatory loss of the complementizer. When the complementizeesept;, the word
order is verb-fina[520), and V2 is not possible. When the complementizer is absent,
the word order is obligatorily V§521).

(519)Sie wolle keine Bucher kaufen.

She wants no  books buy.

‘She doesn’'t want to buy any books’

(520) Sie sagte, *(dass) sie keine Blcher kaufen wolle.
She said, that sheno books buy  want.

‘She said she didn’t want to buy any books'.

(521) Sie sagte, (*dass) sie wolle keine Bicher kaufen.
She said, that she wants no books buy.
‘She said she didn’t want to buy any books'.

If a subordinate clause is a complement of a verb, the verb hagpantion the
availability of verb-second in the subordinate cldfisot all the verbs allow verb-
second in their sentential complement. Meinunger (2006) summarizes the obssrvat
in earlier literature regarding the verbs that allow V2 and the verbs that do not.

According to Meinunger, the following classes of verbs license VZh@n
subordinate clause:

« Verbs of sayingsagen'say’, antworten‘answer’,bemerkeriremark’...
« Evidential verbshéren‘hear’, merken'notice’, spiren‘feel’...

« Verbs of thinkingannehmenassume’denkerithink’, glauben‘believe’...

% |n this discussion | treat V2 as the main phenamenaccompanied by the loss of the
complementizer. It is possible to see V2 as depgnoiethe loss of the complementizer. In this ¢ase
guestion becomes: what verbs allow the loss ofctiraplementizer? The answer would be: only the

assertive verbs allow the loss of the complementine V2 that comes with it.
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« Semi-factive verbswissen'know’, begreifenrealize’, beweiseriprove’

On the other hand, the following verbs do not license V2 in the subordiaasec
ignorieren ‘ignore’, vergessen ‘forget’, bereuen ‘regret’, verheimlichen

‘hide/conceal’:

(522)Ich bereue, dass ich es nicht sofort gekauft habe.
| regret that | it not immediately bought have.

‘I regret | didn’t buy it right away’.

(523)*Ich bereue, ich habe es nicht sofort gekauft.
| regret | have it not immediately bought.

‘I regret | didn’t buy it right away’.

The difference between the verbs that license verb-second amrdtbiasio not
can be described in terms of assertivity. All the verbs thatvallerb-second are
assertive, and they belong to same classes discussed by Hoopaoamkson (1973).
The verbs that, according to Meinunger, do not license V2 in their eomepits, are
factive, and therefore not assertive. The verb-second clause stmncteéegman can
be seen as an indicator of assertive illocutionary force (Werch8B1). That is, only
an assertive clause can have this structure.

Gartner (2002) does not assign the V2 subordinate clause a statssedioa.
Instead, he describes the verb-second clauses as having andiaalsproto-force”. If
such a clause is used independently, the proto-force is realizedufisassertional
force. If such a clause is embedded, the results depend on thef kiredembedding.
If a clause with an “assertional proto-force” is embedded withssertive predicate,
the proto-force is “absorbed” by the predicate. If it is embeddéd avhon-assertive
predicate, the resulting sentence is infelicitous.

It is not clear what “proto-force” means exactly. However, tieaiof assertional
force propagation between two clauses, along with the dependence of thgaparpa
on the embedding type, is similar to my description of projeafoassertivity in

section10.1.2 below.
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6.4.3 Spanish Subjunctive

The distribution of the subjunctive mood in Spanish and other Romance languages
is another syntactic phenomenon that the notion of assertion is helgwuplaining.
Descriptive grammars frequently describe indicative as a moodeédized events,
and subjunctive as denoting unrealized events. For example, Butt andnBenja
(1988:220) mention that in the majority of the uses of the subjuncteveldiuse “is
not known to be a reality at the time of the sentence”. This eafta of the
distinction between the indicative and the subjunctive explains exartipdeshe

following:
(524) Maria estudiaba ayer.

Maria studiedND yesterday.

Maria studied yesterday.

(525) Creo que Maria estudiaba ayer.
Believe-IsG that Maria studiednD yesterday.

| think that Maria studied yesterday.

(526) Sé que usted tiene que trabajar mucho.
Know-1sG that you havenD that work much.

‘I know you have to work a lot.’

(527) Cenaremos cuando lleguen los demas.
Have-dinner-gL-FUT when arrivesuBJthe other.

‘We’'ll have dinner when the rest arrive’.

(528) No creo que sea verdad.
Not believe-%G that issusJtruth.

‘I don’t think it's true’

(529) Dudo que Consuelo sea culpable.
Doubt-1sG that Consuelo isuBJguilty.

‘I doubt that Consuelo is guilty’.
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However, there are uses of subjunctive that do not fit this daecripThe
subordinate clauses in the following sentences describe everaveatappened, yet

the verb is in the subjunctive mood:

(530) Me alegro que usted no tenga que trabajar tanto.
Me be-happy that you not hagesithat work so.

I’'m happy that you don’t have to work so much.

(531) Es maravilloso que estudie tanto.
Is marvellous that studys&-suBJso.

It's marvellous that she studies so much.

Terrell and Hooper (1974) examine the use of indicative and subjunative
Spanish, mostly in the complements of sentence-complement verbsgdakis to
unite the different uses of the subjunctive, those describing um@aiznts, such as
(527) —(529) , and those that describe events that have happene38)ir(531).

Their observation is that indicative is used in asserted claaisdssubjunctive is
used in non-asserted clauses. Examples of asserted clausede irsthndalone
sentenceg524) and indirect assertion with an epistemic attitude {&26). In this
case the verb in the complement clause is in the indicative mood.

The complements of verbs of negative epistemic attitude sudhindas ‘doubt’ are
neither asserted nor presuppo$#9), and the verb is in the subjunctive mood. In
some cases, in sentences with emotive attitude verbs s(B0dand531), the truth
of the complement sentence is presupposed, so they are not assdtiedcase the
verb in the complement clause is in the subjunctive mood. So what maom the
uses of the subjunctive is the lack of assertion. Sometimesugecia not asserted
because the speaker doesn't think it is true, and sometimesise é¢anot asserted
because its truth is presupposed.

Terrell and Hooper (1974:490) observe that negation in the main clauaffexzn
the choice of the mood in the complement clause in both directions. &k
when the verltereer ‘believe, think’ is used affirmatively, its complement is akeskr

and the mood is indicativ(s32). When the verb is negated, the complement is not
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asserted, and the mood is subjunc{®83). The verldudar ‘doubt’ behaves in the
opposite way. When it is used affirmatively, the complement iass¢rted, and the
mood is subjunctiv€534). When it is negated, the complement is asserted, and the
mood becomes indicati&35).

(532) Creo que Martin ha leido ese libro.
Think-1sG that Martin hasnD read this book.
‘I think that Martin has read this book’

(533)No creo que Martin haya leido ese libro.
Not think-1sG that Martin hassuBJread this book.
‘Il don’t think Martin has read this book’

(534) Dudo que Consuelo sea culpable.
Doubt-1sG that Consuelo isuBJguilty.

‘I doubt that Consuelo is guilty’.

(535)No dudo que Consuelo es culpable.
Not doubt-BG that Consuelo isND guilty.

‘I don’t doubt that Consuelo is guilty’.

Some distinctions between indicative and subjunctive are hard to ekplaims
of clausal assertion. Mejias-Bikandi (1994:945) observes that worss‘few’ and
so6lo ‘only’ sometimes license the subjunctive in sentences in whichiodigative is

possible without these words.

(536) Pocos trabajadores creen que haya que ir a la huelga.
Few workers think that hassithat go on the strike.

Few workers think that one has to go on strike.

(537)Algunos trabajadores creen que hay/*haya que ir a la huelga.
Some workers think that hasib/hassuBJthat go on the strike.

Some workers think that one has to go on strike.
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(538) Solo Pedro cree que haya que ir a la huelga.
Only Pedro thinks that hasssJithat go on the strike.

Only Pedro thinks that one has to go on strike.

(539) Pedro cree que hay/*haya que ir a la huelga.
Pedro thinks that hasib/hassusJithat go on the strike.

Pedro thinks that one has to go on strike.

Bolinger (1968) compares the subjunctive/indicative licensing distindtion
Spanish and root phenomena in English (discussed in se@#bh above). He
observes that the verbs that license indicative in Spanish aretiad$ieense the root
phenomena in English, and those verbs that license subjunctive in Sapanisiose
that do not license the root phenomena in English. As noticed by T@9&b:236),
this makes sense if both distinctions can be explained in ternssertian: indicative
mood and root phenomena occur in assertive clauses. Non-assertive deises
marked by subjunctive, and root phenomena are not allowed.

In some cases, subjunctive can be used in Spanish in clause® thati@iy seen
as asserted. Lunn (1989:693) describes the use of the subjunctive in ttaigbar
genre, in which the subjunctive is used to describe information tleapected to be
already known to the audience. In the following example the subjurmtugs in a
non-restrictive relative clause, an environment that is usually consideextivess The
factor here is not grammatical presupposition, but rather thenptagmarking of old

information.
(540)La pareja, que se hiciera famosa por interpretar el papel déonyamujer en
“El pajaro espino”, es en la vida real un matrimonio feliz.

The couple, that self madssi famous for perform the role of husband and

wife in “the bird thorn”, is in the life real a marriage happy.

The couple, that became famous for their role as husband and wifehén “T

Thorn Birds”, is happily married in real life.

Lunn gives an explanation in terms of “prototype of assertghbiliThe

prototypical assertable information is a new, useful clause libaspgeaker knows to
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be true. Clauses that are different from prototype, such as tesse untrue
information, or those that denote old information, are more likely texpeessed by

subjunctive.
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7 Formulating the licensing condition: semantic negativity
7.1 lllocutionary entailment

As mentioned above, my goal is to develop a conditioseafiantic negativity
which is stronger than the notion of downward monotonicity — and exjpiten
distribution of the NPPs. Semantic negativity is comprised ofctwoponents, or sub-
conditions: downward monotonicity and a second condition. This additional conditi
should distinguish between the NPI-licensing environments that amanseally
negative and that license the NPPs, and those that are not semanticailye reeghto
not license the NPPs.

The proposed additional condition assertivity to be formally defined in this
section. It will also be shown how the condition of assertivity isitmoed with
downward monotonicity to formally define semantic negativity. Thendbrapparatus
in this section is based on the speech act calculus developed ile %Sed
Vanderveken (1985) and Vanderveken (1990). The condition of assertivity dlefine
here is a development of the notion of assertivity used in easli@actic literature,
which has been discussed in chafitethe differences between my definition and the
earlier definitions are discussed in secffos.

Before defining assertivity, it is necessary to introducatrmt for assertions. [
is a propositionASSERT(p) is the speech act of assertipgFor example, ip is the
proposition “it is raining” ASSERT(It is raining) denotes the speech act of asserting “it
is raining”. An assertion of pASSERT(p), is a speech act in which the speaker
expresses the claim or belief tipalholds. According to Stalnaker (1978%SERT(p) is
a speech act by which propositipiis added to the common ground (context).

The definition of assertivity is based on the notiorillotutionary entailmerit.
lllocutionary entailment is a relation between speech actsjlasino logical
entailment, which is a relation between propositions. lllocutionargiler@nt is
defined as follows (Searle and Vanderveken 1985:78, 130):

' Searle and Vanderveken (1985) call this notiomofsj commitment’ and reserve the term

‘illocutionary entailment’ for illocutionary force§ hey use the same symbol in both cases.
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(541)Let Ay, A2 be illocutionary acts

A illocutionary entailsA; (A1 =L Ap) iff
it is not possible to perform;Avithout thereby performing A That is, when

Al is performed, A2 is performed as well.
7.2 lllocutionary entailment and semantic entailment

It is important to describe the difference between the illocutyoeatailment
defined above and the regular semantic truth-conditional entailmemighit seem
that they are equivalent, that is, tRsSERTp) =L ASSERTQ) iff p = g. In many
cases this indeed is correct. For example, propogiidd) entail{543), and assertion
of (542) illocutionary entail$543).

(542)1 have a cat.
(543)1 have a pet.

However, there are a number of cases in which the logical eatdiland the
illocutional entailment behave differently. One such case involvegrédsappositions
of a sentence. The notion of presupposition has a number of definitionghevitirst
one being that of a semantic presupposition (Frege 1892; Strawson 1@posifon
p semantically presupposes proposition q if both the truth and falgiypbsition p
entail the truth of proposition g. A similar formulation is that @msailed by both p
and the negation of p. For example, b(i4) and its negatio(b45) entail(546), so
(546) is a semantic presupposition®44). According to Frege and Strawsorn(546)
is false, ther{544) does not have a truth value; that is, it is neither true nor false.

(544)Whoever discovered the elliptic form of the planetary orbits died in misery.

(545)Whoever discovered the elliptic form of the planetary orbits did dietin

misery.
(546) Someone discovered the elliptic form of the planetary orbits.

Similarly, there are verbs that semantically presuppose rimd tof their
complements. For examplegretis one such verb, since ba®47) and its negation
(548) entail the truth of the embedded clausdidn’t attend the concertand,
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therefore,(549) is a semantic presupposition(b#7). Such verbs are callédctive

verbs (Kiparsky and Kiparsky 1970).

(547)1 regret that | didn’t attend the concert.
(548) 1 don't regret that | didn’t attend the concert.
(549)1 didn’t attend the concert

Stalnaker (1974) uses the term presupposition to define a somewhatndiffe
notion, a pragmatic presupposition. His definition of presupposition ilksv$
(Stalnaker 1974:473): "[a] proposition P is a pragmatic presuppositiospedaker in
a given context just in case the speaker assumes or believes that P, astatmgesr
that his addressee assumes or believes that P, and assufelewes that his
addressee recognizes that he is making these assumptions, thesedeliefs.Tn
another formulation, a presupposition is what is taken by a speaker ito the
common ground of the conversation.

At first it was assumed that the complement of factive vexladsio pragmatically
presupposed; meaning, the complement of factive verbs is not used cmua@atr
information not in the common ground. Then, Karttunen (1971c) introduced a
distinction between emotive factives suchregret and epistemic factivé$ such as
notice The verbs of the latter class can sometimes be used to intriodloiceation
which is not presuppos&850). This distinction corresponds to Hooper’s class D and
class E verbs, of which only the latter class license root pheransch as
complement preposin(p51). Later it was noticed that the emotive factives can also
sometimes be used to express non-presupposed inforni@ia) albeit on a more
limited scale (Abbott 2000).

(550) I notice that Santa has lost a lot of weight.
(551) Santa has lost a lot of weight, | notice.

(552) We regret to inform you that your insurance policy is hereby cancelled.

18 The epistemic factive verbs can sometimes lose skenantic presupposition as well (Beaver 2004).
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As stated explicitly by Stalnaker (1978), presupposed propositionsnare
asserted. This is clear from the definitions of both notions: thertasl propositions
are added to the common ground and the presupposed propositions areialteady
common ground. For example, sin(®7) presuppose49), someone asserting
(547) does not by that utterance asg@&49). In other words(547) does not
illocutionary entail (549), although it does entail it semantically. Presupposed
propositions are therefore a case in which the illocutionary erdatl behaves
differently from semantic entailment: presupposed propositionssaneantically
entailed, but not illocutionary entailed. If p presupposes=, @p butASSERTpP) % ..
ASSERT(Q). This shows that, the truth-conditional entailment is not strorgar t
illocutionary entailment.

Presupposition is a case in which the truth conditional entailment hottishe
illocutionary entailment does not hold. There are also opposite gasesjch the
illocutionary entailment holds and the truth-conditional entailment doelsatat This
happens in some sentences expressing positive epistemic atbifutdesspeaker. For
example, although(553) does not semantically entafb54), asserting(553)
illocutionary entails assertingh54). That is, if a speaker assg$3), by the same

sentence he also ass€fB54).
(553) 1 think that it’s raining.
(554) It’s raining.

Let's look more closely at the two assertions sentencesllikenk it's raining”
contain. The first assertion is about the speaker: the speaksritsotm her believing
that it's raining. It can be formulated as : “my statevohd is such that | think that
‘I's raining’ is true’. The second assertion is about the outsideld, and its
propositional content is simply “it's raining”. The main clauseveg as an evidential
for this proposition (Simons 2007). This particular evidenti#hink, signals that the
speaker’s level of certainty in the truth of the propositiolovger than in the case of
an unqualified assertion.

That is, assertingb53) expresses a lesser degree of the speaker's commitment to
the truth of the propositiott’s raining than does asserting that proposition by itself
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(554). This can be represented in the speech act calculus a$rehgth of the
assertion since, according to Searle and Vanderveken (1985), the apisechn vary
by strength. To represent the different strengths of thertasy | will use the

following notation:
(555) AsserT(p) — the speech act of asserting the proposition p with strength i

When a proposition is asserted by itself, the assertion is milde¢hs standard
strength. The choice of the base point for the strength degréeiscarbitrary. |
follow Searle and Vanderveken (1985) in denoting the strengthms tef difference
from the standard assertion. Therefore, the standard assertiibnsitepresented as
ASSERT(D).

When the assertion is introduced by other predicates, the strengttiffiea For
example,nsistintroduces an assertion stronger than the standard onguass- an
assertion weaker than the standard one. This way, the assertieasexpby556) can
be represented asserT(It's raining), and the assertion expressed(6§7) can be
represented assserT(It's raining). Again, the absolute values of the strength could
be chosen differently. What matters for the representation tsiftha> j, then
ASSERT(p) is a stronger assertion thasserT(p).

(556) 1 guess that it’s raining.
(557) 1 insist that it’s raining.

Returning to the original examples, we can say that asgértinnk thatp results
in a weak assertion that p. The formal representation of tigises in (558) below.
As a convention, | will use -1 to represent the strength of thestessintroduced by
think.

(558) AsserT(I think that p)=>i.. ASSERTY(p).

The two assertions expressed (b%3) are independent, and each can be true or
false independently of the other. A more typical scenario wouldhssn the speaker
thinks something wrong. For example, | can hear some noise from dihigid®unds

like rain, and say “I think it's raining”. If the noise had, &xcf, some other source,
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then the first assertion is true and the second is false. $oesethe opposite can
occur, when the speaker expresses an opinion opposite to whatidléy ahinks, and
by chance the expressed opinion turns out to be correct. For exdmmg hear a
noise from outside, and say “I think it's raining”, although | beliehat the noise is
not caused by rain. If it turns out that the noisses caused by rain, that the second
assertion would be true, while the first remains false.

What mechanism gives rise to the second assertion? Fopkmatwon, let's look
at another class of utterances, called by Austin (1pé&prmatives Some examples

of performatives are:

(559) I name this ship th®ueen Elizabeth
(560) | promise never to drink again.
(561) 1 pronounce you man and wife.

What distinguishes performatives from regular assertive sestaacthat their
effect is not just describing reality or conveying new inforaratWhen a speaker
utters a performative sentence, an action is performeldebmere fact of the sentence
being uttered. For example, whésb9) is uttered at a ship naming ceremony by the
proper person, the ship is being nanf@aeen Elizabetlby the fact of the sentence
being pronounced. Similarly561) said by a priest or a judge at a marriage ceremony
makes the bride and groom a husband and wife.

A typical observation is that a sentence only has a performititiee present
tense and with the subject in the first person. For exarffi2), in the past tense, and
(563), with the subject in the third person, are not performatives. aleyegular

assertions, and no act of naming is performed by pronouncing them.
(562) 1 named this ship the Queen Elizabeth.
(563)He named this ship the Queen Elizabeth.

It is important to note that it is not the present tense fortheftentence that can

make it a performative, but the interpretation of the tensed agrflescribing the
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action happening in the present. If the present tense is usedctibeles generic

action, the performative interpretation is not available:
(564)1 promise too many things to too many people.

A number of studies address the question of the status of the peivesrand
attempt to explain how they function. Bach and Harnish (1979; 1992) thatn
performative sentences are first of all assertions, and tHermpative function is
created as an indirect speech act. A similar account is giv&eéarle (1989), except
that he describe the main illocutionary force of the performatageSdeclarative”,
separate from a regular assertion.

Consider, for example, the sentericpromise that | will come tomorrawThe
primary speech act is the assertiorl pfomise that | will come tomorrawsince the
assertion contains a performative verb with a present tenserettgion and first
person subject, a derived speech act occurs, that of prorhigihgome tomorrow

A similar analysis can be applied to sentences with assertive predi¢hiek it is
raining contains a main assertionlahink it is raining Due to the use of an assertive
predicate in first person and present téhsa derived speech act occurs, that of
assertinglt is raining. As with performative verbs, the use of an appropriate verb
creates another speech act. What is special with asserth® igethat the derivative
speech act is of the same type as the main speech act, namely, assertion.

Therefore, wher{553) is asserted554) is also asserted as a derived illocutionary
act. Sinceg(553) does not enta(b54), in this case the illocutionary entailment holds

and the semantic entailment does not hold.
7.3 Assertivity as a property of an environment

Using the definition of illocutionary entailment if941), | proceed to define
relative assertivity as a property of a clausal environmens ddfinition generalizes
Hooper’'s (1974) notion of assertipeedicates in a number of ways. First, for Hooper

assertivity is a property of a sentential-complement verb. #aidsed above, Hooper

¥ The usage of assertive verbs in forms other tliahgferson present tense is discussed in setin
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notes that it is not the verb itself that is assertive, but rétieecomplement clause. |
generalize Hooper’'s notion of assertivity to apply not only to comgiésnof verbs,
but to any clausal environment.

First, 1 would like to defingositiveassertivity:

(565) x is positive assertive relative tiff
X =z or x is a subclause of z and

ASSERT(Z) =L ASSERT(X), for some assertion strength i

In other wordsx is positive assertive relative to z if x is a part of z whénever z
is asserted, x is asserted as well. The notion | call posgsertavity corresponds to
what Hooper simply calls assertivity. Hooper does not distinguisiveleet verbs
expressing negative assertion, suckl@sbtor deny and predicates expressing a non-
assertion, such dse likely These two kinds are both considered by her to be non-
assertive. To distinguish between these two classes | introducetibe ofnegative
assertivitywith the following meaningx is negative assertive relative to z if x is a part

of z and whenever z is asserted, is asserted as well:
(566) x is negative assertive relative miff

X is a subclause of z and

ASSERT(Z) =L ASSERT(=X), for some assertion strength i
An environment is assertive if it is either positive assertive or negatestias:

(567)x is assertive relativeo z iff
X is positive assertiveelativeto z or

X is negative assertiveelativeto z

Since my definition of assertivity includes negative asseytiint addition to
positive assertivity, there are some environments, such as the ooenplefdoubt
that | considerassertiveand Hooper classifies as non-assertive. Another difference
between my definition and Hooper’s is that in my definition asagrtof a clausex
can be relative to any clauseis contained in, while in Hooper's definition the

assertivity of a subordinate clause is always with respect to the emtiense.
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The notion of assertivity is reflexive: a clause is alwaystipesassertive relative
to itself; that iS,ASSERTX) = ASSERT (X). On the other hand, some subordinate
clauses are assertive relative to the main clause and semmetaidepending on the
kind of the subordination.

Some examples follow:
(568) 1 think thatit’s raining.

As mentioned above, assertihghink that it's rainingillocutionary entails asserting
it's raining with a weaker degree of certainty. Therefore, the subodiclause is

assertive.
(569) It is possible thait’s raining.

Assertinglt is possible that it's rainings not claiming or expressing a belief thte

raining, so the subordinate clause is not assertive.
(570) 1 doubt thatt’s raining.

| take the sentenckdoubt that it's rainingto meanl think that it's not raining

Therefore, the subordinate clause is negative assertive relative to thdanae c
(571)If it'’s raining, we should take an umbrella.

When a speaker asse(&/1), neitheiit’s raining nor it's not raining is asserted, so
this subordinate clause is not assertive.
(572)I'm glad thatit’s raining.

The proposition expressed in the subordinate clause is entaileé byath sentence,
but it is also presupposed. We have seen above that a presupposed propasaion i

assertive, so this clausal environment is not assertive.
7.4 Downward monotone clauses

The definition of assertivity developed above is made in terms aifses.
Downward monotonicity is usually defined in terms of environmentsortfer to
conveniently combine downward monotonicity and assertivity | would like introduce a

definition of downward monotonicity that applies to a clause. This way a clause can be
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examined both for assertivity and downward monotonicity, as shown in tie ne
section.
Let us consider a simple sentence with a subject, verb and ({83t Sentential

negation makes all these environments downward monotone:
(573)1 didn’t eat apples.

(574)1 didn't eatfruits => | didn’t eatapples

(575)1 didn’t eatapples => | didn'tlevourapples.

(576) Studentglidn’t eat apples =¥Fall studentsdidn’t like apples.

This is not necessarily the case with other words introducing domdnwa
monotonicity. For example, the quantifi@w in the subject makes the verb and the
object positions downward monotone. However, since it is part of the suthject

subject position remains upward monotone:

(577)Few people ate apples.

(578) Few people at&uits => few people atapples

(579) Few peoplate apples => few peopleéevouredapples.
(580) Studentsate apples =/¥all studentsate apples.

Some words create downward monotone environments in some part aiuke.cl
The quantifierevery makes its restrictor downward monotone, leaving the other

environments upward monotone:

(581) Every student ate an apple.

(582) Everystudentate an apple => evetsll studentate an apple.
(583) Every student atefauit =/> every student ate apple

(584) Every studenate a fruit =/> Every studerdevoureda fruit.

The negative polarity particles are licensed by negation and tinéifagrefew, but

not byevery To account for this fact, | define the clause as downward monitiise
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main predicate position is downward monotone. In verbal clauses, the redicape

position is the verb position. The formal definition is as follows:

(585) A clausex is downward monotonéDM) relative toz if the predicate position of

X is downward monotone in

The verb position is downward monotone(8¥3) and(577), but not in(581).
Therefore, this definition establishes the clause¢5#8) and(577) as downward
monotone (relative to themselves), and the clausg58il) as not downward

monotone.
7.5 Formal proposal: semantic negativity = downward monotonicity + assertivity

In section6.1 above | showed the motivation for assertivity as an additional
licensing condition for the NPPs. After formally defining aseyt it is also time to
formally define the licensing condition. The licensing condition ombination of
downward monotonicity and assertivity, and | call such a combina@nantic
negativity This term reflects the fact mentioned above that all such emvent feel
negative.

The definition of downward monotonicity of a clause was presenteg®d8)

above and is repeated here for convenience:

(586) A clausex is downward monotonéDM) relative toz if the predicate position of

x is downward monotone in
The definition of assertivity i(687) is equivalent t(b67):

(587)x is assertiverelativeto a z iff
X =z or X is a subclause of z, and for some assertion strength i,

ASSERT(Z) =L ASSERT(X) Or ASSERT(Z) =L ASSERT(=X)

A clause x is semantically negative relative to z ifsitdownward monotone

relative to z, and it is assertive (positive or negative) relative to z:
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(588) x is semantically negative relative z iff

X =z or X is a subclause of z and
X is DM relative to z and

X is assertive relative to z

(589)x is semantically negativéf there exists z such that x is semantically negative

relative to z.

Finally, the licensing condition
(590) NPPs are licensed in a host clansex is semantically negative

Section8 shows how the condition of semantic negativity applies to different
kinds of environments and to what extent its predictions are confirgetheo
language data. The rest of this chapter explains a numbepeftagelated to the

licensing condition.
7.6 ldentifying the host clause

The host clause of an NPP is the clause in which the NPP ocches & NPP
occurs in an embedded clause, the host clause is the smallest cbntaining the
NPP. The negativity of the outside clause does not license MRRs inner clause.
For example, i591) the NPReither is not licensed unless the embedded clause is

negative. This is despite the fact that the main clause is negative.
(591) Some people don't like pizza. People [that *(don't) like pastiaer] shouldn’t
go to this restaurant.

There are cases in which the identification of the host clausetisbvious. The
NPPs usually occur at the end of the clause. In some cdses,an embedded clause
occurs at the end of the main clause, and the NPP follows, it mée rde¢ar whether

the host clause of the NPP is the main clause or the embedudex®,chs in the

example below:

(592)1 don’t have friends who don’t like T¥ither.
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The NPPeither requires an antecedent clause, and the host clause is in presented
as adding to the antecedent clause. Depending on the antecedest tblausPP in
(592) can belong either to the embedded clause or the main cldueséollowing
examples demonstrate these two optiong588) either belongs to the main clause,

and in(594)eitherbelongs to the embedded clause.

(593)Bill doesn’'t have friends who don't like TV, and [I don’'t have frieffdéo
don'’t like TV] eithei.

(594)1 have friends who don’t like movies, but [I don’'t have friends [who doké i
TV eitheid].

The aspectual particles do not require an antecedent clausadjribehost clause
is contrasted with the situation in the past. This makes the sen{®®5) with
anymoreambiguous. The host clause, that is, the clause contrasted wghdhean
be the main clause or the embedded clause, as demonstra(éé6hyand(597),

respectively.
(595) 1 don't think he lives in Palo Altanymore

(596)1 used to think he lives in Palo Alto, but | don’t think [he lives in Palio]

anymore
(597)He used to live it Palo Alto, but | don’t think [he lives in Palo Adtoymoré.

The licensing condition of semantic negativity applies in all £dsethe host
clause of the NPP, whether it is the main or the embedded clause.

7.7 Tests for assertivity

One problem with the proposed definition of semantic negativity afieas the
fact that the definition of assertion is not very formal. In s@ages it is not clear
from definition alone whether a clause is asserted or not. Assertvhich is one
component of semantic negativity, is defined based on illocutionary entailment, whic
in turn, is based on assertion. To address this issue, | describebarmintests for

assertivity that can help determine whether a certain environmentritedssenot.

127



7.7.1 Tag questions

Short questions of the kind shown in the following example are cadgd

questions
(598) She made us proud, didn’t she?
(599)Ed didn't read it, did he?

The most common kind of tag questions, and the one that is the mossedsaas
that of reverse polarity tag questions. For this class of tagigogsif the main clause
IS positive, the tag is negatiye98), and vice versgh99). This fact led to using the
polarity of the tag question as a test for the polarity of the main clalisea(K964); if
the tag clause is positive, it is a sign that the main clsusegative, and if the tag
clause is negative, it is a sign that the main clause isiyasithis test shows, for
Klima, that sentences with negative adverbs suchea®gr are negative, since the
appropriate question tag is positi@@O0). On the other hand, sentences with negative

verbs such aejectare positive, since the appropriate question tag is negétg:
(600) Writers will never accept suggestions, will they?
(601) Publishers will reject suggestions, won't they?

Huddleston and Pullum (2002:820) use this test to show that sentencdswvith

are negative:
(602) Few good drivers ignore signs, do they?

The intuitions regarding the grammaticality of tag questionth vgentences

containing the wordgew andrarely vary among speakers.
(603) Few people came to the parfgiid they/*didn’t they?

One thing seems sure: to the extent that the tag questions atdepasth such
sentences, they are positive and not negative. This shows that sentéhdew and
rarely behave like negative sentences.

The studies that use the reverse polarity tag questions are afthe existence of

same-polarity tag questions, but claim that such tag questionsawgeand are
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characterized by a special intonation. However, recent studieshaws that same-
polarity tag questions are actually quite common, especially irespgixeech (Kimps
2007). The positive-positive tag questions occur both in British En¢fi8Hd) and
American Englisi(605), though they are more frequent in the former than in the latter
(Tottie and Hoffmann 2006). The negative-negative tag quest{60$) are

nonexistent in American English.

(604) You're going to write Shirley, are you? [UK]
(605) So this is the letter he sent you, is it? [US]
(606) Yes, they don’'t come cheap, don’t they? [UK].

Moreover, the tag questions, including the reverse polarity tagiopgshave a
variety of usages and intonations (Ladd 1981; Tottie and Hoffmann 200&@002Y.
Among the reverse polarity tag questions two main intonations anegdished. The
first is characterized by a falling intonation. In this casemy is not expected. The
second is characterized by a rising intonation, and in this desesentence is less
assertive and a response is more expected. The distinction cambedtrated by the
following example (from Coates (1996), cited in (Tottie and Hoffmann 2006)):

(607)[Topic: Friend’s mother fainting in the street]

Karen: | think if you're with someone who suddendly falls over| if notleisg
you'd get into a restaurant or somewhere where you could sit dawaldn’t
you? | /wouldn’t you? . well I think \I would|

Ladd (1981) describes the main distinction between the two kinds ofathe
guestions in other terms. According to him the main distinction is not betweeasclaus
with the rising intonation and the clauses with a falling intonabaih rather between
what he calls ‘nuclear tag questions’, which have a pause betiaeamain clause and
the question, and ‘postnuclear tag questions’, which do not. While nuclsaddag
often have a falling intonation, and postnuclear tags do generally daisng
intonation, the opposite possibility also exists. One syntacticreiifée between the
two is the use oéven which can only be used with nuclear tag questions:
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(608)He didn’t even vote for Reagan, did he? [only OK as a nuclear tag question]

Since the reverse polarity tag questions can be used witheyvair intonations,
the criterion of ‘special intonation’ is not sufficient to distinguibe same polarity tag
guestions from reverse polarity tag questions. Therefore, ustngdlarity of the tag
clause as a test for the polarity of the main clause is not completehateccu

The connection between the tag questions and assertivity was iatexstigy
Hooper (1974:12). In her formulation, “a tag question may be formedthrermain
assertion of a sentence, if it is a speaker assertion aboul Wiecspeaker may
express doubt”. This explains tag questions referring to complenuéntgeak

assertives predicates:

(609) 1 think this car needs a tune-up, doesn't it?

(610) I suppose the Yankees will lose again this year, won't they?
Tag questions are infelicitous when the predicate is not assertive:

(611)*It's possible we’ll be arriving on time, won’'t we?

The condition of ‘speaker assertion’ excludes the complements oftiasse
predicates when the subject is not in the first person of thenpreesese. Examples
from Kay (2002:477):

(612)*Mary doesn't think he’s here, is he?
(613)1 don’t think he’s here, is he?

In weak assertion sentences, both the main and the subordinate alalisertse
tag questions. Referring to a main clause is usually pracatigtillogical, since the
tag questions seeks addressee’s confirmation, and usually thieersgpes more
information about their own mental state than the addressee. Hoveesgecial
context, such as if a speaker is “an epistemologically eigdld psychiatric patient”
(Kay 2002:478), does allow such questions:

(614)1 don’t think my mother really loved me, did she?

(615)1 don’t think my mother really loved me, do 1?
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These facts led Cristofaro (2003) to suggest the tag questionstest #&or
assertivity.

It is important to note that assertivity im@cessargondition for tag questions, but
not a sufficient condition. If a tag question can be formed foraasel, we can
conclude that the clause is assertive. If a tag question canrotnbed, either the
clause is not assertive, or the tag questions cannot be used for some other reason.

This test shows that the complementiotibtis assertive:
(616) But since | couldn't find any schemas for this solution | doubt it's possibl@, is it
7.7.2 Agreeing

If a clause was asserted, it can be agreed with or deniedein destcourse.
Therefore, to check whether a clause was asserted, we eek whether it can be
agreed with or denied. Denial, however, will not be as good a tegfresiray. The
reason is that a sentence can contain not only asserted clausasp lpresupposed
clauses. Such clauses can be denied, but cannot be agreed with. ypthiofl ¢clause
are those that are neither asserted nor presupposed. Usually clasuses can be
neither agreed with nor denied. These properties are summarizbd fllowing

table:

act \ status of the clause  asserted presupposed neither
can be agreed with + - -

can be denied + + -

Table 11. Distinguishing between clauses that are asserted, those that are
presupposed, and those that are neither asserted nor presupposed.

Accordingly, the possibility of agreeing to a clause can ksl uss a test of
assertivity. If after ) is asserted it is possible to agree thathenx has been
asserted by the speaker when F(x) was asserted. Thidiststax as is positively
assertive in B(). If after Fk) is asserted it is possible to agree that then-x has
been asserted when F(x) was asserted. This showsithaggatively assertive in¥)(

Some examples are given below:
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Conditional sentences:

(617)- If the printer doesn’t work, the technician will fix it today.
- 1 agree, he will. / No, he won't.
- #l agree, it doesn't. /#| disagree, it does work.
This shows that while the main clause is assertive, the anteazde conditional

iS not.

Negative implicative verbs:
(618)- He refused to come to the meeting.
- That'’s true, he didn’t come.
In this case the subordinate environment is negative assertive.
Negative implicative constructions:

(619)- This machine is too wide to fit in this room.

- | agree, it doesn't fit.
In this case the subordinate environment is also negative assertive.
7.7.3 Answering a question

Simons (2007) introduces the following test for “main point content”. Suppose
there is a question whethgiis true or false. If a sentence F(p) can be used to answer
such a question, thamis its “main point”.

(620)- Is it raining?
- Itisn't.
- I think it is.
- I hope it is.

The first two responses indeed answer the question, the first givesgative
answer, and the second - a weak positive answer. The third responssexhe
speaker’s attitude towards a possible answer, but does not give an answer.

This test is in fact a test for assertivity, and a sentEfgecan be used to directly

provide an answer to such a questionpffs assertive in F(p). If p is negatively
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assertive in F(p), F(p) is providing a negative answer, andsippsitively assertive in

F(p), F(p) is providing a positive answer.
7.7.4 Generalized Moore’s paradox

It has been noticed that sentences like the following cannosdsetad without

creating a self-contradiction:
(621) It is raining and | don't believe it’s raining.

This observation is known as Moore’s paradox. Interestingly, altholggrtiag
(621) is self-contradictory, the proposition expressed(681) is not a logical
contradiction, for it can be true. Indeed, it is possible thatrairing and for some
reason | believe it is not raining. However, | canalaim simultaneously that it's
raining and | don’t believe it. For when | claim that it's ramihalso express my
belief that itis raining, and the second conjunct contradicts it.

It is possible to devise a test for semantic negativity megdizing this paradox.
We observe that it is not possible to assert X-aKdvithout creating a contradiction.
Therefore, if onecan assert “X and F(X)”, then F(X) does not assefX). Using the

terminology introduced above, we can formulate the following condition:

(622) One can assert “X and F(X)” without creating a contradictionla to Moore’s

paradox, iff X is not negatively assertive in F(X).

The tests for assertivity are used in the next section to hégpndee which

environments are semantically negative and which are not.
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8 Examining the environments
8.1 Introduction

In this section | survey the various environments that are knownceosk
negative polarity items. For each environment, | calculate thdigian of the
licensing condition of semantic negativity regarding the distributibthe negative
polarity particles, and examine whether the prediction is correct.

| use different methods to determine whether the assertivity tammdiolds. In
some cases, the definitions of assertion and illocutionary entdibne used directly.
In other cases, | make use of tests for assertivity described in se@&ion

The condition of downward monotonicity is examined directly. | use p#irs
predicates one of which entails the other — suclwalk andmove or have a catand
have a pet to check whether the direction of entailment in a given environstays
upward, or is reversed downward. Testing for monotonicity is less tergothan
checking for assertivity, the reason being that the main conbibofithis research is
the condition of assertivity, to be added to the established condition ofwdod
monotonicity. In those cases that the NPPs are licensed in envirtsnwigch are not
downward monotone, the other NPIs are licensed there as well, and such environments
are problematic for understanding NPIs in general, and not just NPPs in particul

With respect to the licensing condition of semantic negativity propaisede, the

NPI licensors are divided into three categories as follows:

« licensors creating a downward monotone environment in the same iclausieh

they appear

« licensors creating a downward monotone environment in an assarbeedinate

clause

« licensors creating a downward monotone environment in a non-assertive

subordinate clause

These three categories of licensors are discussed in thewifadl three

subsections.
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8.2 Same-clause NPI-licensors

The first category includes the licensors reversing the mondtpwicthe clause
in which they appear. The expressions in this class are sgntagationfew, rarely
and only. Consider a sentence witfew (624). Its predicate position is downward
monotone, as we will see below, and the reason for this is the feardwith
guantifiers such amanyor someor determiners likehese the predicate position is
upward monotong625). The NPI licensor creates the DM environment in the
predicate position of the same clause in which it appears and ndisabion is

created.
(623) They didn’t have lunch.
(624) Fewtourists are herget

(625) Many/some/thestourists are here.

(626) Publishers will usually reject suggestions, and writers willrcgdghardly

rarely accept thenmgither (Klima 1964:261).

We observed above that the notion of assertivity is reflexive,ighat clause is
always assertive relative to itself. As a consequence of flas whenever the
downward monotonicity is created in the predicate of the sameeciaushich the
NPI licensor occurs, such a clause is semantically negatinerefbre, the proposed
licensing condition predicts that in such cases the negative pofaiticles are
licensed.

Let's see how the condition of semantic negativity applies foymadi
environments of this kind. Consider a simple sentencefeitin the subject position,

consisting of a single clause denotedkby
(627) [xFew people camg]

A clausex is semantically negative iff there exists a claassuch thatx is
semantically negative relative toln (627) there is only one candidate pnamely x
itself. Therefore, we have to check whetlels semantically negative relative xo
itself.
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A clausex is semantically negative relative wiff x is downward monotone
relative toz and x is assertive relative ta. Let us examine the assertivity first. A
clausex is assertive relative ta iff ASSERT(z) =L ASSERT(X) OF ASSERYZ) =L
AsserT(=x), for some assertion strengthThis definition is reflexive, as for every
clausex, ASSERTX) = .. ASSERT(X), SO every clause is assertive relative to itself.
Therefore, the clausein (627) is assertive relative 0

We can now proceed to examining the downward monotonicity. A cbause
downward monotone relative te iff the predicate position ok is downward
monotone relative ta. In (627) the predicate position is the position of the \wanne
This position is indeed downward monotone in this sentence. This can be
demonstrated by the validity of the following entailment, in whiwd denotation of
the verb in the premisenoved is a superset of the denotation of the verb in the

conclusion, jumped
(628) Few peoplanoved =
(629) Few peoplgumped

Therefore, the clauseis downward monotone relative xatself. Sincex is both
downward monotone relative ¥oand assertive relative 0 by definition of semantic
negativity X is semantically negative te Since there is a clausesuch thatx is
semantically negative relative mx is semantically negative. The licensing condition
of semantic negativity holds, and the negative polarity partelespredicted to be
licensed.

A similar prediction is given for a sentence in whielw occurs in a direct object

position, such as the following:
(630)[xJohn visits few friends anymoge]

Let's take a closer look at how the condition of semantic negatapplies to
(630). A clausex is semantically negative iff there exists a clamsich thatx is
semantically negative relative to As in (627), there is only one candidate clause,

namely,x, so we examine the semantic negativity of x relative to itdalfpreviously
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discussed, assertivity is reflexive, therefmiie assertive relative to itself. It remains to
be seen whetheris downward monotone relative to itself.

A clausex is downward monotone relative wiff the predicate position of is
downward monotone relative mIn (630) the predicate position is the position of the
verb visits To examine the downward monotonicity of this position we can use the
verb meet which is a hypernym of the veslsit (if John visited Bill, then John met
Bill, but not vice versa). We examine whether the entailment f{@81) to (632)
holds. In this entailment the conclusion is the original senteheeyerbvisits is

replaced with its hypernymmeetsn the premise:
(631) Johnmeetdew friends anymore=
(632) Johnvisitsfew friends anymore.

This entailment indeed holds, and the predicate position of the slasseerefore
downward monotone relative to the clause. Hence, the clause downward
monotone relative to itself. Since it is also assertive vedt itself, it is semantically
negative relative to itself. Therefore, the clauses semantically negative, and the
negative polarity particles are predicted to be licensed in this clause.

Another case of downward monotonicity being created in the preghoation of

a clause is that of a clausal negation. Let us consider such an example:
(633)[«l don’t like tomatoes]

We examine the semantic negativity of the claxise see whether the licensing
condition predicts that the NPPs are licensed. This sentencensoatdy one clause,
SO0 we examine the semantic negativityxaklative tox itself. We have seen above
that a clause is assertive relative to itself, therefoig,assertive relative to itself. It
remains to be seen whetheis downward monotone relative to itself.

To examine for downward monotonicity, we check if the predicate posifix is
downward monotone i®. The predicate position is the position of the Véb. The

predicate position is downward monotone if entailments like the following hold:
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(634)1 don't like tomatoes. =>
(635)1 don’t adoretomatoes.

In this pair of sentences the denotation of the verb in the préG84¢ like, is a
superset of the denotation of the verb in the conclu$ids),adore This entailment
holds, hence the predicate position»ofin (633) is indeed downward monotone
relative tox, and the clause is downward monotone relative to itself. Sinces also
assertive relative to itself, it is semantically negatietative to itself, so it is
semantically negative. Therefore, according to the licensangliton, the NPPs are
predicted to be licensed ¥y and similar clauses with clausal negation.

It can similarly be shown that a clause witlrely such ag636) is semantically

negative.
(636) [x John rarely visits his friends]

The clausex is assertive relative to itself, as shown above. The predicaiton

of x is downward monotone relative xpas the following entailment demonstrates:
(637)John rarelymeetshis friends. =>
(638) John rarelyisits his friends.

The clausex is therefore semantically negative relative to itsbénce it is
semantically negative, and the negative polarity particles are edacbe licensed.

Sometimes an NPI-licenser creates a downward monotone environiti@nt av
clause, without making the predicate position of the clause dowm@mndtone. Such
is, for example, the woravithout Let us examine a sentence in which the word

withoutis used with a non-clausal argument:
(639)[x She was singing withoat microphong..

Negative polarity items likanyare licensed bwithout
(640) She was singing withowatny help.

The argument ofvithout is downward monotone, as the following entailment

demonstrates:
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(641) She was singing withoatccompaniment=>
(642) She was singing withoytiano accompaniment

However, to examine the downward monotonicity of the claisg639) we need
to check if the predicate position @&fis downward monotone ir. The predicate
position is the position of the vedinging This position is not downward monotone,

since the following entailment does not hold:
(643) She wassingingwithout a microphone. =/>
(644) She wasaroling without a microphone.

This shows that the clauseis not downward monotone relative psox is not
semantically negative relative 10 Since(639) only has one clause, the only clause
relative to whichx could be semantically negative s itself. Sincex is not
semantically negative relative ¥ x is not semantically negative, hence the negative
polarity particles are predicted not to be licensexd ifhis prediction is borne out, as

the following examples demonstrate:

(645)*I was singing without a microphone, and she was singing witheut
microphoneegither.

(646)*1 was singing without a microphone, anditherwas she.
(647)*1 am singing without a microphonget/anymore

As shown in this section, if an NPI-licenser makes the predmazg#ion of the
clause in which appears downward monotone, such a clause is also caliganti
negative, and the negative polarity particles are predicted tacéeséd. In the
examples discussed in this section this prediction turned out to leetc@ome cases
in which the prediction is not correct, such as clauses antiy are discussed in
section8.8.1 below.

8.3 Assertive subordinate clauses

The second category of licensors are those creating a downwandtone

environment in the predicate position of a subordinate clause, witubwdination
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of the type that makes the subordinate clause assertive. Inatigstiee subordinate
clause is semantically negative relative to the main clause it is assertive relative
to the main clause and its predicate position is downward monotoneerdtatthe
main clause.

One example of a licensor of this classi@ibt | demonstrate how the analysis

applies formally on the following example:
(648) [yl doubt that fhe will come}]y.

A clausex is semantically negative iff there exists a claassuch thatx is
semantically negative relative roln (648) there are two candidates for the role,of
namely,x itself, and the main clause of the senteypc@/e have to check whetheiis
semantically negative with respect to at least one of these two candizlesesc

First, let's takez = x, that is, we examine the clauseelative to itself. We need to
check whetherx is semantically negative relative 0 A clausex is semantically
negative relative to itself if it is assertive relatieeitself and downward monotone
relative to itself.

We have seen above that assertivity is reflexive, that isy el@use is assertive
relative to itself. Therefore, the clausés assertive relative ta We can now proceed
to examining the downward monotonicity. A claxsis downward monotone relative
to x if its predicate position is downward monotone relative o (648) the predicate
position inx is the position of the verbome However, the clausg is a simple
positive clause and its verb position is not downward monotone. This caonve by

the lack of validity of the following entailment:
(649)He will move =/>
(650) He will jump.

This position is, in fact, upward monotone, as the following entailment

demonstrates:
(651)He will jump =>

(652)He will move
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Since the predicate position &fis not downward monotone relative tq the
clausex is not downward monotone relative xo Therefore, the second condition
required for the clause to be semantically negative relativexaoes not hold, and
the clauseis, in fact, not semantically negative relativexto

Let's now takez =y, that is, the entire sentence. We now examine whetiger
semantically negative relative Yo A clausex is semantically negative relative yoff
it is assertive relative t¢y and downward monotone relative yo A clausex is
assertive relative tg iff ASSERTY) =L ASSERT(X) Or ASSERTY) =L ASSERT(=X),
for some assertion strength

In section7.2 above | analyzed clauses of the kindink that pas expressing a
weak assertion thap. This was given the following formulation i558):
AsserT(I think that p)=.. AsSERT}(p). Similarly, | would like to analyze the verb
doubtas introducing a weak assertion that its complement is falsgthér words, |

analyzel doubt that pasl think that not p Formally, this can be expressed as follows:
(653) AsSerT(I doubt that py=y. ASSERT (= p)

In (648), the clausg is | doubt that x Using the analysis formulated (653), we
obtainasserT(y) =L ASSERT (- x). Therefore, the second disjunct of the definition
of assertivity is true, and the clausés assertive relative tp This is also consistent
with Simons’ (2007) analysis of clauses beginning withink. In her analysis, in
sentences withthink that xthe main assertion is the subordinate claysandl think
functions as an evidential for the main claim. In the cas#oabt the assertion df
doubt that Xs =%, with the same evidentiality as withink.

The tests for assertivity discussed in secfidhalso lead to the conclusion thkas

assertive relative tg. The subordinate clause @bubtcan license tag-questions:
(654)1 doubt it is possible, is it?
It is possible to agree with what is claimed in the subordinate clause:

(655)- | doubt it's possible.

- 1 agree, itisn’t.
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It is possible to use this construction to answer a question:

(656)- Is it possible?
- | doubt it is.

The test of generalized Moore’s paradox gives the same resutg dollowing

sentence cannot be asserted without creating a self-contradiction.
(657) 1t is raining and | doubt it’s raining.

All the tests show that the subordinate clausdafbtis assertive relative to the
main clause, and, more specifically, negative assertive relative to thelensa.c

Having established that is assertive relative tg, the next step is to examine
whetherx is downward monotone relative {0 A clausex is downward monotone
relative toy iff the predicate position of is downward monotone relative yoln (648)
the predicate position ofis the verbal position, and this position is indeed downward
monotone relative ty. This can be demonstrated by the validity of the following
entailment, in which the denotation of the verb in the subordinate clause in the premise,
move is a superset of the denotation of the verb in the conclysiop,

(658) | doubt that he willmove =
(659) | doubt that he wiljump.

Therefore,x is downward monotone relative yo We have also observed above
that x is assertive relative tg. Sincex is assertive relative tg and downward
monotone relative tg, x is semantically negative relative yoSincex is semantically
negative relative tg, x is semantically negative.

We come to the conclusion that (648) the clause is semantically negative
according to the definitions above. According to the licensing dongdihe NPPs are
licensed in semantically negative clauses, so the NPPs aretpdetdi be licensed in

the clause. This prediction is borne out:
(660) It didn’t rain yesterday, and | doubbtwill rain today,either.

In the examples above the vatbubtwas used in first person present tense. Other
uses turn out to be more problematic. The reason for the diffeiernloat assertive
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verbs such ashink, believe doubt create an assertive environment only if they are
used to describe the here-and-now, in first person present tenseu§#pes, such as
third person or past tense, create a non-assertive environment. 3innglas to other
performative verbs, which create a secondary illocutionary agtvamén used in first
person and present tense.

Let us formally examine the differences betwé@nk with a first person subject,
as in(661), andhink with a third person subject, as(662).

(661)[y | think that [it’s rainingk]y.
(662) [y My friend thinksthat [ it's rainingl]y.

As demonstrated in section.2 above, the subordinate clausein (661) is
assertive. The reason is the following illocutionary entailment, formuiatb8) and

repeated here for convenience:
(663) AsserRT(I think that p)=>i.. ASSERT'(p)

In this case,asserT(l think that it's raining) = ASSERT(It's raining).
Asserting(661) expresses a weak assertion by the speaker that itisgralis is not
the case with{662). Asserting662) does not express an assertion by the speaker that
it is raining. A clausex is assertive relative tg iff ASSERTY) =L ASSER'IL(X) or
ASSERTY) =L ASSERT(=X), for some assertion strength In (662), there is no
strengthi such that asserting y illocutionary entails that x-or with strengthi.
Therefore, in662), the clausr is not assertive relative o

The difference in assertivity can be demonstrated by tag gonsstiwhich are

infelicitous when the verthinkis in third person (Kay 2002:477):
(664)*Mary doesn’t thinkhe’s here, is he?
(665)1 don't think he’s here, is he?

We have seen above that the vedubt licenses the NPPs when used in first
person present tense, such aBb) below. What abowtoubtin sentences lik€567)

below, in which the verb is not used in first person present tense?

(666)[y | doubtthat [ it is rainingly]y.
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(667)[y My friend doubtdy that it is raining}]y.

As demonstrated earlier in this section, the subordinate ctause(666) is
assertive. The reason is the following illocutionary entailment, formuiatb3) and

repeated here for convenience:
(668) AsserT(I doubt that py=. ASSERT(=p)

In this caseasserT(l doubt that it's raining)=. ASSERT'(It's not raining).
Asserting(666) expresses a weak assertion by the speaker that it'Imogrd his is
not the case witli667). Asserting667) does not express an assertion by the speaker
that it is raining. A clausg is assertive relative tpiff ASSERTY) =L ASSER'IL(X) or
ASSERTY) =L ASSERT(=X), for some assertion strength In (667), there is no
strengthi such that asserting y illocutionary entails that x-or with strengthi.
Therefore, iN667), the clausr is not assertive relative o

The subordinate clausein (667) is not assertive relative to y, therefarng is not
semantically negative relative yo We have also seen in the analysig6f8) above
that x is not semantically negative relative to itself. Therefane(667) there is no
clausez such thatx is semantically negative relative # so x is not semantically
negative. Since is not semantically negative, according to the licensing comdatf
semantic negativity, the negative polarity particles are predicted notitehsdd.

This prediction turns out to be incorrect, as examples of NPPde&aiound

whereindoubtdoes not express speaker assertion:

(669)Uncle Jack cannot think of any place in the world that he would rétne

been and he doubtisat anybody else coutdther?°
(670) 1 doubtedthat she was bagjet

(671)1 hadn't heard much about the man in 20 years and | dothdednyone even

cared about himmnymore

20 http://www.obxconnection.com/blogs/blog_entry.a2pkID=1&MID=10&Y1D=2006
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A possible way to take care of this problem is to expand thenitefi of
assertivity to include the cases above. The first step expand the definition of
assertion. The regular assertie®serRTp) expresses the claim or the belief that the
speaker at present holds the belief thatWe can introduce a notion of assertion
relativized with respect to the individual holding the belief andtithe at which the
belief is or was held (Farkas 1992; Giannakidou 1999). An assertioiveeiatan
individual d and a timd, denoted agsSeERT;(p), is a speech act in which the speaker
expresses the claim or belief that the individddlelieves/believed in timethatp
holds. The notion of relative assertivity can be modified to use thefietbdtion of

assertion, as follows:
(672)x is assertiverelativeto a z iff

X =z or X is a subclause of z and

ASSERT(Z) = ASSERT(X) Or ASSERT(Z) =1 ASSERTy{(—X)

This way the complement clauses agubt in sentenceg669) —(671) can be
classified as assertive relative to the main clauses containing theéotdat and hence
semantically negative. I(669) the subordinate clauseddubtexpresses an assertion
relative to Uncle Jack and present(@70) and671) the argument afoubtexpresses
an assertion relative to the speaker and the past. All tHaases are therefore
semantically negative according to the modified definition of assertivity

The condition of semantic negativity based on the modified definition of
assertivity accounts correctly for the licensing of NP woubt The difference
between the original and the modified definitions does not show up in Nthle
licensing environments, so for the sake of simplicity | will treeoriginal definitions
for the other environments.

The NPI licensors creating negative implicative environments ktang to the
category discussed in this section. Toe construction with a sentential complement
is one of the licensors of this kind. | demonstrate how the conditioreroirstic

negativity applies to sentences with this construction using the following example

(673)[y John wadoo tired [, to meet Bill}]y
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We want to examine the prediction of the condition of semantic inggdor the
clausex. A clausex is semantically negative iff there exists a clanseich thaix is
semantically negative relative mIn (673) there are two candidates for the role,of
namely,x itself, and the main clause of the senteypnd@/e have to check whetheis
semantically negative with respect to at least one of these two candizlestesc

First, let's takez = x. In the case we encounter a problem in examining of
assertivity ofx, since the clause does not contain a standalone proposition. We can
deal with this issue by modifying the clause to make a propositiah can be
examined. One thing missing in clausis an overt subject. Since the implied subject
of the event inx is John, we makdohn the subject of the proposition. The other
problem is that the clausdacks tense. Again, the event described in the clause refers
to the past, so we complete the proposition by adding the past temseford, the

clausex will be represented by the following proposition
(674)John met Bill.

This is a simple affirmative clause. We have seen above #iatpde affirmative
clause is assertive relative to itself, but not downward monotdagvesto itself.
Thereforex is not semantically negative relative to itself.

We can now examine the semantic negativity mdlative toy. To check whethex

is downward monotone relative ypwe examine the following entailment.
(675)John was too tired tmeetBill =
(676)John was too tired taisit Bill.

The denotation of the verb in the predicate positiorx @ the premise is a
superset of the denotation of the verb in the predicate positiwimnahe conclusion.
This entailment holds, demonstrating that the clauiseindeed downward monotone
relative toy.

We now examine whether is assertive relative tg. A clausex is assertive
relative toy iff ASSERT(Y) =L ASSERT(X) Or ASSERTY) =L ASSERT(-X), for some
assertion strength In the case o{673), the main sentengeentails-x, that is, y
entails(678):
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(677)[y John was too tired, fo meet Bill}]y =
(678) John didn’t meet Bill.

The proposition in(678) is also illocutionary entailed K$77), andx is indeed
assertive relative tg. This conclusion is supported by a number of factors. The cases
shown in sectio?.2 of semantic entailment without illocutionary entailment involved
presuppositions, an(b78) is not presupposed [§§73). The sentenc&73) can be

used to answer a question regardi®gd), as the following exchange demonstrates:
(679)Did John meet Bill?
- John was too tired to meet Bill.

Sincex is assertive relative tp andx is downward monotone relative ¥o X is
semantically negative relative yoThereforex is semantically negative, and the NPPs
are predicted to be licensed in this clause.

A similar prediction is given for the clausal complementvahout Consider the

following sentence:
(680) [y John left without,[ meeting Bill}]y

As with the previous example, the clausedoes not express a standalone
proposition. For the purposes of examining assertivity and downward mongtonicit
the claus« is represented by the clausghn met Bill This clause is assertive relative
to itself, but not downward monotone relative to itself, so it is notas¢ically
negative relative to itself.

We can now examine the semantic negativity mdlative toy. To check whethex

is downward monotone relative ypwe examine the following entailment.
(681) John left withoutmeetingBill =
(682) John left withouwisiting Bill.

The denotation of the verb in the predicate positiorx af the premise is a

superset of the denotation of the verb in the predicate positiwmahe conclusion.
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This entailment holds, demonstrating that the clauiseindeed downward monotone
relative toy.

We then examine whethearis assertive relative tg. The clause/ entails(683),
which is the negation of the proposition represerting

(683)John didn’t meet Bill.

The clausg illocutionary entail{683), since someone assert{®g0) indeed also
asserts that John didn't meet Bill. Therefoxds assertive relative tg. Sincex is
assertive relative tg andx is downward monotone relative {0 x is semantically
negative relative toy. Therefore,x is semantically negative, and the NPPs are
predicted to be licensed in this clause.

Clausal complements of negative implicative verbs are analyeitbrsy. |
demonstrate how the condition of semantic negativity applies tonsestevith such

verbs using the following example with the vegfuse
(684)[y Johnrefusedx to meet Bill]]y

Like with the previous examplé73), | examine the semantic negativity >of
relative tox itself and relative ty. In examplg(684) we encounter the same problem
as with(673), namely, that the claugeloes not express a standalone proposition, and
the definitions of clausal assertivity and downward monotonicity careapplied to
it directly. | use the same solution proposed above: for the purposemrmineg
assertivity and downward monotonicity the clausewill be represented by the

following proposition:
(685)John met Bill.

As demonstrated above, the clauses assertive relative to itself, but not
downward monotone relative to itself. Thereforejs not semantically negative
relative to itself.

We can now examine the semantic negativity mdlative toy. To check whethex

is downward monotone relative ypwe examine the entailment frqi®86) to(687):
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(686) John refused tmeetBill. =
(687)John refused tuisit Bill.

It is possible tha(686) is true and687) is false. Such is the case, for example, if
John was asked to meet Bill in John’s own office, and was neveedffe visit Bill.
However, in order to check for Strawson-DM, we need to make surethbat
presuppositions of the conclusion are satisfied. | suggest that sshhihe typeX
refused to Ypresuppose that someone told X to do Y. Therefore we need to examine
the entailment above under the condition that someone told John to WjsitHBth is
the presupposition dB87). In this case the entailment holds. Indeed, if someone told
John to visit Bill, and John refused to meet Bill, we can concludeJdia refused to
visit Bill. Therefore, the Strawson-entailment fr¢&86) to(687) holds, and the clause
x is downward monotone relative yo

We now examine whethex is assertive relative tg. A clausex is assertive
relative toy iff ASSERT(Y) =L ASSERT(X) Or ASSERTY) =1L ASSERT(-X), for some
assertion strength In the case 0{684), the main sentengeentails-x, that is, y
entails(689):

(688)[y John refused[to meet Billk]y =
(689) John didn’t meet Bill.

The proposition in(689) is also illocutionary entailed K$¥84), andx is indeed
assertive relative tg. This conclusion is supported by a number of factors. The cases
shown in sectio?.2 of semantic entailment without illocutionary entailment involved
presuppositions, anf689) is not presupposed §§84). The sentencg84) can be

used to answer a question regardi@@9), as the following exchange demonstrates:
(690) Did John meet Bill?
- He refused to.

Sincex is assertive relative tp andx is downward monotone relative y0 X is
semantically negative relative yoThereforex is semantically negative, and the NPPs

are predicted to be licensed in this clause.
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We have seen that the complement clause of negative implioatibs and
negative implicative constructions is an assertive environment, angredicate
position is, in most cases, downward monotone. This means that such anreewir
is semantically negative, and the NPPs are predicted to dodinese environments
the behavior of the NPPs is again predicted not to be different Niieta like any.

This prediction is again borne out.
8.4 Non-assertive subordinate clauses

The third category of NPI licensors are those that crealewenward monotone
environment in the predicate position of a non-assertive subordinaigecli this
case the subordinate clause is not semantically negative, and theenggdarity
particles are not predicted to be licensed.

Such is the case, for example, with an antecedent of a conditiotialsee how
the proposed condition applies to an antecedemif the following conditional

sentence:
(691)[yIf [xhe comes] | won't play the guitar]

A clausex is semantically negative iff there exists a claassuch thatx is
semantically negative relative roln (691) there are two candidates for the role,of
namely,x itself, and the main clause of the senteypc@/e have to check whetheiis
semantically negative with respect to at least one of these two candizlesesc

First, let's takez = x. The clausex is assertive relative to itself, due to the
reflexivity of assertivity. Since the predicate positiorka$ not downward monotone
relative tox, one of the conditions for semantic negativity does not holdxasahot
semantically negative relative to itself. The full formahmination of such a clause
can be found in sectidh3 above in the analysis of sente(©48).

Let's now takez =y, which is the entire sentence. The antecedent of a conditional
is usually considered to be a downward monotone environment, as deneonbirat

the direction of entailment between the following sentefices

% As noted in Heim (1984), this pattern, known aseisgthening the antecedent”, does not always

hold. For example, the following entailment does mald:
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(692) If you have a pet, you must notify the landlesd
(693) If you have a cat, you must notify the landlord.

However, the antecedent clauses not assertive relative tp. A clausex is
assertive relative tg iff ASSERTY) =L ASSERT(X) Or ASSERTY) =L ASSERT(=X),
for some assertion strengih However, asserting691), for example, does not
illocutionary entail eithethe comesor he doesn't comeA common analysis of
conditional utterances of the tyjfeA then Bis that they are conditional assertions,
assertingB in the case that A is true. AXis false, nothing gets asserted, and neither A
nor-A are asserted.

Sincex is not assertive relative tg one of the conditions for semantic negativity
does not hold, and is not semantically negative relativeytaSince there is npsuch
thatx would be semantically negative relativezix is not in a semantically negative
environment.

The licensing condition of semantic negativity does not hold, and thdiveega
polarity particles are predicted not to be licensed by thecadent of a conditional.
This prediction turns out to be correct.

Another environment belonging to this category is the restrigtst @frgument) of
the universal quantifier. | use the following example to demongimtethe condition

of semantic negativity applies to this environment.
(694) [yEveryone fwho visited John]liked him},.

A clausex is semantically negative iff there exists a claassuch thatx is
semantically negative relative roln (694) there are two candidates for the role,of
namely,x itself, and the main clause of the senteync@/e have to check whetheis
semantically negative with respect to at least one of these two candizlesesc

(i) If I strike this match, it will light =\=>
If | dip this match in water and strike itwill light.
This issue is not relevant for my analysis, sifee antecedent of a conditional is in any case a non

assertive environment.
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First, let's takez = x. We now want to check whethers assertive relative toand
whetherx is downward monotone relative xoHowever, the definitions of assertivity
and downward monotonicity cannot be appliec @irectly. The reason is thatis a
relative clause, and it does not express a complete proposition thehdefinitions of
assertivity and downward monotonicity are formulated for clausqwegsing
propositions.

One way to deal with this problem is to find a proposition that woylesent the
clause for the purposes of testing the conditions. Giannakidou (1999:388ntered
the same problem in applying the condition of veridicality to nefatilauses. Her
solution was to represent the relative clause as a proposition exigtential
guantification replacing the relative pronoun. For example, the claisseepresented
assomeone visited Johhadopt Giannakidou’s approach for such clauses.

Let us now examine the propertiesxatlative tox. First,x is assertive relative to
X, since every clause is assertive relative to itself. Howewves not downward
monotone relative to itself, since the predicate positiox (e position of the verb)
is not downward monotone relative xo This can be illustrated by the following

entailment, which does not hold.
(695) SomeonanetJohn. =/>
(696) SomeoneisitedJohn.

Sincex is not downward monotone relative to itself, it is not semanyicahative
relative to itself.

Let's now takez =y, which is the entire sentence, and examine whether
semantically negative relative yo To examine for downward monotonicity, we check
if the predicate position of is downward monotone relative yo This is indeed the

case, as the following entailment demonstrates:
(697) Everyone whanetJohn liked him=
(698) Everyone whaisitedJohn liked him.

Therefore, the clauseis downward monotone relative yo

152



However, the clauseis not assertive relative jo Indeed, assertin@g99) does not

illocutionary entail assertingy00).
(699)[yEveryone fwho visited John]liked him},.
(700) Someone visited John.

While (701) implies that there were people who visited John, this impulicagi

not an assertion, and it can be canceled:
(701) Everyone who visited John liked him, since, in fact, no one visited him.

It is sometimes assumed tH{&09) presupposd300). This is compatible with the
conclusion that(699) does not illocutionary entai(700), since propositions
presupposed b§699) are not asserted wh@@99) is asserted.

Sincex is not assertive relative {9 x is not semantically negative relativeytoNe
have seen that is also not semantically negative relativextd herefore, there is no
clausez such that is semantically negative relative zphencex is not semantically
negative. The licensing condition of semantic negativity does not holdegative
polarity particles are predicted not to occur in the restrdtorse of a universal, such
as clause. This prediction turns out to be correct.

Other examples of NPI-licensing environments that are predicdeédo license
NPPs are: superlative clauses, comparative clauses, and fawitize adversatives.
The NPIs are licensed in the restrictor clause used with atigerlas in the following

example:
(702) This is the best movie | hawwerseen.

| demonstrate how the condition of semantic negativity applies to clacises

using the following example:
(703)[y John is the most interesting pers@rhave ever met]]y.

A clausex is semantically negative iff there exists a claassuch thatx is
semantically negative relative roln (703) there are two candidates for the role,of
namely,x itself, and the main clause of the senteypc@/e have to check whetheis
semantically negative with respect to at least one of these two candizlesesc
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First, let's take z = x, examiningrelative to itself. As in694), the claus& is a
relative clause, and does not represent a complete proposition, Baaebject
position is set by the quantification in the parent clause. Inrdod@examine the
assertivity and downward monotonicity of the claysthe object position is replaced

by an existential, as follows:
(704) 1 have mesomeone

The clausex is an ordinary positive clause, hence it is assertiveivel&t itself.
However, it is not downward monotone relative to itself, since ftilwing

entailment does not hold:
(705) | havemetsomeone. =/>
(706) I havevisitedsomeone.

Sincex is not downward monotone relative to itself, it is not semanyicahative
relative to itself.

Now we takez =y, examiningx relative toy. We check whethex is downward
monotone relative tg, that is, whether the predicate positionxis downward

monotone relative tg, by examining the following entailment:
(707)John is the most interesting person | have ewtr=>
(708)John is the most interesting person | have eisgtied

According to Herdan and Sharvit (2006:5), the restrictor clausieeo$uperlative
construction is presupposed. The contragt @) is used to support this analysis. This
test is based on the assumption that one can doubp thaly if one believes the
presuppositions ob. Continuationb in which the negation of the restrictor clause is
ascribed to John’s thoughts is not felicitous, supporting the point of thatvthe

restrictor is presupposed.
(709)John doubts that Emma is the tallest student in this class.
a. He thinks it is likely that Sally is taller.

b. #He thinks it is likely that Emma is not a student in this class at all.

154



Adopting this analysis, we assume tfiéd7) presuppose¥hn is a person | have
metand(708) presuppose¥ohn is a person | have visite8ince the set of people |
have met is a superset of the people | have vis{i#i¥) and the presupposition of
(708) entail(708), and the entailment holds. The reason is thathiés the largest
measure on some scaleHnit also has the largest measurdir] P, given thaix also
belongs to P’. Sinc€707) Strawson-entail6/08), x is downward monotone relative
toy.

Now we check whethetis assertive relative tp The clausex is assertive relative
to y if y illocutionary entailsx, that is, someone assertiggalso assertg. For the
purposes of examining this entailment, the propositionisftaken to be as ifr04),1
have met someonAccording to the analysis presented ab¢ve3) presupposekhn
is a person | have mebince(704) is entailed byohnis a person | have methat is,
(704) is entailed by the presuppositionyp{704) is not asserted whenis asserted.
This means that is not assertive relative {0

Sincex is not assertive relative o x is not semantically negative relativeytoNe
have seen that is also not semantically negative relativextd herefore, there is no
clausez such thatx is semantically negative relative zphencex is not semantically
negative. The licensing condition of semantic negativity does not holdegative
polarity particles are predicted not to be licensed by therlatipe restrictor clauses,
such as clause This prediction turns out to be correct.

The next environment | examine is the comparative subordinate cleiisg,the

following example:
(710)[y It is easier/harder to contact Bill by email thatof meet him) ]y.

First | examine the semantic negativityxafelative tox itself and then relative tp
In example(710) we encounter the same problem as \{6{3) and(694) above,
namely, that the clausedoes not express a standalone proposition, and the definitions
of clausal assertivity and downward monotonicity cannot be applieddicetly. |
use the same solution proposed above: for the purposes of examinimiyigsaed

downward monotonicity the claugewill be represented by the following proposition:

(711) Someone met Bill.
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This is a simple affirmative clause, gois assertive relative to itself, but not
downward monotone relative to itself. Thereforejs not semantically negative
relative to itself.

We can now examine the semantic negativity célative toy. Let us examine the
downward monotonicity first. It turns out that the downward monotonicity depmnds
the choice of the adjective in the main clause. With the adjeztisier the clause is

downward monotone relative ypas the following entailment demonstrates:
(712)1t is easier to contact Bill by email thanrteeethim. =>
(713)It is easier to contact Bill by email thatusit him.

On the other hand, with the adjectitarder, the clausex is not downward

monotone relative tg, since the following entailment does not hold:
(714)1t is harder to contact Bill by email thannteethim. =/>
(715) It is harder to contact Bill by email thatwesit him.

However, the antecedent clausés not assertive relative g regardless of the
choice of the adjective. A clauseis assertive relative ty iff ASSERTY) =L
ASSERT(X) or ASSERTY) =L ASSERT(=X), for some assertion strengthin our case,
we have to examine whether the sente(®E0) illocutionary entail§711) or its
negation. This is not the cadg:10) does not asseBomeone met Billnor does it
assertNo one met Bill Therefore,x is not assertive relative tg, hencex is not
semantically negative relative yo

Sincex is not assertive relative o x is not semantically negative relativeytoNe
have seen that is also not semantically negative relativextd herefore, there is no
clausez such thatx is semantically negative relative zphencex is not semantically
negative. The licensing condition of semantic negativity does not holdegative
polarity particles are predicted not to occur in the complemieah emotive factive,
such as clause This prediction turns out to be correct.

Another NPI-licensing environment in this category is the compleofesiinotive

factives. Consider the following sentence
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(716)[y I'm sorry [x you visited John,]y.

Let us examine whether the clausds semantically negative. A clauseis
semantically negative iff there exists a clagssuch thatx is semantically negative
relative toz. In (716) there are two candidates for the role,afiamely,x itself, and
the main clause of the sentengeWe have to check whether is semantically
negative with respect to at least one of these two candidate clauses.

First, we takez = x and check whethetis semantically negative relative to itself.
As demonstrated above, an ordinary affirmative clause is notnseally negative
relative to itself. Such a clause is assertive relativetgelfj but not downward
monotone relative to itself.

Another candidate for the role af is y, the entire sentence. A clausgeis
semantically negative relative tp if x is assertive relative ty and downward
monotone relative tgy. According to the analysis of Kadmon and Landman (1993)
presented in sectio2.3.2, the emotive factives create a downward monotone
environment. In our case; is downward monotone relative o if its predicate
position is downward monotone relativeytolhe predicate position is the position of
the verb, sax is downward monotone relative yoif entailments like the following
hold:

(717)I'm sorry that BillmetJohn. =>
(718) I'm sorry that Bill visitedJohn.

The downward monotonicity is examined given that the presuppositiortse of t
conclusion(718) are satisfied. The vesorry is factive, sq717) presupposesill met
John while (718) presupposesill visited John According to Kadmon and
Landman’s (1993) analysis abrry, the assertion of717) is true iff in the preferred
worlds of the speaker it is not true that Bill met John, tha&ilsdid not meet John. If
in all the preferred worlds Bill did not meet John, it is alse that in all the preferred
worlds Bill did not visit John. Therefore, the assertion(##8) is true as well. This
shows that(717) together with the presupposition @f18) entail (718), so the
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predicate position af is indeed downward monotone relativeytand the clause is
downward monotone relative yo

However,x is not assertive relative %o Indeed,(719) does not assgf720), but
rather presuppos€$20), due to the factivity of the predicaterry.

(719) I'm sorry that Bill met John.
(720) Bill met John.

Sincex is not assertive relative {9 x is not semantically negative relativeytoNe
have seen that is also not semantically negative relativextd herefore, there is no
clausez such that is semantically negative relative zphencex is not semantically
negative. The licensing condition of semantic negativity does not holdegative
polarity particles are predicted not to occur in the complemieah emotive factive,
such as clause This prediction turns out to be correct.

This prediction is confirmed for almost all the categories roaetl above. The
superlative construction is an exception, allowing the NEP It does not license

eitheror neither.

(721)*1f you work theranymore leave.

(722)*1 feel better than | have ever felt befaither.
(723)*1 regretthat I'm in Spairanymore

(724)No one of us has ever been to Amsterdam. *Everyone/*No one wheabasd
Brusselseitherwants to go there again some day.

(725) It is by far the best book | hayetpurchased in the field of Web Design.

In environments discussed in this section the behavior of NPPs diitieraNPIs
like any and ever These environments are known to be NPI-licensing, but the NPPs
are not licensed in them. Although they are downward monotone, they are not

assertive, and hence not semantically negative.
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8.5 Locality

One important feature of the semantic negativity condition asetefibove is its
locality. If a clausex is semantically negative i, further embeddings of will not
alter the semantic negativity of The reason is that will remain semantically

negative relative t&'. Let's examine such an example:
(726) [x He won't come).
(727) [yIf [xhe doesn’t comg] | won't play the guitas]

A simple sentence with sentential negat{@26) is semantically negative. The
clausex is assertive relative tg, since assertivity is reflecive. The clausés also
downward monotone relative g since its predicate position is downward monotone
relative tox. This can be demonstrated by the validity of the following Enéaat, in
which the denotation of the verb in the subordinate clause in the prenoge is a

superset of the denotation of the verb in the conclugiong
(728)He won'tmove =
(729)He won’tjump.

Since x is assertive relative ta and downward monotone relative %o x is
semantically negative relative xphence it is semantically negative.

What if we embedk in a non-assertive environment, such as the antecedent of a
conditional (727)? If we examine the semantic negativityxafelative to the entire
sentence, we will reach the conclusion thais not semantically negative relative to
y. It has been shown in the analysig@d1) above that the antecedent of a conditional
is not semantically negative relative to the conditional sentence, sincad¢hedant is
not assertive relative to the conditional sentence. However, watitaexamine the
semantic negativity of relative to itself. This analysis works exactly as shown above
for sentenc€726): a clause is assertive relative to itself, and the predicateopasi

is downward monotone relative xpsox is semantically negative relativexo
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Due to this feature of semantic negativity the proposed licewsimgjtion predicts
that the NPP licensing properties of a semantically negeltnese are not affected by

embedding. This prediction is correct, as demonstrated by the following examples
(730)John won’t come. Bill won’t comeither.

(731)John won’t come. If Bill doesn’t conwdther, | won't play the guitar.

8.6 Evaluation

We have seen that in almost all the examined cases, the semagétivity
condition correctly predicts whether the NPPs can or cannot lgeimusaost of the
environments discussed. When an NPI licensor creates a DM enviromntieatsame
clause or in an assertive subordinate clause, the environment istisaifyanegative.
The licensing condition predicts that the NPPs are licensed, and ithieed the case.
When a DM environment is created in a non-assertive subordinate ,cthease
environment is not semantically negative. The licensing condition gisethat the
NPPs are not licensed, and the NPPs are indeed not licensed in such environments.

One exception is the second argumenbty. this environment is semantically
negative, and the NPPs are predicted to be licensed. NeverthelddBPbhe&an occur
in this environment in very limited cases. Superlatives constitudéhar exception.
Being non-assertive, this environment is not semantically negatidethe NPPs are
predicted not to occur. Nevertheless, the NRIRgmore and yet can occur in
superlatives. On the other hand, the NERser andneither behave according to the
prediction and do not occur in this environment.

The condition of semantic negativity describes the behavior of thes Nietter
than the earlier proposals. The distribution of the NPPs in theatffenvironment
and the predictions of the earlier proposals and of the semanticvitggaindition

are summarized in the following table:
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NPPs |downward |antiadditivity | DM and negative |semantic

occur [monotonicity |(Szabolcsi [NV implication |negativity

(Ladusaw |2004) (Nathan | (Rullmann

1980a) 1999) |2003)
Negation yes yes yes yes yes yes
few, rarely |yes yes no no no yes
negative yes yes yes yes yes yes
implicative
verbs
negative yes yes yes yes yes yes
implicative

constructions

doubt yes yes yes yes no yes
antecedents|no yes yes yes no no
of

conditionals

restrictors ojno yes yes no no no
positive

guantifiers

restrictors ojno yes yes yes yes no
no

comparativesno yes yes yes no no
emotive no yes yes no no no
factives

Table 12. Earlier proposals and semantic negativity

Compared to the previous condition of negative implication proposesitiar by
Rullmann (2003), the condition of semantic negativity improves the prausctor
three kinds of environments. For sentences wétv and rarely and for the

complements otloubt the prediction of the earlier condition was that the NPPs are
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not licensed, contrary to fact, and the prediction of semantictimégas that the

NPPs are licensed, as is the case. For the restricta; ttie prediction of the earlier
condition is that the NPPs are licensed, contrary to fact, anuteédection of semantic
negativity is that the NPPs are not licensed, as is the chse.sliows that the
empirical adequacy of the condition of semantic negativity is rtitae that of the

earlier proposals.
8.7 Validating the theoryalmostandbarely

The condition of semantic negativity was formulated based on observing the
behavior of the NPPs in a number of environments. In this sectionthigsondition
on a pair of environments that were not used during the formulation obtitktion,
namely, sentences witlmostand barely. The wordsalmostand barely exhibit an
important contrast in their NPI-licensing behavior, and the impatadue to their
seemingly unexpected behavior. This feature makes this pair of agyted test case
for theories of NPI licensing.

According to the most common analysis (Horn 2002), bbtiostandbarely have
two meaning components: the polar component and the proximal component. The
phrase almost X has the polar componenhdt X and the proximal component “X
is/lwas close”. The expressiorbdrely X” has the polar component “X” and the
proximal componentriot Xis/was close”.

For example:
(732) My printer is_almostunctional.

polar component: My printer is not functional

proximal component: My printer is close to being functional.
(733) My printer is_barelyfunctional.

polar component: My printer is functional.
proximal: My printer is close to being not functional.

It can be seen thalmosthas a negative polar component and a positive proximal
component. The worbarely is the opposite: it has a positive polar component and a

negative proximal component. Which component influences the NPI licenking?
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turns out that it is the proximal component that influences the liger@d not the
polar one. Whildarely licenses NP1$735),almostdoes no(734). This is despite the
fact thatalmost Xentailsnot X while barely XentailsX. That is, the licensing is the

opposite of what can be expected if it were determined by the polar component.
(734)*She almosslept a winkspoke taanyone
(735) She barelglept a winkspoke taanyone

A possible explanation of the fact that it is the proximal compotieat
determines the NPI licensing can be made if we observe tharasyic status of the
two components with respect to the assertion. A number of tests haweubed to
show that while the proximal component is asserted, the polar compignant
asserted, but rather presupposed or “backgrounded” (Horn 2002; Amaral 2006).

For example, a yes/no question is interpreted as inquiring about thengkox
component rather than about the polar component. That's WBY) is a plausible

elaboration of B’s response (636), but(738) seems less felicitous.
(736) A: Did John almost miss the train?

(737)B: Yes, he caught it just in the nick of time.

(738)B: #Yes, he managed to catch it.

Similarly, a negative answer t(¥36) is interpreted as negating the proximal

component and not the polar component:
(739)B: No (= he didn't get close to missing the tradhe missed the train).

Likewise, a becauseclause in a sentence likg40) refers to the proximal
component and not to the polar component. Béeauseclause in(740) provides the
reason for the speaker’s being close to canceling, not for th&esfeeventually not
canceling. Trying to use thbecauseclause to provide a reason for the polar
component results in infelicit(741). The same explanation accounts for the
difference betwee(¥42) and743).

(740)1 almost canceled because | was ill.
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(741)#1 almost canceled because | would have felt too guilty.
(742)1 barely finished the paper on time because | was tired.
(743)#l barely finished the paper on time because it was easy.

Similarly, evaluative adverbs express an evaluation of the pabxdomponent,

not of the polar component:

(744)Fortunately, Peter can barely read. (so he couldn’t fully underst@nohsults
addressed to him / #so | can write him a note).

The contrast betwee(745) and(746) also supports the analysis above. The
sentence withalmost(745) has a positive proximal component and a negative polar
component, and it is used to convey good news. Similarly, a sentencbandly
(746) is used to convey bad news. This is consistent with the viewt tisathe
proximal component that is asserted, and not the polar one.

(745) Good news: my printer is almost functional.
(746)Bad news: my printer is barely functional.

It is the asserted content that determines the NPI licensthgat the presupposed
content. In sentences witlmostthe asserted proximal component is positive and
does not create a downward monotone environment, hence the NPIs acensetdl.
The asserted proximal component of sentences batiely is negative, creating a
downward monotone environment, hence the NPIs are licensed.

The NPPs behave similar to the other NPIs: they are licamgédrely and not

licensed byalmost
(747)We have barefyalmost starteget

(748)1 could barely detect the fragrance. [...] They could b#ralmost smell it
either.

(749) She_barelyacknowledged Ruthie, ameitherdid anyone else, understandably.
(750)It’s barely*almost recognizablanymore

(751) They barely frequently talkanymore
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In order to see the predictions of the licensing condition of semaegativity,
let's examine which of the environments is semantically negatentences with
almostand barely are assertive relative to themselves, since assertivitgflexive.
The next thing to determine is downward monotonicity. Consider a pagrgénces

with barely.
(752) Mary barely studied linguistics.
(753) Mary barely studied syntax.

Studied syntaentailsstudied linguisticsDoes(752) entail(753)? We check the
entailment under the condition that the presuppositions of both senteacadisiied.
The presupposition of752) is that Mary studied linguistics, and the presupposition of
(753) is that Mary studied syntax. The assertio(V6R) is that Mary was close to not
studying linguistics and the assertion(@53) is that Mary was close to not studying
syntax. Given the presuppositiomat studying linguisticentailsnot studying syntax
and close to not studying linguistiosntails close to not studying syntago (752)
entails (753). This shows that the environment createdbhyely is downward
monotone. Therefore, the NPI-licendmarely belongs to the first category of licensors
discussed above: it creates a downward monotone environment in thelsaseeirc
which it appears. This makes the clause semantically negatideaccording to the
proposed licensing condition the NPPs are predicted to be licensegré&thistion is
borne out, since, as shown above, the NPPs are indeed licersaelyy

Consider now a pair of sentences vatmost
(754) Mary almost studied linguistics.
(755) Mary almost studied syntax.

Again, studied syntarentails studied linguistics Does (754) entail (755)? The
entailment has to be examined with the presuppositions of both sentestisfied.
The former presupposes that Mary didn’t study linguistics, anthttex presupposes
that Mary didn’t study syntax. The assertion (@64) is that Mary was close to
studying linguistics and the assertion (@b5) is that Mary was close to studying

syntax. Being close to studying linguistics does not entail belloge to studying
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syntax, as maybe she intended to study some other subfield oktioguirherefore,
the environment created @ymostis not downward monotone. In fact, it is upward
monotone, as being close to studying syntax entails being clesgliong linguistics,

if the presuppositions mentioned above are satisfied. Since the wlahs#mostis
not downward monotone, it is not semantically negative, and the NPPsotre
predicted to be licensed. This prediction is borne out since, as sthowe, ahe NPPs
are indeed not licensed hymost

The licensing of the NPPs witbarely, but not withalmost is a problem for
Rullmann’s (2003) analysi®\lmost X entails that X is false, whilbarely X entails
that X is true. Therefore, the prediction of Rullmann’s analysithas almost will
license the NPPs, armhrely will not. As shown above, this prediction is the opposite
of the observed facts.

The condition of nonveridicality proposed by Giannakidou (1999) for the regular
NPIs and by Nathan (1999) for NPPs also has the same predigtiomsstX entails
that X is false, so the environment it creates is nonveridical, taed\NPPs are
predicted to be licenseBarely X entails X, so this environment is veridical, and the
NPPs are predicted not to be licensed. Just as with Rullmann’s icondhese
predictions are the opposite of the observed facts.

Amaral and Schwenter (2007) observed that the vmardly, usually assumed to
be similar tobarely, in fact has two usages. Indeed, in some cases it behaveslgimilar
to barely, as in(756). This is the regular meaning lodrdly. However, it can also be
used to imply negation, in which case it cannot be replacéatay, as in(757). This

is called “the inverted reading”.
(756) Bush hardly/barely won.
(757) Online authors hardly/#barely need to be famous.

In general, the NPI-licensing behaviortwrdly in the regular meaning is similar
to that ofbarely, while the behavior dhardly in the inverted meaning is similar to that
of negation. Since botbarely and negation license negative polarity partibladly

licenses NPPs in both its readings:
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(758) 1 can_hardlybelieve iteither.

(759) It hardly matterecanymore

8.8 Problems for the condition of semantic negativity
8.8.1 Quantifiers

The first phenomenon that is problematic for the condition of semargativiey
is the NPP-licensing properties of the quantifieobody but Xandonly X as in the

following sentences:
(760) Nobody but John likes tomatoes.
(761)[xOnly John likes tomatoss]

Let us examine the semantic negativity of the clauisg761). Since this sentence
contains only one clause, we check the semantic negatiwtyebdtive tox itself. We
have seen in sectio@.2 above that the notion of assertivity is reflexive,xss
assertive relative tox itself. We must now check whetheris also downward
monotone relative to itself.

A clause x is downward monotone relative to if its predicate position is
downward monotone relative 10 In this case the predicate position is the position of
the verblikes To examine the downward monotonicity @f61), we examine the
entailment betweer{762) and(763). In (763), the verblike is replaced with its
hyponymadore

(762) Only Johnlikestomatoes. =>
(763) Only Johnadorestomatoes.

The notion of downward monotonicity | use is Strawson-DM, in which the
entailment is checked given that the presupposition of the conclusioniseda
According to the analysis ainly discussed in sectioB.3.2 above, the meaning of

(762) combines two propositions of different status:
(764) Exclusive: No one who is not John likes tomatoes.

Prejacent: John likes tomatoes.
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The exclusive proposition is undoubtedly asserted. The prejacent compasition
claimed to be presupposed (Horn 1969) or otherwise not asserted (Horn 2002).
Adopting the analysis of Ladusaw (1980a) and von Fintel (1999), | ashanthe
prejacent is presupposed. This means (fA&2) has the presuppositidlohn likes
tomatoesand (763) has the presuppositidohn adores tomatoe§&iven (762), Only
John likes tomatoesind the presupposition ¢763), John adores tomatogsve can
definitely conclude thaf763) holds. Therefore, the entailment fr¢ri62) to(763) is
Strawson-valid, and the clausén (761) is downward monotone relative to itself.

Sincex is downward monotone relative to itself and assertive relatiitsdlh, x is
semantically negative relative to itself. Therefoxeis semantically negative, and
according to the licensing condition the negative polarity partaredicensed in this
clause. If we assume with von Fintel (1999) that the cla{(t&® and(761) have the
same semantic content, it is also predicted that the NPPisewitensed in the clause
with nobody but

The NPP-licensing behavior abbody buis according to predictions, as negative
polarity particles are licensed by this expression. Howeydy, fails to license the
NPPs, contrary to expectations (Nathan 1999; Gajewski 2005, 2008):

(765) [John is the one person | know who likes broccoli.]

a. Nobody but Johtlikes [tomatoes] either.

b. *Only Johnlikes [tomatoes] either.

(766)a. Nobody but Johhas arrivedet

b. *Only Johnhas arrivedet

(767)a. Nobody but yowvatches this shoanymore

b. *Only youwatch this shovanymore

(768)a. Mary likes nobody but Johandneitherdoes Sue.

b. *Mary likes_only Johnpandneitherdoes Sue.

The condition of semantic negativity fails to distinguish betwesyody but Xhat
licenses the NPPs arahly X that does not. The same is true for all the previous
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proposals for the negative polarity particles. Rullmann’s conjedsutieat the overt
negativity in nobody butsomehow influences the licensing properties. Finding the
reasons for the difference between the two expressions is left for fresiearch.

There are other kinds of semantically equivalent quantifiersetktabit different
NPP-licensing behavior. For example, the quantiffexanore than Xandat most X
are equivalent. They are downward monotone on the second argument, anchgccordi
to the licensing condition of semantic negativity both are prediotédense negative
polarity particles. As demonstrated b§69), while the NPReither is licensed in a
sentence witmo more thar5%, it is not licensed by a sentence wathmost 25%
The quantifiedess than 25%s also problematic. While its second argument position
is downward monotone, and the clause in which it appears is semgmntiegétive,
the negative polarity particles are not licensed.

(769)[Of all the students on this campus, perhaps a quarter, if thay, nike

broccoli.]

a. No more than 25% like [tomatoesgither.

b. *At most 25% like [tomatoes]either.

C. *Less than 25% like tomatoes, either.
8.8.2 Questions

As mentioned above, the negative polarity items are licensed by questions:

(770)Have we reached the bottorat?
(771) Do you smokenymor&

(772)While we cannot afford to have any more underground raves, how can we afford

to have the above ground oresther?

The clauses in the guestion sentence express a question, and ss¢rdorg so
these environments are not assertive. Therefore, they are nattsmiy negative,
and according to the condition of semantic negativity the negativeitpgharticles

are not expected not be licensed. This prediction turns out to be incorrect.
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Rullmann (2003) claims that when the interrogative sentences litensegative
polarity particles, the expected answer is no, and this is takiea the implication of
the sentence. For example, Rullmann 4&&2) as having the implicatione cannot
afford the above ground oneBhis implication is negative, and it satisfies Rullmann’s
licensing condition. If we see this implication as being asserteahwmakes more
sense in the case of rhetoric questions, such an environment becomege nega
implicative, and then it is expected to license negative polarity particles.

However, in other cases of negative polarity particles in quessiocis ag770)
and(771) there is no negative implication, but only negative bias. The mpestex
answer is negative, but the positive answer is also possible. Tieetbé negative
answer is not an implication and neither Rullmann’s condition nor seswagativity
can explain the fact that the negative polarity particles are licensed.
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9 Argumentative orientation and the meaning of NPPs
9.1 Positive/negative argumentative orientation

Let's assume that we are about to go for a walk today. Rain sbjgsand we

don’t want to get wet. In this case, it is possible to say the following:
(773) It will rain today. Let’s take an umbrella.

In this sequence, a sentenpe= It will rain today provides support for the
suggestiorg = Let’s take an umbrellaOn the other hand, the negationpodloes not
provide support for the conclusian This explains why the following sequence is

infelicitous:
(774) 1t will not rain today. #Let’s take an umbrella.

Instead,~p provides support fofig, as the following sequence demonstrates:
(775) It will not rain today. Let’s not take an umbrella.

What if we embed the sentenpein a larger sentence F(p)? Will F(p) provide
support for the conclusion as doeg itself? Or, maybe, it will support the conclusion
-q? Of course, this depends on the nature of the embedding. The fgllexamples

show conclusions supported py-p, and a number of other modifications:
(776) It will rain. Let’s take an umbrella. #Let’'s not take an umbrella.

(777) It will not rain. #Let's take an umbrella. Let’s not take an umbrella.
(778) 1 doubt it will rain. #Let's take an umbrella. Let’'s not take an umbrella.
(779)Maybe it will rain. Let’s take an umbrella. #Let’s not take an umbrella.
(780) It rarely rains. #Let's take an umbrella. Let’'s not take an umbrella.

At this point | would like to give a preliminary definition of whatmean by
positive or negative argumentative orientation. A sentence F(p) hpesitive
argumentative orientation if it provides support or evidence for gsiis as dogs,
and it has a negative argumentative orientation if it provides suppextidence for

conclusions as doesp. It is best to check the argumentative orientation with réspec
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to the same possible conclusion. Let’'s say we have two sentgnaad,q, so that
given p provides support for the conclusignand givenp supports the conclusion
~q. Then if F(p) provides support for g, the argumentative orientation pf i&(
positive, and if F(p) provides support feq, then the argumentative orientation of
F(p) is negative. In(776) - (780) above q =Let's take an umbrellaand the
felicitousness judgments show that the sentenc€g7®) and(780) have a negative
argumentative orientation, whi(&79) has a positive argumentative orientation.

This strategy is used by Horn (2006) in the following examplesxtomine the

effects on argumentative orientation of the wahisostandbarely.
(781) The tank is full, let’s drive on / #let’s stop to fill it.

(782) The tank is almost half full, let's drive on / #let’s stop to fill it.
(783) The tank is barely half full, #let’s drive on / let’s stop to fill it.

The sentence withlmost(782) supports same conclusion as the positive sentence,
SO its argumentative orientation is positive. The sentencebaitbly (783) supports

the opposite conclusion, so its argumentative orientation is negative.
9.2 Topoi

The discussion above suggests that the only thing determining the atgtivee
impact of a sentence is its surface form. Thus, it may stbat almostp always
supports the same conclusion ps and barely p always supports the opposite
conclusion. However, this is not always true, as shown by the following

counterexample:

(784)We haven't arrivect the hotel yet. Let’s continue driving there.

(785)We have almost arrivedal the hotel. Let’s continue driving there.

(786) We have arriveat the hotel. #Let’s continue driving there.

In this case a sentence widltimost (785) supports the same conclusion as a
negative sentenc€/84). This conclusion is not supported by the positive sentence
(786).
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We need some method in order to explain in which cases the argtiveenta
orientation of F(p) can be predicted based only on the nature ofmibedding. We
would like to distinguish between cases I{K81) -(783), in which a sentence of the
form almost psupports a conclusion just like the positiweand (784) - (786), in
which it does not. To achieve this goal, Anscombre and Ducrot intradaasotion
of topos(Anscombre 1995; Ducrot 1995; Nyan 1998:52-59; Iten 2000).

A topos is an argumentative rule of the following type, scalar in nature:

(787)<The more/less object O possesses property P, the more/ledsdlpessesses

property P>.
There are four possible topos forms:
(788)a. <+A,+B>
b. <-A,-B>
C. <+A, -B>
d. <-A, +B>

The following sentences demonstrate the four possible topos forms. HovpAsi

is ‘the weather is warm’ and B is ‘the beach is pleasant’,

(789)a. (The warmer the weathet) (the more pleasant the beagh)
b. (The colder the weatheg) (the less pleasant the beagh)
c. (The warmer the weathep), (the less pleasant the beagh)
d. (The colder the weatheg) (the more pleasant the beagh)

In the examples above, (a) and (b) are expressions of the sameingdenhos,
while (c) and (d) are expressions of another underlying topos. Tiopsé are
incompatible. Let’s call the former T1 and the latter T2.

Different topoi can allow different transitions from premisgesonclusion. For
example, if one wants to go to the beach if and only if the bisagleasant, T1 can
support the sequenc€s0) and(791), while T2 can support the sequen) and
(793):
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(790)It's warm. Let’s go to the beach.
(791)It’'s not warm. Let’s not go to the beach.
(792) It's warm. Let’s not go to the beach.
(793) It’'s not warm. Let’s go to the beach.

We can now see when the argumentative orientation can be prduhstsd on the
surface form. This happens when the argumentation follows an appeofoyais.
Consider, for example, the senten€€s6) - (780) above. They refer to the following

topos connecting the chance of rain and taking an umbrella.:
(794)<The greater the chance of rain, the more reason to take an umbrella.>

A positive claim on the first scale leads to a positiventlan the second scale.
That’s why a positive claim, even qualified maybe on the first scale supports the
positive conclusion, while an assertion withrely or doubt supports a negative
conclusion.

The argumentation in senten¢@81) —(783) refers to the topos:
(795) <The fuller the tank, the less need to stop to fill it>

Positive claims on the first scale, such(a81) and(782), are compatible with the
conclusion that there’s no need to stop and therefore that it' ggdskfdo drive on. A
negative claim on the first scale, aq183), is compatible with a negative conclusion
on the second scale, leading to the suggestion to stop to fill the tank.

What about the sentenc€&4) - (786)? There is no topos of the form described
above that can explain the argumentation. The underlying argumentation is ofrthe for
“if we haven't arrived at the hotel, we need to continue driving”,cvteannot be
reduced to the format of the topos presented above. If we triednailate the topos
according to the conclusions drawn from the positive and the negativense, it
would be something like the following <the less we have arrivedntire the need to
continue driving>. However, this form of argumentation is not supportecdlity,

since the need to continue driving does not diminish until the arrivahedinal
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destination. Therefore, the conclusion from intermediate levesiofl as in(785) is
not as predicted.

Using the notion of topoi we can refine the definitioragjumentative orientatian
Let's assume there is a topos T = <+P, +Q>. If a clauséers to the first sentence P
of the topos T and supports a conclusion suggesting a high value of (gube lchs a
positive argumentative orientatiofror our needs, | will sometimes compare a simple
positive p known to lead to a positive conclusionto F(p) whose argumentative
orientation we are interested in finding out. On the other hand¢ldusep refers to
the topos T and supports a conclusion suggesting a low value of Qatise tlas a
negative argumentative orientation

According to this definition, we can establish tfi&f9) and(782) have a positive
argumentative orientation, since they support a positive conclusionaisomgps, just
like the corresponding simple positive sentences. On the other hardh nat say
that(785) has a negative argumentative orientation. Althqidgb) supports the same
negative conclusion as the negative sent¢igd), this is done without referring to a
topos of the appropriate form, so the definition of negative argumentatientation

does not apply.
9.3 Testing for argumentative orientation
9.3.1 Discourse connectives

The argumentative orientation does not have to be evaluated direttlgkyg at
the inferences. In this section | describe a number of othes wayletermine the
argumentative orientation given in the literature. One way to dagshio examine the
usage of sentences with discourse connectives sudiutaand sa The work on
argumentative scales (Ducrot 1973; Anscombre and Ducrot 1977) uses both dire
inferences and the discourse connectives.

Winter and Rimon (1994) propose the following condition for “p, but q”: p implie
some-r; g implies r, and cancels p’s implication. Sentences withdiseourse
connectorbut can be used to test for argumentative orientation in the followayg w
The test begins with a pragmatically acceptable sentence “pg”’but p can be
replaced by F(p), then F(p) has a positive argumentative di@mtand the same
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holds for g. If F(p) can replacep in a felicitous “p, but ", then F(p) has a negative
argumentative orientation. Sentences of the kind “p, so q” can be usedinmlar
fashion.

This approach is exemplified in the sentences below, using the semgodct for
the testing. A positive second conjunct (496) is replaced bsnaybeq in (797), and
the sentence remains reasonable. This shows ritbe q has a positive

argumentative orientation.
(796) The forecast said rain, so they took an umbrella.
(797) The forecast said rain, so maybe/probably they took an umbrella.

In the following two sentences a negative conjunqtof (798) is replaced by
| doubt thatq in (799), and the argumentation remains valid. This showd thaibt

thatg has a negative argumentative orientation.
(798) The forecast said rain, but they didn’t take an umbrella.
(799) The forecast said rain, but | doubt they took an umbrella.

Both pairs of sentences make use of the following topos:
(800)<The more rain predicted, the more reason to take an umbrella>
9.3.2 Psycholinguistic research

A number of studies (Jarvella and Lundquist 1994; Lundquist and Jarvella 1994)
investigate the impact of the argumentative orientation of &seaton interpretation
of other sentences. Lundquist and Jarvella (1994) examine the effestalar
expressions on disambiguation of referential expressions. Theefiteinge contains a
proper name and a scalar expression. A second sentence contaimsite defin
phrase which could be interpreted to the same individual as the prayper, or to a

different individual. An example of such a pair of sentences:

(801) Nicholsobtained 129 point3.he red-haired IrisHad seemed to be leading.
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In (801), the definite noun phrase in the second sentence can refer either to Nichols
or to another person. However, introducing a scalar adverb in the nahpmiase in

the first sentence has the effect of disambiguating the noun phrase:

(802)Nichols obtainedalmost 129 points. The red-haired Irish lad seemed to be

leading.
(803) Nichols obtaineanly 129 points. The red-haired Irish lad seemed to be leading.

In (802), the definite noun phrase in the second sentence is interpregéerasg
to Nichols. On the other hand, §803) it is interpreted as referring to another
competitor. Lundquist and Jarvella (1994) performed experiments in \whitknces
similar to(802) and(803) were shown to subjects and the subjects were asked to say
whether the noun phrase in the second sentence refers to the samepéehe proper
name in the first sentence or to some other person. The answieesvalst majority of
the speakers were according to the judgments above.

The explanation of these facts given by Lundquist and Jarvella (19%€smae
of the notion of topos described in sect@®. The argumentation in the sentences
above refers to the following ‘competition topoi’:

(804) Competition topos C: <the more points that X gets, the more likédythat X

will be winning>

(805) Competition topos C’: <the fewer points that X gets, the moreylikak that

someone else is winning>

The first sentence i(802) makes a positive claim, fitting the first part of topos C.
The second sentence is assumed to be a natural conclusion, and thepsecoind
topos C is that Nichols is winning. The definite noun phrag80R) is interpreted as
referring to Nichols since this way the sentence fits the second part of topos C.

On the other hand, the first sentenc€8@3) makes a negative claim, fitting the
first part of topos C’. The second sentence is assumed to be aistongcland the
second part of topos C’ is that someone other than Nichols is winniegddfinite
noun phrase i§803) is interpreted as someone other than Nichols since this way the

second sentence fits the second part of topos C'.
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A similar type of argument was discussed by Jarvella and Lundquist (1994):
(806) George Brown got almost/only 5,000 votes. He is likely to win/lose the election.

The first sentence withlmostis naturally followed by a second sentence wuih,
and choosingnly in the first sentences suggests chootosgin the second one. The

appropriate topos in this case is:
(807)<the more votes a politician gets, the more likely s/he is to win the election>

The experiments conducted by Jarvella and Lundquist (1994) in which the

speakers were asked to choose the natural conclusion support the observations above.
9.3.3 Positive/negative attitude

Horn (2002:57) tests the argumentative orientation using the expres&ood
news” and “Bad news” to show that sentences vabmost behave as positive

sentences, and sentences \linely behave as negatives:
(808) Good news: My printer is functional.

(809) Good news: My printer is almost functional.
(810)Bad news: My printer is barely functional.
(811)Bad news: My printer is not functional.

Using evaluations of this type to test for argumentative cgndiéied since they

can be seen as based on topoi of the following kind:
(812)<The more functional the printer is, the better.>

When a first part of the topos contains the original positive seat@any assertion
in the positive direction will result in good news, as(898) and(809), and any

assertion in the negative direction results in bad news, (88 and811).
9.4 Argumentative orientation and the meaning of negative polarity particles

We have seen in sectidh5 above that the negative polarity particles stand out
among the negative polarity items with respect to their rotbersentence. Negative

polarity items typically express an extreme degree andtatifiec assertion of the
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sentence. On the other hand, the negative polarity particles introgwesugpposition

regarding a prior clause or event and do not influence the assertiba séntence.
The negative polarity particles also differ in their distributeord require a special
licensing condition. In this section | explore the question of the ctionelsetween

the meaning of the negative polarity particles and their disimibwnd suggest an
answer.

First, | would like to explore the relation between the notions of aegtative
orientation and semantic negativity. Examining the different seete€p) with
negative argumentative orientation we notice that in all of tienchause related
(the original positive sentence) is semantically negative. dll@ning sentences were

shown above to have a negative argumentative orientation:
(813) It will not rain.

(814)1 doubtthatit will rain.

(815) It rarelyrains.

(816) The tank is barelpalf full.

All these sentences contain semantically negative clauses, with senmegstivity
introduced by the underlined words.

What is the explanation for this observation? To answer this questoshould
first find out what causes a sentence to have a negative argive orientation. My
generalization regarding argumentative orientation is as follmestences with
negative argumentative orientation expresegative epistemic clainthat is, a claim
that the epistemic information regarding whetpdrlds or to what extend it holds is
less than expected. For examp(813) negates the propositio(814) explicitly
expresses doubt towards the proposit{@15) says the predicate holds rarely, while
(816) says that the extent of the predicate’s realization is less than expecte

This generalization can help in explaining why the clauses withative
argumentative orientation are semantically negative. What €auskuse to have an
epistemic claim is assertivity. If asserting the enteatasnce also makes a clause

embedded in that sentence asserted, the clause makes aniegisiemregarding the
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extent of its predicate’s realization. If a clause is noerésg, such a claim is not
made.

In a simple assertive clause the predicate position is upward moremadnthe
epistemic claim is positive. What makes the claim negatidewsyward monotonicity
of the predicate position. An assertive clause whose predicatéopdsitdownward
monotone is by definition semantically negative. Therefore, a wegapistemic
claim arises in semantically negative clauses. Since negative arguwecotintation
is caused by a negative epistemic claim, this explains whgtive argumentative
orientation only occurs in semantically negative clauses.

We can now approach the question of the meaning of the negative ypolarit
particles. The proposals for the meaning of the negative polartiglparin the earlier
literature assume that the NPPs only occur in syntacticadjgtive clauses or clauses
in negative implicative environments. Such is, for example, Lobner (1989)’s semantics
for aspecual particles, discussed in sectB above, and repeated here for

convenience ifable 13.

Aspectual Presupposition Assertion Additivity/contrgst
expression

alreadyP = P(tp) P(t) contrast

yetP = P(tep) - P(t) additivity

still P P(tp P(t) addivitity

anymoreP P(tp) -P(t) contrast

Table 13. Presuppositions and assertions of expressions with aspectual particles
Similarly, Rullmann’s (2003) formulation of the meaning ather includes a
presuppositiorf817) and a condition on the host cla(®£8).

(817)Presupposition: o either] presupposes that there is at least one contextually

salient proposition f [[o]]" - {[[ o]] %} such thatp is false

(818) Assertion: § eithel must be contained in a constituent which implies (i.e.
entails or implicates) thatd]]° is false. [(45.4) in (Rullmann 2003)]
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The examination of the distribution of the NPPs made in chaptrows that
these formulations are inadequate. The NPPs occur in environmentare¢habt
negative implicative, contrary to these formulations. These proposald to be
amended to account for the actual distribution of the negative polarity particles.

My hypothesis is that the contribution of negative polarity pasics tosignal a
negative argumentative orientatiorbpecifically, the negative additive aspectual
particleyetsignals additivity between an earlier time period in which iu@tson was
negative and a host clause with a negative argumentative orientatiemedative
additive aspectual particleither denotes additivity between a negative antecedent
clause and a host clause with a negative argumentative orienfaliennegative
contrastive particlanymoreexpresses contrast between an earlier time in which the
predicate held and the host clause with a negative argumentatrgatan. The

amended Lobner’s square is showTable 14.

Aspectual | Presupposition Assertion Additivity/contrast
expression

alreadyP | = P(tp) P(t) contrast

yetP - P(tp) signals a negative argumentativadditivity

orientation in Pg)

still P P(t,) P(t) addivitity

anymoreP | P(tp) signals a negative argumentatjveontrast

orientation in Pg)

Table 14. Presuppositions and assertions of expressions with aspectual particles
[modified]

The following formulation can replace Rullmann’s condition on the hostelasis
part of the description of the meaningedther.
(819)[u eithel signals a negative argumentative orientation

The last question to be addressed in this section is that of the tonrextween
the licensing condition of the negative polarity particles aed theaning. | proposed
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that the negative polarity particles signal a negative arguthentarientation. As
observed above, negative argumentative argumentation only arisesamtgally
negative clauses. Combining these two observations can help expldinetisng
condition of semantic negativity: the negative polarity padiadan only occur in
semantically negative clauses since negative argumentateetaiion can only be
created in semantically negative clauses, and the negativetyglariicles signal a
negative argumentative orientation. That is, the licensing conditionemiarstic
negativity (590) can be derived from the meaning of the negative polarity earticl
and, as shown in sectiédabove, semantic negativity is indeed a necessary licensing
condition for the NPPs. Therefore, the notion of negative argumentaimetation
can help explaining why semantic negativity is a necessanyslicg condition for the
negative polarity particles.

The exploration in this section has a preliminary character. Boride the
connection between negative argumentative orientation and the NPPsnaanttice
negativity more formally, it is necessary to give a preowelel-theoretic definition
for the notions of topoi and argumentative orientation. This task iddefturther
research.

182



10 Further implications
10.1 Computational aspects
10.1.1 Sentiment classification

The notion of assertivity defined above can be helpful in some tasks
computational linguistics. In this section | discuss an exampleabf & task. In recent
years a number of studies have addressed the task salitchent classificatign
classifying texts like movie or travel reviews as positive or negative lavera

The basis of the methods employed for this task is the senwigitation of
adjectives and other words. The wogitd andexcellentare examples of adjectives
of positive orientation, andadandawful are words of negative orientation.

Based on the works on argumentative orientation (Anscombre and Ducrot 1983),
Hatzivassiloglou and McKeown (1997) introduced a method to acquire informat
about the semantic orientation of words using a small amountgédagords and the
Wall Street Journal corpus. First some adjectives are taggdmkiag positive or
negative. The rest are classified accordingly using the infam&om co-occurrence
of the adjectives with conjunctions; this information is combined usiogtering
techniques. When two adjectives occur together combined by the duarsext this
fact is taken as evidence for the two adjectives being of the sa@ntation. The
reason for this can be demonstrated by the difference betiveguairs in which the
adjectives are of the same orientation, sucliaasand legitimateand corrupt and
brutal, and those in which the adjectives are of different orientation, sugiaiaand
brutal, #corrupt and legitimateThe connectivéut behaves in the opposite way: it is
used to combine adjectives of opposite semantic orientations. Thewnliéebetween
the connectives is demonstrated (B20) below. Hatzivassiloglou and McKeown
(1997) report achieving a precision of more than 90% in predicting eimargic
orientation of an adjective using this method.

(820)a. The tax proposal was simple and well-received by the public.

b. The tax proposal was simplistic but well-received by the public.
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c. #The tax proposal was simplistic and well-received by the public.

Other studies, such as Turney (2002), employ a more statiseéthbd) using the
mutual information of a wordv with the adjectivegxcellentand poor to make the
decision on the semantic orientationof

Some studies use this information alone to make classificatiamseil 2002).
Information on positive words and negative words occurring in the deuis used
to make a decision on the classification, ignoring the context iochnthiese words
appear. However, the context in which an adjective appears caty @fact their
contribution; ‘good’ and ‘not very good are expressions of opposite samant
orientation. Taking this fact into account, Das and Chen (2001) deteatiamegords
such ashot, neverandno in a work on classifying stock reviews. Similarly, Panglet
(2002) model the contextual effect of negation by adding the tag NO®RIl the
words betweennot (the only negation word they recognize) and the nearest
punctuation mark.

Analyzing the methods for sentiment classification, Polanyi ameh&n (2006)
notice that recognizing only the most common words expressing reegation, such
asnot, neverandno is only a small step towards taking into account the effedtieof t
context on the contribution of the adjective to the sentence. For exathpte are
words that modify the semantic orientation of the adjectives witbantaining overt
negation. Polanyi and Zaenen (2006) discuss the different classegressian
changing the semantic orientation of a word and its strength. Th#ysuch
expressionsvalence shifterg‘valence’ is another term for ‘semantic orientation’).
Among the classes of valence shifters they identify areatnveg, intensifiers such as
deeplyandbarely, and modals such amight and could Some valence shifters are
discourse based. Examples are irony, that can reverse thetiseoréentation, the
connectorbut whose second argument overrides the impact of the first one, and
reported speech, which necessarily represent the views of the speaker.

They also outline an example model for calculating the valeneeoads. Each
word has a basic valence which is then modified by the valenftershin whose

scope it appears. For example, the basic valencteweéris +2, and the negatmot
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changes the sign of the valence; therefore, the valenoetafieveris -2. The basic
valence ofefficientis +2, and the weakening intensifiather reduces the valence;
therefore, the valence ddther efficientis +1.

Kennedy and Inkpen (2005; 2006) evaluate the effect of the valeffigesbin the
sentiment classification task. They perform the sentimerssifigation by simple
counting, in two different ways. First, they do the calculations iggotihe valence
shifters, and then they do the calculations taking the valencershiftto account.
Only a limited number of valence shifters are considered. Thdselénavert negators
like not, and intensifiers likeleeply barely andrather. The effect of considering the
valence shifters is an increase of 1%-3% in precision, depending typthef texts
used for classification and the choice of adjectives used to daldhi@ semantic
orientation.

Polanyi and Zaenen (2006), while discussing more valence shiftansthiea
previous studies, are far from complete in listing the diffekemds of the shifters.
The semantic orientation of a word is reversed in a negativetiassenvironment.
Below are examples of a sentiment word used in the complenfieatnegative
implicative verb(821), the negative implicative constructionghout (822) andtoo
of excesg823), and the complement of the negative assertivedarbt(824). In all
the cases the semantic orientation of the sentence is oppmo¢itat tof the verb in
italics, due to the reversal effect.

(821) The movie faildo engageme.

(822) The movie manages to be moderately funny witt@ingcrude
(823) The movie is toslow to be aatisfyingthriller.

(824) 1 doubtthis stock is goodinvestment.

These constructions should be taken into consideration in the sentiment
classification task. Kennedy and Inkpen (2005; 2006) report that recuyritze
impact of the overt negators improved the performance of theirimssrit
classification system. Extending the list of valence shiftecegnized by the system
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to include the negative assertive constructions may lead to furtpesvements in its

performance.
10.1.2 Assertivity projection

In this section | explore the issue of assertivity projection. Ghestion of
projection of clausal properties can be described as follows:siibclause has a
property A, does the sentence in which the claxisge embedded also have the
property A?

Two sentential properties whose projection has been discussed pretheus
literature are presupposition and implicativity. The issue of presiigpoprojection
was addressed by Karttunen (1973), with his analysis focusedngplement-taking
predicates. He classifies such predicates into three categdihe first category
containsplugs predicates which block off all the presuppositions of the complement
sentence. Verbs of saying belong to this category. For exampbeugth (825)
presupposef827),(826) does not presuppo@27):

(825) Harry introduced Bill to the present king of France.
(826) Harry has promised Bill to introduce him to the present king of France.
(827)France has a king.

Another category idholes predicates which let all the presuppositions of the
complement sentence become presuppositions of the matrix sentenegaple of
such a predicate lsnow both(828) and829) presuppo$827).

(828) Bill met the present king of France.
(829)1 know that Bill met the present king of France.

The third category idilters predicates which, under certain conditions, cancel
some of the presuppositions of the complement. Later researain @982; van der
Sandt 1992) has shown that Karttunen’s (1973) analysis is very pratymand the
presupposition projection is a much harder problem. Nevertheless, Karstunen’
terminology is helpful; | will use this terminology, extendingatapply not only to

complement predicates, but also to other subordinating constructions.

186



Another clausal property interesting in this respedéiniglicativity, mentioned in
section4.2 above. An environment F(p) is positive implicative iff F(p) => p.tThaf
a sentence entails a subclause, the subclause is in a posiivative environment.
For example,(830) entails thatThe door was closedOn the other hand, an
environment F(p) is negative implicative if F(p) =p¢. That is, if a sentence entails
the negation of a subclause, the subclause is in a negative implieatrironment.
For example(831) entails thaEd did not close the door

The implicativity sometimes has to be calculated with a numbestadtked
embeddings, as is the case wi@32), which, like(831), entails thaEd did not close
the door Calculating implicativity is important in tasks such as regg textual
entailment (Dagan et al. 2005). This raises the question of imyiiggbrojection,

that is, what happens to implicativity under the different embeddings.
(830) Ed forgot that the door was closed.

(831) Ed forgot to close the door.

(832) Ed didn’t manage to remember to close the door.

Nairn et al. (2006) propose an algorithm to calculate the relatpdicativity,
which they call the implication projection algorithm. The algoritworks top down,
beginning from the topmost node which represents the entire sent€hee.
implicativity of each context relative to its ancestors ifcudated based on the
implicativity of the parent and the embedding of the context wittnparent. The
algorithm can be used to calculate the implicativity of a exdinappearing under
multiple embeddings.

In the rest of this section | introduce an algorithm for catowdathe assertivity
projection, adapting the implication projection algorithm proposed bynhhial.
(2006). In this algorithm, each context C is associated with afsebntexts A(C)
containing all the contexts relative to which C is assertive:

(833)A(C) = {x | x is a context/node such that C is assertive relative to x}
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A(C) is calculated top-down, beginning with the topmost node, until weoghe
node the assertivity of which we are interested in calculafling calculation is

performed as follows:

* For the topmost node, A(C)£€}

* For the other nodes,

If C is assertive relative to parent(C), A(C]{€} [ A(parent(C))
otherwise, A(C) {C}

If C is assertive relative to parent(C), the embedding of Ctimg as a ‘hole’,
projecting the assertive force from the parent of C to C. Thikesn& assertive
relative to all the contexts relative to which the parent of &skertive. This happens,
for example, if C is a consequence of a conditional, in the secgadhant position of
a quantifier, or a complement of an assertive verb.

If, on the other hand, C is not assertive relative to parent(C)nbedging of C
functions as a ‘plug’, blocking the projection of assertive force fiteerparent of C to
C. This makes C non-assertive relative to all the contexts iohvthe parent of C is
embedded. This happens if C is an antecedent of a conditional,riatoesif a
guantifier, or a complement of a factive verb. The result isAK@) contains C and
all its ancestors up to the first blocking point, which occurdaltfitst non-assertive
embedding. The formalization of observations of Gartner (2002) is detuis
section6.4.2 above.

| will demonstrate the calculation on the following example:
(834)[If [he’s too tired [to come]],, [I'll manage [to play the guitag]q] -

Let's start with the topmost context z. Since it is the topmode, A(z) is z. The
subclause q is assertive relative to z, since the apodosis obmidgianal is an
assertive environment. Therefore A(q) = {G}A(parent(q)) = {q}0 A(z) = {q} {z}
= {q,z}. The subclause (' is assertive relative to ¢, simamageis a positive
implicative verb, creating an assertive environment. Therefore) Aqg{q} O

A(parent(q)) = {97 O A(@) = {97 O {q,z} = {q'.9,z}. Adapting Karttunen’s
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terminology, both embeddings are ‘holes’ for assertivity, allovilmg projection of
the assertion from the topmost matrix clause to the twice-embedded g'.

The subclause p is the antecedent of a conditional, so it is not assertive telative
Therefore A(p) = {p}. In this sentence, this is the only casgluf-type subordination,
with p not inheriting the A set of its parent. The subclause p' istagseelative to p,

sincetoo of excess creates a negative implicative environment. Tdrer&i{p") = {p'}
0 A(parent(p’)) = {p}0 A(p) = {p’} O {p} = {p".p}.

z: A(z) ={z}
.-""V’ T
p: A(p)={p} q: A(Q) ={q,z}

p": A(P)={p, P’} q:A@) ={0.9.z}

Figure 2: Calculating A(C); Solid line: ‘hole’, projecting assertiyAyC) = {C} O
A(parent(C))]. Dashed line: ‘plug’, blocking assertivity [A(CYE} ].

After the algorithm is performed, the clauses that aseréige relative to z can be
identified using their set A as follows: a subclause x igréigse relative to z iff z
OA(x). In the example above, ZA(gq) and z[A(Q'), so both g and Q' are assertive
relative to z. On the other hand,[ZA(p) and z[J A(p'), so both p and p' are not
assertive relative to z. This example shows how one embedding can affediex ofim
clauses. In this case, the embeddingpoh z also affects p": both p and p' are not
assertive relative to z since the embedding of p in z is gpa that blocks the
projection of assertivity.

The algorithm described here can be used when dealing with fasks

computational linguistics that can benefit from taking assertivity intouattc
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10.2 Logical and psycholinguistic classification of quantifiers
10.2.1 Logical and pragmatic symmetry

The notion of semantic negativity can help explain certain behavouaottifiers.
Considerable semantic literature discusses two-argument €¥de>) quantifiers,
such aso, some andmost that combine two set-denoting expressions (Barwise and
Cooper 1981; Keenan 2004; Peters and Westerstahl 2006). Among theigsapiert
guantifiers usually discussed is their upward or downward monotonicitiye first or
second argument (sometimes called left and right argument,ctiesbg. For
example someis upward monotone on both argumentsjs downward monotone on
both arguments, whileveryis downward monotone on the first argument and upward
monotone on the second argument. The notion | am interested in this selcigeal
symmetrydefined as follows (Peters and Westerstahl 2006:210):

(835) A type <1,1> quantifie is logicallysymmetriaff, for all M and allA, B 0 M,
Qu(AB) = Qu(B,A)

Among the quantifiers that satisfy this property soene no, andexactly n The
monotonicity of such quantifiers is the same on both arguments. Thaetgmof
these quantifiers can be demonstrated by the logical equivalkttiez sentence in the

following pairs:
(836)a. Some mediators are lawyers.
b. Some lawyers are mediators.
(837)a. No mediators are lawyers.
b. No lawyers are mediators.
(838)a. Three mediators are lawyers.
b. Three lawyers are mediators.

The logical symmetry, however, should not be taken to mean that the tw
argument positions of these quantifiers are completely equivalbete Tare other
differences between the first and the second argument posti@nda not influence
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the truth conditions. The main difference is that in a naturajulage, the first
argument specifies the domain of the quantification, and is usuabrded as
presuppositional. The second argument together with the determindy Spbat is
said” regarding the domain of the quantification. Therefore, althouglaatifier may
be symmetric with respect to the truth condition, they are not syricnwith respect
to the discourse roles of the arguments.

The property which concerns us here is the licensing of the wegadiarity
particles. As noticed in sectiofy the negative polarity particles are licensed in the
second argument of quantifiers, when it is downward monotone, but theyotare
licensed in the first argument of the quantifiers, even whisndibwnward monotone.
This is another manifestation of the lack of symmetry betwleemrgument positions
of logically symmetric quantifiers. For example, the quantifiecs and few are
symmetric and are downward monotone on both the first and the secamdeatg
Nevertheless, the negative polarity particles are ongnsed in the second argument

of these quantifiers and not in the first argument:
(839)a. No one of us has ever been to Amsterdam. Ndvasdeen to Brussedgher.

b. No one of us has ever been to Amsterdam. *Nowdme has been to Brussels

eitherwants to go there again some day.
(840)a. Few tourists are here yet.
b. *Few of those who are tourists yet are here.

This asymmetry can be explained in the terms of assertiMitg.first argument
position of the quantifiers is not assertive, while the second angfuposition is
assertive. Therefore, the negative polarity particles are predicteduoia the second
position when it is downward monotone, and not to occur in the first posititre of
guantifier. Since both argument positions@i andno are downward monotone, the
negative polarity particles are predicted to occur in the secandnant position,
which is downward monotone and assertive, that is, semanticalativeegThe first
argument position is not semantically negative, since it is nettags This shows
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that even the quantifiers with logically symmetric truth condgioare not

pragmatically and linguistically symmetric.
10.2.2 Psychological negativity

Some quantifiers, such &sw, no, andnot all feel negative. On the other hand,
someand every do not feel negative. For exampl@41), (842) and(843) have a

feeling of conveying negative information, wh{#&44) and845) do not:
(841) Few people enjoyed the show.

(842) No oneenjoyed the show.

(843) Not all the people enjoyed the show.

(844) Somepeople enjoyed the show.

(845) Everyoneenjoyed the show.

It is common to explain negativity by downward monotonicity. This exgilan
requires additional clarification in the case of two-argument dfieasf such as those
mentioned above, since they can have different monotonicity on each argument
Which argument affects the feeling of negativity?

Some quantifiers, such &8sy, someandno, are logically symmetric, and hence the
logical properties, including monotonicity, of the argument positiorstlze same.

The quantifierdew andno are downward monotone on both argument positions, and
the quantifiesomeis upward monotone on both argument positions. These quantifiers
do not help us to determine which argument position matters.

The quantifiers that give us the answer are those whose monotat@pigynds on
the argument position. For exampleyery is downward monotone on the first
argument position, and upward monotone on the second argument position.
Converselynot all is upward monotone on the first position and downward monotone
on the second argument position. We have seen abovevidrgfeels positive, while
not all feels negative. This suggests that it is the second argumdniptsat matters
for the quantifier's negative feel. If a quantifier is upward monotomehe second

argument, likeevery it is perceived as positive, and if it is downward monotone on the
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second argument, likeot all, it is perceived as negative. The monotonicity properties
of the first argument do not affect the perceived negativity of the quantifier.

The concept of semantic negativity can explain this observation. The @dodnw
monotonicity of the second argument makes the clause semantiegliyive, since
semantic negativity depends on the monotonicity of the sententiacatedOn the
other hand, downward monotonicity of the first argument does not maksatise
semantically negative. The perceived negativity of the quantfiertcarefore be
explained by semantic negativity of the clause in which the digardppears. If the
guantifier introduces semantic negativity, it is perceived aativeg and if it does not
introduce semantic negativity, it is not preceived as negative.

The distinction between positive and negative quantifiers appeav@rious
domains of psycholinguistic research, and the classification ofjtlaatifiers into
positive and negative is quite consistent. For example, Moxey andr&ai93;
2000) discuss the differences between what they call ‘positive’ ‘aegative’
qguantifiers, without giving a theoretical explanation what they meagter these
terms. They lisa few, some, many, most, afl positive, antew, hardly any, less than
half, not manyas negative (Moxey and Sanford 1993:47). Similarly, they clagsify
adverb of frequencgften and occasionallgs positive andeldom/rarelyas negative
(Moxey and Sanford 1993:77).

Among the phenomena in which the positive and negative quantifiers behave
differently is complement set anaph@raComplement set anaphora are cases, like in
the following example, of a pronoun referring to a set compleroethiet one denoted

by an antecedent noun phrase:

(846) Few of the manageedtended the meetingheywere too busy.

(847)Not quite all the fansvent to the football matciheywere on a bus that broke

down and didn’t make it.

% The connection between the environments allowmplement set anaphora and NPI licensing was
also noticed by Sailer (2006).
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Complement set anaphora are not possible with positive quantifier$olldveng
sequences are incoherent, since the pronioeymin the second sentence cannot refer

to the complement set of the set mentioned in the first sentence:

(848)#Many of the manageedtended the meetingheywere too busy.

(849)#Some fansvent to the football matcfheywere on a bus that broke down and
didn’t make it.

Geurts and van der Slik (2005) investigate how the choice of a derafiiects
the processing load of a sentence. Their conclusion is that dowmamdtone
guantifiers are harder to process, and the reason they sugdest irférences from
subsets to supersets are easier that inferences in the oppostgomi Another
conclusion is that mixed monotonicity is harder to process than a harmonic one.

Geurts and van der Slik only tested the influence of the secguinant of a
determiner, and ignored the first one, without providing any judiibicafor this
choice. It is plausible to assume that the reason in this cHse $ame as in the cases
discussed above: what matters is the semantic negativitheofclause with the
qguantifier. The second argument position of a determiner is assartiye¢he first one
is not, so only the second argument position affects the semantitvitggz the
clause. Their conclusions regarding downward monotonicity probablyptiapply to

the first argument position, since it cannot affect the semantic negativity datree.
10.3 Assertivity and other notions in NPI licensing
10.3.1 Assertivity, assertoric inertia, and downward assertion

In a series of papers Horn (2002; 2006) introduces the notiasseftoric inertia
and downward assertionto explain NPI-licensing properties of a number of
environments. Due to similarity in terms, there may be some donfbetween these
terms and my notions of assertivity and semantic negativity. Irséuigon | examine
Horn’s proposal and explain the differences between Horn’s definitiwhtha notion
of assertivity proposed in this study.

The purpose of Horn’s notions of downward assertion and assertoric isetdia

account for the distribution of the different negative polaritpngeincludingany and
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ever. This is different from my goal, which is to account for the bedraei negative
polarity particles, which are more restricted. The main vatibn Horn suggests for
introducing his notions is the NPI-licensing properties of the walrdestandbarely.

| examined these words in secti®? above; for convenience, | will repeat some of
the analysis here. Botailmostand barely have two meaning components: the polar
component and the proximal component. The phradmdst X has the polar
component fiot X and the proximal component “X is/was close”. The expression
“barely X” has the polar component “X” and the proximal componant X is/was
close”.

For example:

(850) My printer is_almostunctional.

polar component: My printer is not functional

proximal component: My printer is close to being functional.
(851) My printer is_barelyfunctional.

polar component: My printer is functional.
proximal: My printer is close to being not functional.

It can be seen thalmosthas a negative polar component and a positive proximal
component. The worbarely is the opposite: it has a positive polar component and a
negative proximal component. As noted above, it is the proximal compdmant t
influences the licensing and not the polar one. Whdeely licenses NPIg735),

almostdoes no{734).
(852)*She almosslept a winkspoke tcanyone
(853) She barelglept a winkspoke taanyone

Horn (2002) explains this fact in terms a$sertoric inertia According to his
analysis, both the proximal and the polar component are entailed by the serlftkaces
difference is that while the proximal component is asserted, the polar camhgonet
asserted; the polar componentassertorically inert Only the asserted component
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influences the NPI-licensing. Horn rejects the notiondofvnward entailmentand
replaces it wittdownward assertion

This proposal, however, is not novel. It has been suggested earlidowravard
monotonicity has to be examined with the presuppositions of both sensatiséied
(Ladusaw 1980b; von Fintel 1999). That is, the presupposition is excluded feom th
examination of monotonicity. Therefore, the proposal made by Horn (280&ry
similar to the notion o$trawson-downward monotonicityon Fintel 1999).

Thus, the condition of downward assertion proposed by Horn (2002)uiallgct
equivalent to downward monotonicity as used in this study, and as sschtiictly
weaker than semantic negativity. This is not surprising, since Horn’s goahisount
for the distribution of negative polarity items lik@y, ever, and the minimizers, and
not for the more restricted negative polarity particles. Anathportant difference is
that Horn’s condition is a property of a constituent environment, sutiPasr VP,
while assertivity is a property of clausal environment.

The differences between the two conditions can be demonstratedugleer of
examples. The antecedent of a conditional is an environment whislsadaically
downward monotone, since it is part of the assertion, and it is downwardtome.
However, this environment is not assertive, since asserting the entire satdesaot
lead to asserting the antecedent, so the full sentence does ndtailacy entail the
antecedent. Accordingly, this environment licenses NPIs dikg (854), but not

negative polarity particle@55).
(854)If you seaanytypos on my blog, please do scream at me.
(855) *If you work thereanymore leave.

Similarly, restrictors of quantifiers that are downward monotonethe first
argument, such asvery and no, are assertorically downward monotone, but not
assertive. This environment also licenses NPIs #kg and ever (856), but not

negative polarity particle@57).

(856) Everyonewho haseverlived in Charlottesville has played a role in its ongoing

story.
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(857)No one of us has ever been to Amsterdam. *Ever§bloeonewho has been to

Brusselseitherwants to go there again some day.

To conclude, the definitions given by Horn are different from thioghis study,
and were proposed for different purposes. Horn did not address the questen
licensing of negative polarity particles, and his definitionsettoee do not serve this

purpose.
10.3.2 Assertivity and veridicality

In a number of papers, Giannakidou proposes the concepts of veridicality,
nonveridicality, and anti-veridicality to explain the distributiondidferent kinds of
negative polarity items and other items with restricted distabuin its basic form,

these concepts are defined as follows (Zwarts 1995; Giannakidou 1999):

(858) Let O(p) be a sentential operator. Qvggidical iff O(P) => p is logically valid.
O isnon-veridicaliff O is not veridical. O ianti-veridicaliff O(p) =>-p is logically

valid.

According to the condition of (non)veridicality, negative polarityniseare only
expected to occur in non-veridical environments. Some negative potanty with a
limited distribution are only expected to occur in anti-veridical environments.

It is interesting to note that veridicality and implicativityeawo terms for the
same notion. Indeed, the definition of an implicative environment, repbated, is

identical to the definition of veridicality:
(859) F(p) is implicative iff F(p) =>p

Assertivity is a concept which is similar to implicativity.Wé implicativity is
based on entailment, assertivity is based on illocutionary entailfibete are a
number of cases in which these concepts differ. For such casesjld like to
examine whether the NPI licensing is better predicted byicatplity or assertivity. If
assertivity describes the facts better, this would suggesGihahakidou’s proposal

should be modified to use assertivity and not veridicality.
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One aspect in which implicativity and assertivity differ istire treatment of
presuppositions. Ifp in F(p) is entailed and presupposed, it is not illocutionary
entailed. In such cases, the environment F(p) is implicative, but sertigs. One
example of such an environment is the complement of emotive fagtiss, such as
glad, regretandsorry. As earlier literature has shown, such verbs, especiallgrieg
conveying negative emotions, license negative polarity itemseas in(860) and
(861) below. This fact runs contrary to the predictions of a veritirdadised
explanation. Since the complement of emotive factives is clearlymplicative

environment, the NPIs are predicted not to occur in it, contrary to fact.
(860) I regretthat leverwent to Spain.
(861) I'm sorry anyonewas upset by what | said.

Giannakidou (2006:595-598) attempts to explain this fact by introducing the
notion of ‘rescuing’. She proposes that “certain polarity itenms bz rescued in the
scope of a veridical expression likenly if this expression also generates a

nonveridical inference”. This is formulated aseacuing conditionn (862):

(862) A polarity itema can be rescued in the scope of a veridical exprefsiona
sentence S, if (a) the global context of C of S makes a propoSitiavailable which

contains a nonveridical expressiginand (b)o. can be associated wifhin S'.

For example, the licensing of the N&lerin (860) is explained by the following

inference:
(863) 1 regret that | went to Spain => | would prefer it if | had not gone to Spain.

This is reminiscent of Linebarger’s licensing condition and ssifiem the same
problem of overgenerating: it is possible to find similar infees even from plain

veridical sentences, as in the following example:
(864) Eventually, | went to Spain => It was possible that | wouldn’t go to Spain.

Giannakidou claims that rescuing should be used in fewer casekitiebarger’s
condition, but eventually concludes without determining when rescuing ssbfgs
and when it is not, leaving this task to further research. Integhgtit seems that the
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second sentence (863),1 would prefer it if | had not gone to Spasmin fact veridical
relative to the original clausewent to Spainas it entaild went to SpainWe can
therefore put the rescuing condition aside and conclude that the véydioaldition
cannot explain the licensing of the negative polarity items in emotive factive

The situation is different with assertivity. The complementmbtve factives is
not assertive. Therefore, if the condition of veridicality is reg@iawith assertivity, the
prediction in the case of emotive factives becomes correct.

Another environment which is problematic for the condition of veridicasty
sentences witlalmostandbarely. Briefly repeating the observations aboabkmost X
entailsnot X andbarely Xentail X; almost Xdoes not license negative polarity items,
while barely X does.Almost Xis therefore antiveridical, andarely Xis veridical.
Since negative polarity items are expected to occur only in nodicari
environments, the prediction of the condition of veridicality is thatsNiRduld occur
in the non-veridicalalmost X and will not occur in the veridicddarely X This
prediction is contrary to the facts.

Giannakidou (2006:599) attempts to explain the fact that negative potartyg
are not licensed bglmost(she does not address the question of negative polarity
items being licensed by the veridicharely). She challenges Horn’s analysis of
almost X in which almost Xentailsnot X and supports an alternative analysis by
Sadock (1981). According to that analysagmost Xdoes not entaihot X it only
implicatesnot X and the implication is cancelable. This analysis is suppoxteteb
following examples, in which the cancelation of the negative infereines not result

in contradiction:
(865)a. John bought almost five books; in fact, he boeghtTLY five.
b. John is almost an idiot; in fact Isean idiot.

To the extent that this claim is correct, it shows #laiost Xis not anti-veridical.
It is clear thanlmost Xis non-veridical, that isalmost Xdoes not entaiK. Therefore,
almost Xis still expected to license negative polarity items. Moreaver,negative

implication would also license NPIs under the ‘rescuing’ condition. Thxereeven
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under the alternative analysisalmost veridicality does not correctly predict the non-
licensing of negative polarity items witimost

Can assertivity alone do betterdmfost and barely are adverbs that do not
introduce subordination, so bo#imost Xandbarely X are assertive clauses. If we
replace veridicality with assertivity, then the prediction wouldhz neitheralmost
nor barelylicense negative polarity items. The prediction is correcalimost but not
correct forbarely. While this is better than the condition of veridicality, which give
the wrong prediction for bothlmostandbarely, it is evident that this is not the correct
explanation for the licensing properties of these environments, either.

A third kind of environment which is problematic for the condition of vealiti
is the complement of assertive verbs sucthexk andbelieve These complements are
not implicative; that isl| think that pdoes not entap. Nevertheless, negative polarity

items are not licensed by verbs suclhask or believe
(866) 1 think I lost something/*anything.

Giannakidou (1999:388) addresses this issue by modifying the condition of
veridicality. Instead of veridicality as defined above, she definetativized
veridicality” as shown in(867) below. These environments are veridical according to
the modified definition, and this fact is used to explain the non-liognef the

negative polarity items.

(867)A propositional operatoOp(p) is veridical iff it holds that Pp(p)l]lc = 1 =

[[p]] = 1 in some epistemic model M(X) c; otherwiséOp is nonveridical.

Although the complements ahink and believe are not veridical, they are
assertive. Therefore, choosing assertivity instead of verigyicakplains the non-
licensing of the negative polarity item, without the need to introdoeedlativized
definition.

In the environments examined in this section there was no casedn replacing
veridicality by assertivity made the predictions worse. In soases assertivity gave

better predictions than veridicality, and in some cases thecpoedi were the same.
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My conclusion is that using assertivity instead of veridicalityeg better results in

predicting the distribution of negative polarity items discussed by Giannakidou.
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11 The Negative Polarity Particlesin other languages
11.1 Introduction

The discussion of the negative polarity particles in most ofstiidy is limited to
English. In this section | examine a number of negative polariticles in other
languages, and compare the situation to what happens to English. &wiciespare
of the kind found in English as well: negative additive particlestien 11.2) and
discontinuative aspectual particles (sectidn3). Some particles are of the kind not
found in English: contrastive clausal particles (sectibi).

One of the goals of examining the particles in the differengdages is to
determine whether the licensing condition sémantic negativity(590) applies
crosslinguistically. To accomplish this goal, for each negative ipolparticle |
examine in what environments it occurs, and to what extent the belavibe
particle can be explained by semantic negativity. The conclusamined at the end of
this section is that the negative polarity particles described bely appear in
semantically negative clauses, that is, semantic negatwity mecessary licensing
condition for these particles. The distribution of the negative pplarérticles
discussed in this section is more restricted than that of Bwaglish counterparts.
None of the NPPs in the other languages occurs in all the enviramenhich the
English NPPs can occur. The question whether conditions stronger tmamtise
negativity can be found to account more closely for those NPRstisol further

research.
11.2 Negative additive particles

We have seen two negative additive particles in Engégher andneither. The
difference between these particles is that whilleer must appear in a negative clause
with negation expressed independentlgitherintroduces negation into the clause in
which it appears. Negative polarity particles in Romance lamgagch as French
non plus Spanishtampoco and similar words in ltalian and Catalan, can usually
function in both these roles. They can appear in a negative claushtich the

negation is introduced independently, likgher, in which case they just signal
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negative additivity. They can also appear without syntactic negatibe iclause, like
neither, in this case they both introduce the negation and signal negativevigdditi
This phenomenon, in which a word can both introduce negation in a clause s¢herwi
without negation and be used in a negative environment without introducing another
negation, is usually calletegative concor@Herburger 2001).

These words are rarely discussed in the literature on negativ@\pitms. For
example,non plusis not listed as an NPI in a recent survey of French polarity
sensitive items (Tovena et al. 2004). However, their distribution depends on
negativity, just like that ofieitherandeither.

Let's examine the French expressimon plus starting with the usage in which it
is similar to the Engliskeither. In this usag@on plusis added at the end of the host

clause, and it does not introduce negation, for example:

(868) Pierre est riche. Jean n’est pas pauvre non plus.
Pierre is rich. JeaweGis NEG poornon plus

‘Pierre is rich. Jean is not poor either’.

Corblin (2005:3) remarks on this usagtoh plusmust be licensed by negation.
The host sentence must contain a negative expression: negative orakkevord”.
This turns out not to be a precise descriptiomas pluscan also be found in some
environments that do not contain a negative expression such as aenegatker or

an N-word. Some examples from the Internet are:

(869) C'est une méthode rarement employée....
This-is a method rarely used

‘This is a_rarelyused method’

C'est un opération longue et donc colteuse, rareeneployéenon plus
This.is an procedure long and therefore costly, rareédnon plus

‘This is a long and costly procedure, also raredgd’.

(870)Et en plus je suis arrivé au milieu d'un orage comme je n'en avais encore

And in more | am arrived in middle of'a thunderstorm like I not have yet
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jamais vu ici ! Et a vrai dire comme j'en _ai rarementen Francaon plus!!!

ever seen here. And to true tell like | have rarely seen in Fraorcplus.

‘And in addition | arrived in the middle of a thunderstorm like I'veareseen

here. And to tell the truth, like | have rarelgen in France either’.

(871)Nous ne sommes pas tous des goujats, et _je doateon mec

We not are not all therude, and I doubt thatyour boyfriend

en soit umon plus

PRT besuBJionenon plus
‘We are not all rude, and | douypdur boyfriend is rude either’.

(872)Elle découvrit qu'elle était maintenant trop humaine pour redevenir jeune

She discovered that she was now too human to become-again young

et partir sur les chemins, mais tiopmortelle_poumourirnon plus
and leave on the roads, but too immortal to nahelus

‘She discovered that she was too human to become young again andlget on t

road, but also toanmortal todie’.

Although the environments above in whiebn plusappears are not syntactically
negative, they are all semantically negative. Usiag pluswhen the host sentence is
not semantically negative results in ungrammaticd8®3). This shows that semantic
negativity is a necessary licensing condition for this usagemplus
(873)*Je ne parle pas allemand. Si vous parlez allemand non plus,

| not speak not German. If you speak Germam plus

VOus pourrez m’aider.

you will-be-able me help.

‘I don’t speak German. If you speak Gernram plus you will be able to help

me.
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The other usage afon plusis similar to that of Englisheither. In this usag@on

plusintroduces a VP-ellipsis and negation, as in the following example:

(874) Je nesuis_jamaisllé a Rome, et & Pamn®n plus
| NEG am ever gone to Rome, and to Paris non plus.

‘I have never been to Rome, and | haven’t been to Paris either”.

In this case the negativity requirement is on the antecedeargeclahis usage of
non plusis listed by by Corblin and Tovena (2003:5) and Godard (2004:3) as artest f
the negativity of the antecedent clause. According to Godard (20@4negative
words in French argrersonneénobody’, rien ‘nothing’, aucun‘no’, nul ‘none’, pas un
‘not one’, pas‘not’, plus ‘no more’,jamais ‘never’, aucunement, nullemefito way’,
sans‘without’, ni ..ni ‘neither ..nor’. Therefore, this usagerdn plusis expected to
occur only when one of these words is present in the antecedent. Hothesasage
of non pluscan sometimes occur although the antecedent does not contahtaey

overt negation words from the list above. For example:

(875) Je_douteque Penny vous fasse de nouveau confiance et aanglus
| doubt that Penny you make again trust andnoie plus

‘| doubt that Penny will trust you again, and she won't trust me either’

(876) Aprés tout, qui aurait cru que méme avec cette défense inédite, Tel Aviv nous
After all, who would-have believed than even with this defense new, Tel Aviv
en planterait 4 ? Peu dens, et Lacombeon plus je le comprends.

us it will-plant 4? Few of people, and Laconmmn plus | him understand.

‘After all, who would believe that even with this new defense, eV will

“plant” us 4? Fewpeople, and Lacomb®n plus | understand him.

(877)Le personnel parle & peimeglais (francaison plu3
The staff speaks bardinglish (Frencmon plug
‘The staff barelyspeak English, and they barely speak French either.’
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(878)Je_douteque vous viviez  dans une hutte et man plus
| doubtthat you livesuiin a  hut, andrion plus

‘| doubt that you live in a hut, and neither do I'.

In all these cases, the antecedesermantically negativéJsingnon pluswhen the

antecedent is not semantically negative results in ungrammaticality:

(879)*Je suis slr quetu parles allemand, et moaiplus
| am sure that you speak German, andbn plus

‘I'm sure you speak German, and | don't’

(880)*Le personnel parle anglais (francaisn plug
The staff speaks English (Fremadn plug

‘The staff speak English, and French as well / but not French.’

The conclusion is thaton plus in both its usages, can be licensed by a semantic
negativity even if an explicit negative word is absent. Sinbkmavior is observed
with Spanishtampoco(see sectiori1.4 for discussion aimpoc9. Neithernon plus
nor tampococan be found in environments which are not semantically negative. Thi
suggests that semantic negativity is a valid and necessangitigecondition for

negative additive particles crosslinguistically.
11.3 Discontinuative aspectual particles

In this section | examine the distribution of another kind of negaginlarity
particle, namely the discontinuative aspectual particles. Theseaticles whose
meaning is similar to Englisanymore | examine these particles in German and
Russian, two languages among those that have such a particle. IndvotanGand
Russian the appropriate patrticle is licensed by more environntamtgust syntactic
negation.

123

In German, the word imehr ‘more™”, and it cannot appear in a simple positive

sentence:

% Most German examples are taken from (Kiirschne8:98).
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(881) Peter raucht *(nichimehr.
Peter smokes not more.
‘Peter doesn’t smoke anymore’.

Although the particle is frequently cited misht mehr, other forms of negation can

be used with this meaning as well:

(882) Peter raucht__keinesfalisehr.
Peter smokes not-at-all more.
‘Peter doesn’t smoke at all anymore’.

As observed in (Kirschner 1983:4.2), this usenefiris also allowed in a number

of environments without overt negation:

(883) Seitdem wir aufs ~ Dorf  gezogen sind, gehen wir salmins Kino.
Since we into-the village moved are, go _we seldmre in cinema.

‘Since we have moved to the countryside, we (now) ragelio the cinema.’

(884) Madame Millet hat wenigloffnungmehr.
Madame Millet has little hope more

‘Madame Millet has littlehope now. / Madame Millet has little hope left.’

(885) Leben ist hier _kaummehr mdglich.

Life is here _barelynore possible.

‘Life is barelypossible here now.’

All these environments are semantically negative. Therefereastic negativity

is a necessary condition for the aspectuahr in German. However, it is not a
sufficient condition. There are many semantically negative envimotsne which the
aspectuamehris not licensed:
(886)*Ich bin zu mude,_ ummehrzu arbeiten.

| am too tired, to more to work.

‘I am too tired to work anymore’
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(887)*Er weigerte sichdort mehrzu wohnen.
He refused self, there more to live.

‘He refused to live there anymore’

(888)*Ich zweifele daf’ er dortmehrwohnt.
|  doubt that he there more lives.
‘I doubt he lives there anymore’.

In Russian, the corresponding discontinuative aspectual partiotd'ske ‘more’.
This particle is licensed by overt negative words, and it caappéar in a simple
positive sentence:

(889) On zdesbol'she*(ne) rabotaet.
He here more not works.
‘He doesn’t work here anymore’

Boguslavskij (1996:300) claims thdiol’'Se can be used only with sentential

negatiome and predicates incorporating the negation suetebgja ‘not allowed’:

(890)Tebe  _nelzja zdesbol’'sheostavat’sja.
YOu.DAT cannotMPERShere more  stamF
‘You can’t stay here anymore’
However, | was able to find a case in whimti’sheis licensed in a sentence that

does not have syntactic negation. The negative implicative otgdzat’sja‘refuse’

can also license the aspectual particéshe

(891) Ja otkazalsj@ol'shena nej ezdit'.
| refused more onitdrive.

‘| refusedto drive it any more’.

This environment is also semantically negative. Other semanticaiyative

environments do not license this patrticle:
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(892) Ja sliSkonustal,ctoby (*bol’'Se) otvetat’ na tvoi voprosy.
| too tired, that more answer at your questions

‘I'm too tired to answer your questions anymore’.

(893) My redko (*bol'Se) xodim v kino.
We rarely more go tocinema.

We rarely go to the movies anymore.

(894) Tam _maldkto (*bol’Se) rabotaet.
There few who more works.

‘Few people work there (anymore)’.

The examples above show that while semantic negativity isessa&ry condition

for licensing the aspectual partitdel’'Sein Russian, it is not a sufficient condition.
11.4 Particles of clausal polarity: additivity and contrast

The particles discussed thus far belong to one of the three fojjmMeses. First,
there are additive particles denoting additivity between claysestive additive
particles so/too usually coordinating two positive clauses and negative additive
particles either and neither coordinating two negative clauses. Second, there are
additive aspectual particles denoting additivity between diffeigrgs: the positive
additive (continuative) particlstill and the negative additive partigiet Third, there
are contrastive aspectual particles, denoting contrast betwderewlif times: the
particlealready, contrasting a negative situation in the past with the positivat&ih
in the current time, and the particd@ymore contrasting a positive situation in the
past with a negative situation in the current time. A questionsawbether a fourth
class exists, that of contrastive clausal particles. Sucliclpartwould contrast a
positive host clause with an antecedent negative clause, or, vize aaregative host
clause with an antecedent positive clause.

Although such particles do not seem to exist in English, they do iexsime
Romance languages, such as Spanish, Catalan, and French. Spanish liske sy
two additive particles that correspond to Englisb/soand either/neither these are
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tambiénand tampoco respectively. The particlampocois used to coordinate two
negative clauses. The parti¢cdanbiénusually combines two positive clauses, while it
can occasionally be used with two negative clauses. The follovpagish examples
are from Brucart (1987:134):

(895) Luis habla inglés, y ytambién [positive-positive]
Luis speaks English, and | too.

‘Luis speaks English, and so do I'.

(896) Luis no habla inglés, y ymmpoco [negative-negative]
Luis not speaks English, and I neither.

‘Luis doesn’t speak English, and neither do I'.

Spanish has two additional particles that can be used to expressstbetween
clauses. The particles are polarity partide'yes’ andno ‘no’. The main use of these
words are independent sentential particles, justy@sandnoin English. However, in
Spanish these words can also be used as contrastive clausggartie particleno
‘no’ is used in a negative clause, to contrast it with anexgplositive claus€897).
The particlesi ‘yes’ is used in a positive clause, to contrast it with anezarkegative
clause(898):

(897) Luis habla inglés, pero ymo. [positive-negative]
Luis speaks English, but | not.
‘Luis speaks English, but | don’t’.

(898) Luis no habla inglés, pero i [negative-positive]
Luis not speaks English, but | yes.

‘Luis doesn’t speak English, but | do’.

Similar data for Catalan are discussed by Busquets (1999)follbeing table
summarizes the dependence of the clausal particles on the potahtyhost and the
antecedent clause:
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previous \ current clause positive negative
positive positive additive: positive-negative contrast
también no
[and so do(es) NP] [but NP do(es)n’t]
negative negative-positive contrastnegative additive:
si tampoco
[but NP do(es)] [and neither do(es) NP].

Table 15. Contrastive and additive clausal particles in Spanish.

The validity of the particles’ usage depends on the polarity of mivecedent
clause. Two of the four particles require the antecedent claus® positivetambién
usually combines a positive host clause with a positive antece@derseclwhileno
contrasts a negative host clause with a positive antecedent.clheseother two
particles require the antecedent clause to be neg#ivgiococombines a negative
host clause with a negative antecedent clausesiacmmbines a positive host clause
with a negative antecedent clause.

Since bothsi andtampocorequire the antecedent clause to be negative, they are
negative polarity particles. Both Brucart (1987) and Busquets (1999) askattbe
requirement of negativity is syntactic, that is, the antecedtsmise must be
syntactically negative for the sentences with this usesiond tampocoto be
grammatical. Bosque (1980) expresses the same opinion regataimgoco
Nevertheless, there are cases in which these particleseatewisile the antecedent
clause is not syntactically negative. In all the cases lalésto find, the antecedent
clause wasemantically negativeaccording to the definition proposed in this thesis. If
the antecedent clause is not semantically negative, the sentéh the particlesi is
ungrammatica{904). This shows that semantic negativity of the antecedent d¢taase

necessary condition for the licensing of the negative polarity particles insBpani

(899)No se  sime recuerdes, pero yo si
Not know if me remember-@g, but | yes.

‘I don’t know if you remember me, but | remember you’'.
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(900) Dudoque alguien lo haya notadwero yo si
Doubtthat someone it has noticed, but | yes.

‘| doubt that anyone noticed it, but | did’.

(901) Pocoslo debieron hacePRero yo si
Fewit had do. But | yes.
‘Few people had to do it. But I did (have to do it)'.

(902) La secretaria dificilmentleeberia vino (y élampoc9. (Ibafiez 1972:31)
The secretary unlikely drank wine (and he neither).

It's unlikely that the secretary drank wine, and neither did he.

(903) Veo pocaelevision, y cingampoco
[-watch few TV, and cinema neither.

| rarely watch TV, and | don’t go to the cinema either.

(904)*Estoy seguro que alguien lo ha notagdgo si
Am sure that someone it has noticed, and | yes.

‘I'm sure that someone noticed it, and | did too’.

In some cases, even though the antecedent is semantically nebatparticlesi

andtampocoare not licensed.

(905) *Ellos rehusarorja pagar]pero yo si
They refused topay, but | vyes.
‘They refused to pay, but | paid’.

This shows that semantic negativity is not a sufficient licensiondition. It is
possible that there is a syntactic restriction and the non-fmite of the antecedent
prevents the particlei from being licensed.

As we have seen, all four combinations exist. Just like aspgudatles, that can
be additive or contrastive, clausal particles can also be additiventrastive. In all
the cases, semantic negativity is a necessary condition fiicehsing of the negative

polarity particles.

212



12 Conclusions and Further Research
12.1 Conclusions

The main contribution of this thesis is in identifying a clasaejative polarity
items, examining their distribution and proposing a licensing condition.
demonstrated the similarities between the negative aspecttialgsaand the negative
clausal particles and showed that the condition of semantic negaxptains their
distribution. The empirical findings and theoretical explanationkigsthesis improve
the descriptions formulated in the earlier studies.

Some of the negative polarity particles investigated in thesis have been
discussed in the prior literature. Of the particles discussdudrthtesis, the one that
has received the most attention in the polarity sensitivityaliiee is the negative
additive particleeither. Its distribution has been examined extensively in earlier works
and it was demonstrated that the accepted licensing conditions do mobeales
adequately the distribution of this particles. However, the propadenative
conditions were not much better in describing the distributiaitbér. The condition
of semantic negativity is a significant improvement over the camditproposed in
the earlier literature.

On the other hand, the wongitherwas mostly ignored in the polarity sensitivity
literature. When it was discussed, it was usually seen asstadt negativity’. The
concept of ‘negativity’ for whichneitheris a test was never consistently defined, and
no formal descriptions of its distribution have been suggested. In thes pdreat
neitheras a negative polarity particle, and, in general, as a negatiaety item, and
propose the condition of semantic negativity that explains whghercan be used.

The negative aspectual particlgst and anymorewere usually discussed with
respect to their aspectual properties. In that context it ssasveed that they require a
syntactic negation. | have shown that they can also be licens#einsemantically
negative environments. These particles, especy@tywere also discussed to some
extent in the polarity sensitivity literature, but they haveendaeen the main focus of

investigation, and their distribution has never been fully examined. $trébdtion of
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these particles has been examined in this dissertation, anaehsirig condition of
semantic negativity gives the explanation for their distribution.

The discussion of Negative Polarity Particles as a classgattime polarity items
having similar structure and licensing conditions contributes to our stadeing of

the variety of negative polarity items.
12.2 Further research

The definition of semantic negativity depends on the condition oftasserThe
definition of assertivity, in turn, depends on the definition of illocutioreartailment.
The way that condition is defined is not entirely formal and in soases it is not
clear whether it can be applied unequivocally. The tests fort@g#geproposed in
order to help with this issue aid in clarifying the picture somewhat, but not defmgple
One direction for further research is to try to develop aerammal definition for the
condition of semantic negativity that would predict the observed datauld also be
helpful to find better tests for assertion.

Another area for further research is improving the empirical adggofthe
proposed licensing condition. In some cases the negative polaritigsaere licensed
in an environment which is not semantically negative. The negatpectual particles
yet andanymorecan sometimes be licensed by a superlative clause, which @& not
assertive environment. The negative polarity particles are &deirs interrogative
sentences, which are not semantically negative. The condition of semeaastivity
predicts that the NPPs are licensed in the complements ofiasserbs only in first
person present tense form. However, the NPPs can be licensecontpiements of
such verbs regardless of their form.

In other cases the NPPs do not occur in environments which are mathant
negative. The complement ohly is semantically negative, yet licensing of the NPPs
in this environment is very limited. The licensing by the quamsifialy Xandnobody
but Xis expected to be the same, but the latter licenses thefidfeBsand the former
almost never. The same holds for the quantifersnost nand not more than nlt
seems that the surface negativity contributes to the licensitige afegative polarity

particles, and this is not represented in the condition of semarjativigy. These

214



problems are not unique to negative polarity particles; the contragite licensing
properties within these pairs of quantifiers are also problerfatithe licensing of
other negative polarity items.

The same licensing condition of semantic negativity was propasedlif the
negative polarity particles discussed in this thesis. In fawayve observed that some
items have a wider distribution than others. For example, while tfeine aspectual
particlesyetandanymorecan be licensed by the superlatiggherandneithercannot.
Whether a hierarchy can be established among the NPPs wghcte® their
distribution also remains a question for further research. Incéise that such a
hierarchy is established, it would be helpful to find the reasons for the differetiee |
distribution.

Another issue left for further research is the connection betweersyntactic
properties of the NPPs and their licensing condition. It was suggiéstethe reason
for the licensing condition of semantic negativity is that thé&@#IBignal the negative
argumentative orientation which only occurs in semantically nepatlauses. It
would be helpful to explain why other negative polarity articles do deselop
sensitivity to this condition. This would improve the understanding ofutiique
position of the negative polarity particles among the other cladsesgative polarity

items.
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