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ADAPTIVE ANTENNAS AND MIMO 
SYSTEMS FOR WIRELESS COMMUNICATIONS

INTRODUCTION

The advantages of multiple-input multiple-out-
put (MIMO) systems have been widely acknowl-
edged, to the extent that certain transmit
diversity methods (i.e., Alamouti signaling) have
been incorporated into wireless standards.
Although transmit diversity is clearly advanta-
geous on a cellular base station, it may not be
practical for other scenarios. Specifically, due to
size, cost, or hardware limitations, a wireless
agent may not be able to support multiple trans-
mit antennas. Examples include most handsets
(size) or the nodes in a wireless sensor network
(size, power).

This article presents a tutorial overview of a
class of techniques known as cooperative commu-
nication, which allow single-antenna mobiles to
reap some of the benefits of MIMO systems.
The basic idea is that single-antenna mobiles in
a multi-user scenario can “share” their antennas
in a manner that creates a virtual MIMO system.
Several important milestones in this area have
been achieved, leading to a flurry of further
research activity. It is our hope that this article
will serve to illuminate the subject for a wider
audience, and thus accelerate the pace of devel-
opments in this exciting technology.

The mobile wireless channel suffers from fad-
ing, meaning that the signal attenuation can vary
significantly over the course of a given transmis-

sion. Transmitting independent copies of the sig-
nal generates diversity and can effectively combat
the deleterious effects of fading. In particular,
spatial diversity is generated by transmitting sig-
nals from different locations, thus allowing inde-
pendently faded versions of the signal at the
receiver. Cooperative communication generates
this diversity in a new and interesting way.

For a preliminary explanation of the ideas
behind cooperative communication, we refer the
reader to Fig. 1. This figure shows two mobile
agents communicating with the same destination.
Each mobile has one antenna and cannot indi-
vidually generate spatial diversity. However, it
may be possible for one mobile to receive the
other, in which case it can forward some version
of “overheard” information along with its own
data. Because the fading paths from two mobiles
are statistically independent, this generates spa-
tial diversity.

In the course of the development of coopera-
tive communication, several complicating issues
must be addressed, including the loss of rate to
the cooperating mobile, overall interference in
the network, cooperation assignment and hand-
off, fairness of the system, and transmit and
receive requirement on the mobiles. Some of
these issues are visited in this brief tutorial arti-
cle. The interested reader is referred to the liter-
ature for a more comprehensive treatment.

In the figures we use icons resembling base
stations or handsets, but this is only a convenient
graphical representation. The idea of coopera-
tion is general, and perhaps even more suitable
to ad hoc wireless networks and wireless sensor
networks than cellular networks.

COOPERATIVE COMMUNICATION
In cooperative wireless communication, we are
concerned with a wireless network, of the cellu-
lar or ad hoc variety, where the wireless agents,
which we call users, may increase their effective
quality of service (measured at the physical layer
by bit error rates, block error rates, or outage
probability) via cooperation.
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ABSTRACT

Transmit diversity generally requires more
than one antenna at the transmitter. However,
many wireless devices are limited by size or
hardware complexity to one antenna. Recently, a
new class of methods called cooperative commu-
nication has been proposed that enables single-
antenna mobiles in a multi-user environment to
share their antennas and generate a virtual mul-
tiple-antenna transmitter that allows them to
achieve transmit diversity. This article presents
an overview of the developments in this bur-
geoning field.

Cooperative Communication in
Wireless Networks
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In a cooperative communication system, each
wireless user is assumed to transmit data as well
as act as a cooperative agent for another user
(Fig. 2).

Cooperation leads to interesting trade-offs in
code rates and transmit power. In the case of
power, one may argue on one hand that more
power is needed because each user, when in
cooperative mode, is transmitting for both users.
On the other hand, the baseline transmit power
for both users will be reduced because of diversi-
ty. In the face of this trade-off, one hopes for a
net reduction of transmit power, given every-
thing else being constant.

Similar questions arise for the rate of the sys-
tem. In cooperative communication each user
transmits both his/her own bits as well as some
information for his/her partner; one might think
this causes loss of rate in the system. However,
the spectral efficiency of each user improves
because, due to cooperation diversity the chan-
nel code rates can be increased. Again a trade-
off is observed. The key question, whether
cooperation is worth the incurred cost, has been
answered positively by several studies, and is
demonstrated by plots toward the end of this
article.

One may also describe cooperation as a zero-
sum game in terms of power and bandwidth of
the mobiles in the network. The premise of
cooperation is that certain (admittedly uncon-
ventional) allocation strategies for the power
and bandwidth of mobiles lead to significant
gains in system performance. In the cooperative
allocation of resources, each mobile transmits
for multiple mobiles.

HISTORICAL BACKGROUND
The basic ideas behind cooperative communica-
tion can be traced back to the groundbreaking
work of Cover and El Gamal on the informa-
tion theoretic properties of the relay channel
[1]. This work analyzed the capacity of the
three-node network consisting of a source, a
destination, and a relay. It was assumed that all
nodes operate in the same band, so the system
can be decomposed into a broadcast channel
from the viewpoint of the source and a multiple
access channel from the viewpoint of the desti-
nation (Fig. 3). Many ideas that appeared later
in the cooperation literature were first exposit-
ed in [1].

However, in many respects the cooperative
communication we consider is different from the
relay channel. First, recent developments are
motivated by the concept of diversity in a fading
channel, while Cover and El Gamal mostly ana-
lyze capacity in an additive white Gaussian noise
(AWGN) channel. Second, in the relay channel,
the relay’s sole purpose is to help the main chan-
nel, whereas in cooperation the total system
resources are fixed, and users act both as infor-
mation sources as well as relays. Therefore,
although the historical importance of [1] is indis-
putable, recent work in cooperation has taken a
somewhat different emphasis.

We now review several of the main coopera-
tive signaling methods. A simplified demonstra-
tion and comparison of these methods appears
in Fig. 4.

DETECT AND FORWARD METHODS

This method is perhaps closest to the idea of a
traditional relay. In this method a user attempts
to detect the partner’s bits and then retransmits
the detected bits (Fig. 4). The partners may be
assigned mutually by the base station, or via
some other technique. For the purposes of this
tutorial we consider two users partnering with
each other, but in reality the only important fac-

nnnn Figure 1. Cooperative communication.
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tor is that each user has a partner that provides
a second (diversity) data path. The easiest way
to visualize this is via pairs, but it is also possible
to achieve the same effect via other partnership
topologies that remove the strict constraint of
pairing. Partner assignment is a rich topic whose
details are beyond the scope of this introductory
article.

An example of decode-and-forward signal-
ing can be found in the work of Sendonaris et
al. [2], which has inspired much of the recent
activity in this area. This work presents analy-

sis and a simple code-division multiple access
(CDMA) implementation of decode-and-for-
ward cooperative signaling. In this scheme,
two users are paired to cooperate with each
other. Each user has its own spreading code,
denoted c1(t) and c2(t). The two user’s data
bits are denoted b i

(n) where i = 1, 2 are the
user indices and n denotes the time index of
information bits. Factors ai,j denote signal
amplitudes, and hence represent power alloca-
tion to various parts of the signaling. Each sig-
naling period consists of three bit intervals.
Denoting the signal of user 1 X1(t) and the sig-
nal of user 2 X2(t),

X1(t) = [a11 b1
(1) c1(t) , a12 b1

(2) c1(t) ,

a13 b1
(2) c1(t) + a14 b2

(2) c2(t)]

X2(t) = [a21 b2
(1) c2(t) ,

a22 b2
(2) c2(t) a23 b^1

(2) c1(t) + a24 b2
(2) c2(t)]

In other words, in the first and second intervals,
each user transmits its own bits. Each user then
detects the other user’s second bit (each user’s
estimate of the other’s bit is denoted b^i). In the
third interval, both users transmit a linear combi-
nation of their own second bit and the partner’s
second bit, each multiplied by the appropriate
spreading code. The transmit powers for the
first, second, and third intervals are variable, and
by optimizing the relative transmit powers
according to the conditions of the uplink and
interuser channels, this method provides adapt-
ability to channel conditions.

The powers are allocated through the factors
ai,j such that an average power constraint is
maintained. Roughly speaking, whenever the
interuser channel is favorable, more power will
be allocated to cooperation, whereas whenever
the interuser channel is not favorable, coopera-
tion is reduced.

This signaling has the advantage of simplicity
and adaptability to channel conditions. Several
notes must be made in reference to this method.
First, it is possible that detection by the partner
is unsuccessful, in which case cooperation can be
detrimental to the eventual detection of the bits
at the base station. Also, the base station needs
to know the error characteristics of the interuser
channel for optimal decoding.

To avoid the problem of error propagation,
Laneman et al. [3] proposed a hybrid decode-
and-forward method where, at times when the
fading channel has high instantaneous signal-to-
noise ratio (SNR), users detect and forward
their partners’ data, but when the channel has
low SNR, users revert to a noncooperative
mode. This is not unlike the adaptability of
coefficients ai,j provided by the method of
Sendonaris et al., and has been shown to per-
form very well.

AMPLIFY-AND-FORWARD METHODS
Another simple cooperative signaling is the
amplify-and-forward method. Each user in this
method receives a noisy version of the signal
transmitted by its partner. As the name implies,
the user then amplifies and retransmits this
noisy version. The base station combines the

nnnn Figure 4. Comparison of different cooperative methods. For clarity only one
user's cooperation is shown via baseband equivalent signals.
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information sent by the user and partner, and
makes a final decision on the transmitted bit
(Fig. 4). Although noise is amplified by cooper-
ation, the base station receives two indepen-
dently faded versions of the signal and can
make better decisions on the detection of infor-
mation.

This method was proposed and analyzed by
Laneman et al. [3]. It has been shown that for
the two-user case, this method achieves diversity
order of two, which is the best possible outcome
at high SNR.

In amplify-and-forward it is assumed that the
base station knows the interuser channel coeffi-
cients to do optimal decoding, so some mecha-
nism of exchanging or estimating this
information must be incorporated into any
implementation. Another potential challenge is
that sampling, amplifying, and retransmitting
analog values is technologically nontrivial. Nev-
ertheless, amplify-and-forward is a simple
method that lends itself to analysis, and thus has
been very useful in furthering our understanding
of cooperative communication systems.

CODED COOPERATION
Coded cooperation [4, 5] is a method that inte-
grates cooperation into channel coding. Coded
cooperation works by sending different portions
of each user’s code word via two independent
fading paths. The basic idea is that each user
tries to transmit incremental redundancy to its
partner. Whenever that is not possible, the
users automatically revert to a noncooperative
mode. The key to the efficiency of coded coop-
eration is that all this is managed automatically
through code design, with no feedback between
the users.

The users divide their source data into blocks
that are augmented with cyclic redundancy check
(CRC) code.1 In coded cooperation, each of the
users’ data is encoded into a codeword that is
partitioned into two segments, containing N1 bits
and N2 bits, respectively. It is easier to envision
the process by a specific example: consider that
the original codeword has N1 + N2 bits; punctur-
ing this codeword down to N1 bits, we obtain the
first partition, which itself is a valid (weaker)
codeword. The remaining N2 bits in this example
are the puncture bits. Of course, partitioning is
also possible via other means, but this example
serves to give an idea of the intuition behind
coded cooperation.

Likewise, the data transmission period for
each user is divided into two time segments of
N1 and N2 bit intervals, respectively. We call
these time intervals frames. For the first frame,
each user transmits a code word consisting of
the N1-bit code partition. Each user also
attempts to decode the transmission of its part-
ner. If this attempt is successful (determined by
checking the CRC code), in the second frame
the user calculates and transmits the second
code partition of its partner, containing N2 code
bits. Otherwise, the user transmits its own sec-
ond partition, again containing N2 bits. Thus,
each user always transmits a total of N = N1 +
N2 bits per source block over the two frames.
We define the level of cooperation as N2/N, the
percentage of the total bits for each source block

the user transmits for its partner. Figure 5 illus-
trates the coded cooperation framework.

In general, various channel coding methods
can be used within this coded cooperation frame-
work. For example, the overall code may be a
block or convolutional code, or a combination of
both. The code bits for the two frames may be
selected through puncturing, product codes, or
other forms of concatenation. To obtain the per-
formance results given in this article, we employ
a simple but very effective implementation using
rate-compatible punctured convolutional
(RCPC) codes [6]. In this implementation the
code word for the first frame is obtained by
puncturing a code word of length N bits to obtain
N1 code bits. The additional code bits transmit-
ted in the second frame are those punctured to
form the first frame code word.

The users act independently in the second
frame, with no knowledge of whether their own
first frame was correctly decoded. As a result,
there are four possible cooperative cases for the
transmission of the second frame: both users
cooperate, neither user cooperates, user 1 coop-
erates and user 2 does not, and vice versa. Anal-
ysis of the effects of these four cases is beyond
the scope of this article, and we refer the reader
to the literature for more comprehensive treat-
ment. We only note that the performance curves
shown in this article include all the effects of the
interuser channel.

PERFORMANCE
Figure 6 gives some examples of the perfor-
mance of cooperative communication using the
three classes of signaling described in the previ-

nnnn Figure 5. Coded cooperation.
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ous section. The hybrid version of detect-and-
forward is superior to the simple version, so it is
used in this comparative study. In these experi-
ments binary phase shift keying (BPSK) modula-
tion is used with coherent detection at the
receiver.

For comparisons one must take note that,
unlike amplify-and-forward and detect-and-for-
ward methods, coded cooperation is inherently
integrated into channel coding. In order to pre-
sent equitable comparisons, we consider a coded
baseline system with the same overall rate of 1/4
for all cases: noncooperative, amplify-and-for-
ward, detect-and-forward, and coded coopera-
tion.

For both hybrid decode-and-forward and
amplify-and-forward, the users initially transmit
a RCPC code word punctured to rate 1/2. This
code word is subsequently repeated by the relay,
resulting in an overall rate of 1/4 (rate 1/2 code,
repeated).

For coded cooperation, a cooperation level of

25 percent is used. The two users transmit a
code word punctured to rate 1/3 in the first
frame. In the second frame, the relay transmits
the bits punctured from the first frame such that
the total bits received for each user form a rate
1/4 code word.

The first plot in Fig. 6 illustrates a case in
which the user channels to the base station
(uplink channels) have the same mean SNR,
while the mean SNR of the interuser channel is
10 dB below that of the uplink channels, show-
ing that diversity improves markedly over a com-
parable noncooperative system. The diversity,
indicated by the slope of the block error rate vs.
SNR curves at high SNR, is two for cooperation,
which is equivalent to the diversity provided by
standard two-antenna transmit or receive diversi-
ty schemes. This experiment also demonstrates
the robustness of cooperative communication to
the conditions of the interuser channel: coopera-
tion provides substantial improvement in error
rate performance even when the interuser chan-
nel quality is poorer than that of the uplink
channels.

The second plot illustrates a case in which
the mean uplink SNR for user 1 is 10 dB higher
than that of user 2, while the interuser mean
SNR is equal to that of the uplink channel for
user 2. Two significant results of cooperation
can be noted. First, user 2, as one might expect,
improves significantly by cooperating with a
user that has a better quality uplink channel.
More interestingly, however, user 1 also
improves significantly, despite cooperating with
a user having a poorer quality uplink channel.
This result illustrates that even a user with a
good uplink channel has strong motivation to
cooperate. Second, we note that the difference
in performance between users 1 and 2 is signifi-
cantly reduced by the cooperation methods.
This shows that cooperation inherently reallo-
cates the system resources in a more effective
manner.

In comparing the three cooperative transmis-
sion schemes, we see that both amplify-and-for-
ward and hybrid decode-and-forward are not
very effective at low SNR. This is due to the fact
that their signaling is equivalent to repetition
coding, which is relatively inefficient at low
SNR. Coded cooperation, however, has graceful
degradation and performs better than or as well
as a comparative noncooperative system at all
SNRs. In addition, coded cooperation generally
performs better than other cooperative methods
for moderate to high SNR.

MULTIPLE ACCESS AND
OTHER PRACTICAL ISSUES

Cooperative communication, as described previ-
ously, assumes that the base station can sepa-
rately receive the original and relayed
transmissions. This is accomplished by transmit-
ting the two parts orthogonally so that they can
be separated. The most straightforward method
is separation in time, that is, the user’s data and
relayed data are transmitted in nonoverlapping
time intervals. In the example of Sendonaris et
al. [2], orthogonality was achieved via spreadingnnnn Figure 6. Performance of various cooperative signaling methods.
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codes. In principle, it is also possible to achieve
separation in frequency.

Separation of signals is closely related to the
issue of hardware requirements on the mobiles.
In cellular systems, even time-division multiple
access (TDMA) ones, the uplink and downlink
transmissions are performed on separate fre-
quency bands. Ordinary mobiles receive only in
the downlink band, but cooperative mobiles
need to also receive in the uplink band, thus
requiring additional input filters and frequency
conversion. In ad hoc wireless networks where
users may transmit and receive on the same fre-
quency band, this is less of an issue.

Another technological issue is transmit and
receive requirements on the mobiles. In TDMA
systems this is generally not a problem, since
the uplink transmissions by definition are
nonoverlapping in time. However, in other mul-
tiple access systems, such as CDMA, the mobiles
may be required to transmit and receive at the
same time. Transmit signals can be up to 100
dB above the level of receive signals, which is
beyond the isolation achievable by existing
directional couplers. Two preliminary solutions
to this problem come to mind. First, cooperat-
ing users may agree to “timeshare” their trans-
mission, so between the two they will create a
mini-TDMA scenario where each transmits for
50 percent of the time at twice the power. A
second solution is arrived at by realizing that
most CDMA systems are actually hybrid, with
more than one frequency band allocated to the
uplink channel. Then the base station may
require that cooperating mobiles reside on sepa-
rate bands.

It is also important to consider the knowledge
required by the base station to handle coopera-
tive communication. The amount of additional
information varies for the various schemes intro-
duced previously. In the simple detect-and-for-
ward method, the base station needs to know the
error probability of the interuser channel for
optimal detection. In amplify-and-forward this is
not required, since conventional channel estima-
tion methods can be used to extract the neces-
sary information from the direct and relayed
signals. For coded cooperation, as well as the
hybrid detect-and-forward scheme, no knowl-
edge of the interuser channel is needed in the
base station. However, since cooperation is con-
ditional, the base station needs to know whether
the users have cooperated or not. More precise-
ly, the base station needs to know whose bits
each user is transmitting in the second frame. A
simple solution is that the base station simply
decodes according to each of the possibilities in
succession (based on their relative likelihood)
until successful decoding results. This strategy
maintains the overall system performance and
rate at the cost of some added complexity at the
base station.

One may ask what the tangible benefits of
cooperation are at the network level.  To
answer this, we point to the multi-antenna
technologies that motivated cooperation in the
first place. Studies have shown that the diversi-
ty provided by MIMO space-time codes can
improve performance at the medium access
control (MAC), network, and transport layers.

Since the net effect of cooperation in a micro-
scattering environment, in terms of bit and
packet error rates, is similar to that of space-
time codes (both provide spatial diversity), one
can use the same studies to conclude that coop-
eration can provide the same advantages as
MIMO space-time codes in the higher layers.
Cooperation also provides other advantages
over and above space-time codes (e.g., resis-
tance to large scale shadowing), but a discus-
sion of such effects is beyond the scope of this
introductory article.

EXTENSIONS AND
CONTINUING WORK

While many key results for cooperative commu-
nication have already been obtained, there are
many more issues that remain to be addressed.

An important question is how partners are
assigned and managed in multi-user networks.
In other words, how is it determined which
users cooperate with each other,  and how
often are partners reassigned? Systems such as
cellular, in which the users communicate with
a central base station, offer the possibility of a
centralized mechanism. Assuming that the
base station has some knowledge of the all the
channels between users, partners could be
assigned to optimize a given performance cri-
terion, such as the average block error rate for
all users in the network. In contrast, systems
such as ad hoc networks and sensor networks
typically do not have any centralized control.
Such systems therefore require a distributed
cooperative protocol, in which users are able
to independently decide with whom to cooper-
ate at any given time. A related issue is the
extension of the proposed cooperative meth-
ods to allow a user to have multiple partners.
The challenge here is to develop a scheme
that treats all users fairly, does not require sig-
nificant additional system resources, and can
be implemented feasibly in conjunction with
the system’s multiple access protocol. Lane-
man and Wornell [7] have done some initial
work related to distributed partner assignment
and multiple partners, and additional work by
others is ongoing.

Another important issue is the development
of power control mechanisms for cooperative
transmission. Work thus far generally assumes
that the users transmit with equal power. It may
be possible to improve performance even further
by varying transmit power for each user based
on the instantaneous uplink and interuser chan-
nel conditions. Furthermore, power control is
critical in CDMA-based systems to manage the
near-far effect and minimize interference. There-
fore, power control schemes that work effective-
ly in the context of cooperative communications
have great practical importance.

For the coded cooperation method, a natural
issue is the possibility of designing a better cod-
ing scheme. In this tutorial article as well as [5],
examples are given using RCPC codes, while in
[8], turbo codes are applied to the coded cooper-
ation framework. Both of these coding schemes
were originally developed for noncooperative
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systems. An interesting open problem is the
development of design criteria specifically for
codes that optimize the performance of coded
cooperation.

Among other interesting contributions to
cooperative communication are space-time coop-
erative signaling [8, 9], as well as new work on
the relay channel, including interesting adaptive
scenarios [10]. There are also many other inter-
esting developments; unfortunately, the scope
and size of this article does not allow for a com-
prehensive survey of the rapidly expanding liter-
ature on cooperation.

In this tutorial article we focus on coopera-
tion at the physical layer. There is work under
the name cooperation in other layers [11], but
the approach and methodologies are often dif-
ferent from the concepts presented here.

CONCLUSIONS
This tutorial describes wireless cooperative
communication, a technique that allows single-
antenna mobiles to share their antennas and
thus enjoy some of the benefits of multiple-
antenna systems. Several signaling schemes for
cooperative communication are presented.
Practical implications and requirements on sys-
tem design are discussed, as well as extensions
to the basic idea. Results to date are indicative
of a promising future for cooperative communi-
cation.
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An important

question is how

partners are

assigned and

managed in

multi-user networks.

In other words, how

is it determined

which users

cooperate with each

other, and how

often are partners

reassigned.
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