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Abstract

CCTV and sensor based surveillance systems are part
of our daily lives now in this modern society due to
the advances in telecommunications technology and
the demand for better security. These systems are
traditionally used in forensic mode – finding evidence
in video images when certain events detected or hap-
pened. In recent years, research and development on
events detection in real time CCTV surveillance has
attracted significant attention, in order to identify and
prevent potential threats. In this paper, we discuss
some challenging issues faced by the artificial intelli-
gence research for such real-time distributed intelligent
surveillance systems, where the detection and compo-
sition of threats and abnormal behaviors involve mul-
tiple sources (e.g., cameras) with heterogeneous infor-
mation. These challenges include but are not limited
to resolving conflicting conclusions provided by differ-
ent sources; managing uncertainty associated with the
conclusions from the sources and the reliability of the
sources themselves; managing the heterogeneity of in-
formation provided; exploring the scalability and onto-
logical issues presented in large surveillance networks,
as well as evaluation criteria etc.

Introduction
CCTV-based surveillance is an inseparable part of our
society now – everywhere we go we see CCTV cam-
eras (e.g. (Bsia 2009; Security 2005; Abreu et al. 2000;
Shu et al. 2005), etc). The role of such systems has
shifted from purely passively recording information for
forensics to proactively providing analytical informa-
tion about potential threats/dangers in real-time fash-
ion. This shift poses some dramatic challenges on how
information collected in such a network shall be ex-
changed, correlated, reasoned with and ultimately be
used to provide significantly valuable predictions for
threats or actions that may lead to devastating con-
sequences.

In this paper, we discuss challenges faced by intel-
ligent surveillance systems from the view of the AI
community. However, before diving into details of dis-
cussing potential challenges, let us first focus on the
concept and scope of events, a key concept in surveil-
lance and similar systems, such as sensor based smart

homes, intrusion detection systems, etc.
Definitions of an event from different research fields

are very diverse and tend to reflect the content of the
designated application. For instance, in text topic de-
tection and track, an event is something that happened
somewhere at a certain time; in pattern recognition, an
event is defined as a pattern that can be matched with a
certain class of pattern types, and in signal processing,
an event is triggered by a status change in the signal, etc
(Yan & Miller 2008). In CCTV surveillance systems, an
event shall at least consists of the following aspects. It
can be either instantaneous (event duration is 0, i.e.,
takes place at a specific point of time) or it has a dura-
tion, it occurred during a period of time. For example,
a bus-boarding pass scanned by an electronic-reader is
instantaneous whilst an even of two people fighting usu-
ally has a duration. It is atomic (it happens or not).
The atomic requirement of an event is closely related
to how elementary (atomic) events are defined. For in-
stance, a person boarding a bus can be an atomic event
whilst a person boarding a bus and taking a seat is not.
It is interesting to the particular application, meaning
it is what we want to study and could be correlated
with other events to form a scenario, e.g., usually we
are interested in a young male boarding a bus with odd
behavior rather than an old woman boarding a bus.

Equipped with this understanding of events that can
be recognized from CCTV cameras or other sensors, we
now look into challenges that are faced by intelligent
surveillance systems possibly involving a huge number
of cameros/sensors.

The first challenge is the quality of CCTV
data. Images or audio recordings are not always per-
fect in such systems, objects of interest can be par-
tially obscured; camera lenses maybe covered or dam-
aged, the person (object) being recognized may have
deliberately covered itself up. Even when these prob-
lems do not exist, there are other factors causing qual-
ity concerns, such as, poor illumination, sensor noise,
particularly in poor lighting conditions and low reso-
lution of the cameras. Furthermore, CCTV technol-
ogy has now begun to be deployed on public trans-
port systems such as buses and trains e.g., (Bsia 2009;
Security 2005), which brings unique problems that are



not encountered in conventional CCTV deployments.
Therefore, information recorded by such systems is
strongly subject to noise and obscurity.

The second challenge is the uncertainty of rec-
ognized events from a source (e.g., a camera) due to
the poor quality of data provided. Any events detected
from such imperfect information are subject to uncer-
tainty and many possible events can be generated from
the same set of images, e.g, multiple explanations. For
instance, it can be very difficult to judge if a person is
a male or female if the person wearing a heavy coat en-
tering a bus with its back deliberately leaning towards
a camera. Therefore, adequate mechanisms shall be de-
ployed to model such uncertainty and ignorance associ-
ated with the detected events (multiple explanations of
events).

Along with this challenge comes the issue of reliabil-
ity of sources. An example of this scenario is when an
algorithm being applied to detect an event is not 100%
accurate itself. So there is an issue about how the reli-
ability (of the algorithm) should be integrated with the
detected events (which are uncertain).

The third challenge is the inconsistency or
conflict among multiple sources. A CCTV-based
surveillance system could consist hundreds of cameras,
such as in a medium-sized airport. The detection of
events related to certain individuals come from differ-
ent cameras when the individuals moving around at
the airport or on a bus. Therefore, events detected
from multiple cameras/sensors relating to the same ob-
ject (person/people) must be combined to reduce un-
certainty and inconsistency. A typical scenario is that
from a camera with poor visibility a male is detected
while from the audio recording it strongly indicates a fe-
male. So adequate methods must be applied to resolve
this inconsistency.

The fourth challenge is the adequate modelling
of events information. For real-time surveillance in-
volving multiple sources, the representation of events
is particularly important, since it influences fundamen-
tally the ways to merging detected events from multi-
ple sources and the uncertainty and inconsistency han-
dling during the fusion process. Since events can be
detected from various sources with different types of
information, a formal event model defining all its ele-
ments (attributes) with clear semantics is fundamental
not only to representing events themselves but also to
making inferences subsequently. We shall also bear in
mind that different knowledge representation mecha-
nisms may be only suitable for certain kind of event
scenarios. Therefore, selecting an adequate reasoning
mechanism coupled with suitable events modelling is
crucial for event-driven applications.

The fifth challenge is the composition of el-
emental events for inferring and predicting threats.
A single event cannot reveal potential threats most of
the time unless it is extremely significant. Most of the
time. multiple atomic events together paint a picture of
certain intentions by the objects (e.g., people) and then

actions can be taken to prevent them. This is referred
to as events composition. A common technique to event
composition is to create a set of rules correlating atomic
events for predicting other events. Therefore, obtaining
these rules and validate them are important for drawing
meaningful conclusions.

The sixth challenge is the scalability of the
system. Imaging a real-time intelligent surveillance
system with many hundreds of cameras across a large
network, the scalability of its modelling and reasoning
power is greatly challenged. What should be the man-
ner that we revise/update rules for events composition
if rules are used? Do we expect all the sources pro-
vide information/conclusion with the same set of vo-
cabulary? How much change is needed if new types of
equipment are brought into the system? Another issue
in this challenge is the requirement of software suitable
for developing event management and event reasoning
systems.

The seventh challenge is building ontologies
for surveillance systems. To realize the scalabil-
ity of a large surveillance system, surveillance ontolo-
gies must be considered. An ontology is a specifica-
tion of a conceptualization. That is, an ontology is a
description of the concepts and relationships that can
exist for an agent or a community of agents. If each
camera/sensor/equipment is taken as an agent, then a
surveillance ontology is needed, at least for events mod-
els, in order to allow information from multiple sources
to be exchanged and merged. For example, taking a
seat should be explained as equivalent to sitting down
under the context of bus surveillance.

The eighth challenge is the evaluation of a
surveillance system. For data mining or machine
learning algorithms, there are now some standard data
sets for validating and evaluating new algorithms and
for comparing them with existing ones. For CCTV-
based surveillance systems, each security concern is dif-
ferent, the objects being recognized and events being
detected more application specific, is that possible to
establish a repository containing some common surveil-
lance scenarios? Who are the people providing these
scenarios, and what are the evaluations criteria? Real-
istically, it is a very difficult task to evaluate a com-
plete surveillance system from a situation awareness
viewpoint, not from the point of individual video/image
analysis algorithms.

It needs to be pointed out that there are equally
challenging issues for video/image analysis, signal pro-
cessing etc, from the vision/signal research perspective.
However, in this short discussion paper, we only con-
centrate on the challenges for the AI community posed
by such systems.

We now investigate these challenges to some detail in
the following sections.

Quality, Uncertainty, Reliability
The first factor is the quality of the original data from a
source, be it an image from a camera, a recording from



an audio equipment, or an alarm/signal from a sensor.
For instance, a camera may have been tampered with
or the illumination could be poor; the audio recording
involves a heavy background noise etc. When the qual-
ity of original information to be analyzed is poor, any
analysis result from such information will have a great
degree of uncertainty and the result of analysis must
reflect such uncertainty adequately.

For example, in the case of a person entering a bus
doorway with its back facing the camera, the person
may be classified as male with a certainty of 85% by
a classification program. However, this does not imply
that the person is female with a 15% certainty, rather,
it is unknown. This imperfection in information means
that we do not know how the remaining 15% shall be
distributed except it could include any possibility, male,
female.

In addition to the poor quality of information con-
tributing to the uncertainty of an analysis result, the
accuracy of a classification program is another factor
to consider, that is the reliability or accuracy of the
program used. Even if the quality of some original in-
formation is excellent, a classifier may still come with
the wrong conclusion. Therefore, the reliability of a
source (e.g., a classifier) shall be taken into account
when accepting the result from such a program.

Now let us turn to the mechanisms that can be used
to model and reason with the above mentioned aspects
contributing to uncertainty of a conclusion. In the past
two decades, many theories/mechanisms have been pro-
posed to represent uncertain information, such as, the
Dempster-Shafer theory of evidence (Dempster 1967;
Shafer 1976), fuzzy sets theory (Zadeh 1978), and pos-
sibility theory (Zadeh 1978; Dubois & Prade 1988). The
most common and popular choice is probability theory
which is adequate when there is a statistical analysis
to justify a probability distribution. For instance, if
statistics show that 80% of people taking buses after
10pm are male, then p(male) = 0.8, p(female) = 0.2
and anyone boarding a bus after 10pm with probability
0.8 being a male, before we observing anything related
to the person. However, not all the situations will give
a satisfactory probability distribution and in some sit-
uations such distributions are impossible to get. For
the above example about identifying a persons’s gender
from a video image, if we do not want to split the re-
maining 15% equally between male and female options,
we cannot use probability theory. A natural choice for
this type of uncertainty is the Dempster-Shafer (DS)
theory of evidence, which is regarded as an extension
of probability theory. DS theory provides us a freedom
to assign a probability mass value to a subset instead
to every individual element of a set.

Let Ω be a finite set containing exclusive and ex-
haustive answers to a question (that is, Ω contains all
the possible values to answering a question and only
one value is the correct answer at a specific time, such
as male, female for the question what is the gender
of a person). We call Ω the frame of discernment

and we denote Ω = {w1, . . . , wn}. A mass function
is a mapping m : 2Ω → [0, 1] such that m(∅) = 0
and

∑
A⊆Ω m(A) = 1. For instance, the information

that the person entering a doorway is a male with
certainty 85% is represented as m({male}) = 0.85,
m({male, female}) = 0.15 if Ω = {male, female}.

To deal with reliability issue, in (Lowrance, Garvey,
& Strat 1986), the Discount rate was defined with which
a mass function can be discounted in order to reflect the
reliability of evidence. Let r (0 ≤ r ≤ 1) be a discount
rate and m be a mass function, then the discounted
mass function mr is defined as

mr(A) =

{
(1− r)m(A) A ⊂ Ω
r + (1− r)m(Ω) A = Ω

(1)

When r = 0 the source is absolutely reliable and
when r = 1 the source is completely unreliable.

There are many other methods to consider the reli-
ability of sources, such as weighted average operators,
or something similar (e.g., (Cron & Dubuisson 1998;
Elouedi, Mellouli, & Smets 2004; Rogova & Nimier
2004)). The idea in these methods is to use parame-
ters or weights to reflect which sources are more reli-
able than other sources, so the more reliable ones have
stronger influence over the final outcome.

Possibility theory has close relationships with both
DS theory and fussy sets theory. Since for every possi-
bility distribution defined in possibility theory, we can
always derive a mass function, possibility theory can be
regarded as a subset of DS theory from this perspective.
This view is in no position to undermine other distinct
characteristics possed by possibility theory, such as its
ability to express agents beliefs and its exclusive set of
merging operators. Fuzzy sets theory has found its ap-
plications most in control-related areas, where problem
parameters are more of continues in nature, such as,
a car’s speed, a room’s temperature etc. Since the na-
ture of attributes associated with uncertainty in CCTV-
based surveillance is more of discrete, we believe DS
theory is a more suitable candidate for this application
when probability theory cannot be applied.

Resolving Inconsistency and Conflict:
Merging Based Approaches

In a large surveillance network, we are facing the task
of considering information collected from hundred of
cameras, sensors, and other equipments. Therefore, we
need to develop approaches to combining information
(or conclusions) from different sources (e.g., cameras)
to determine what the real situation is. A possible sce-
nario on a bus surveillance is that the visibility of a
camera is poor, so the classification of a person being
male or female is indeterministic, though it slightly in
favor of the person being male. The analysis from an
audio recording involving the conversation of the per-
son indicates this person is more likely to be a female.
Then, we have a contradiction/inconsistency to resolve.

When the analysis from each source is represented as
a kind of evidence with uncertainty explicitly modelled



using numerical values, such as a mass function, DS
theory offers a combine rule (Dempster’s combination
rule) to produce a single outcome by fusing multiple
pieces of evidence.

Let m1(·) and m2(·) be two mass functions over Ω
from two distinct sources. Combining m1(·) and m2(·)
gives a new mass function m(·) as follows:

m(C) = (m1⊕m2)(C) =

∑
A∩B=C m1(A)m2(B)

1−∑
A∩B=∅m1(A)m2(B)

(2)

However, when two mass functions are telling almost
totally contradicting information, Dempster’s rule can-
not be applied as it will produce a counterintuitive re-
sult (Liu 2006).

On the other hand, when the analysis from a source
is represented as beliefs using logic based mechanisms,
the merging is taken as a process to produce a new be-
lief base which is consistent. Many different merging
operators have been proposed for this type of merg-
ing ((Konieczny & Pino-Pérez 1998; Qi, Liu, & Glass
2004), etc). However, when a source (actually the anal-
ysis result of its information) believes a person is male,
whilst another believes the person is female, the merg-
ing of these two belief bases produces nothing (a tau-
tology). That is, both the numerical and logic based
approaches cannot deal with situations when there is
a conflict among information provided from different
sources.

One possible way to resolve this is to adapt the re-
vision principle in the community of belief/epistemic
revision research. The underlying assumption in belief
revision is that the newest evidence is the most reliable
one and any inconsistency existing in the original belief
set in relation to this new evidence should be removed.
When adapting this principle to resolving a conflict like
discussed above – we cannot decide if the person is male
or female, one technique is to examine the reliability of
the source providing the conclusion. The more reliable
source should overrule the less reliable one if a single
conclusion must be reached. Let us look at an exam-
ple. Assume that source A provides a belief set about
a person as

{male, tall, having a huge bag, ..., blue coat},
a witness B who saw the person gives a belief set as

{female, tall, having a huge bag},
then the revised belief set is as below if source B is
thought to be more believable.

{female, tall, having a hugebag, blue coat}.
The consistent beliefs are reserved and the inconsistent
part (male verdict from source A) is eliminated.

To realize information/knowledge fusion with pos-
sible adoption of revision techniques, both numerical
based and logic based methods are essential to deal with
different kind of information. So one challenge is the in-
tegrated implementation of such systems and another

Figure 1: Fusion Architecture

is the computational issues involved, since logic based
systems are known to be computational expensive when
certain reasoning capability is required.

Figure 1 shows a typical architecture of a
fusin/merging framework where information is collected
from multiple sources, with variety of format, can be
uncertainty and inconsistent, and a final recommenda-
tion needs to be decided.

Events Modelling and Composition
Since events can be recognized from information pro-
vided by differen sources (e.g., video, audio, and
speedometers) and this information is processed by dif-
ferent algorithms, there is a need to define an uniform
event model that can accurately represent events from
heterogeneous sources. Furthermore, for any applica-
tion, domain knowledge is an essential part for reason-
ing. For example, recorded crime statistics can provide
a likelihood of a criminal act occurring along bus routes
at different times of the day. So we need to model such
domain knowledge properly too.

Event model: As we mentioned in Introduction
that events definitions are application specific. Also,
in the literature, there are two types of events, one
type contains external events (Adi & Etzion 2004)
or explicit events (Wasserkrug, Gal, & Etzion 2005;
2008) and the other consists of inferred events. Ex-
ternal events are events directly gathered from external
sources (within the application) while inferred events
are the results of the inference rules of an event model.

Intuitively, a concrete event definition is determined
by the application domain which contains all the in-
formation of interest for the application.But there are
some common attributes that every event shall possess,
such as
1. EType: describing the type of an event, e.g., Person

Boarding Vehicle abbreviated as PBV. Events of
the same type have the same set of attributes.

2. occurT : the time interval (or point) that an event
occurred.



3. sID: the ID of a source from which an event is
detected.

4. reliab: the degree of reliability of a source.
5. sig: the degree of significance of an event.

Here the degree of significance of an event indicates
the level of interest to further following the event. For
example, in bus surveillance, an event that a young man
boards a bus at midnight is more significant than that of
an old woman. The degree of significance and reliability
are usually estimated through domain knowledge.

Formally, we define an event e as a tuple

e = (EType, occurT, sID, reliab, sig, v1, · · · , vn)

where vis are any additional attributes required to de-
fine event e based on the application. Attribute vi can
either have a single or a set of elements as its value, e.g.,
for attribute gender, its value can be male, or female, or
obscured, or {male, female}. For any two events where
they have the same event type, the same source ID and
the same time of occurrence, these two events are from
the set of possible events related to a single observation.
For example,
e1 = (PBV, [20pm, 21pm], 1, 0.8, 0.7, male, · · · )
e2 = (PBV, [20pm, 21pm], 1, 0.8, 0.7, {male, female}, · · · )
are two events with v1 for gender (we have omitted other
attributes for simplicity) when we cannot be sure if the
person is male or female. So we preserve all these pos-
sible conclusions with some kind of uncertainty.

Probabilistic event models are proposed
in (Wasserkrug, Gal, & Etzion 2005;
2008), while event models using Dempster-Shafer
theory are proposed in (Ma et al. 2009) to describe
possibly incomplete/uncertain surveillance data from
multiple sources.

Event inference: A most common approach
to event inference is to deploy a set of inference
rules representing the relationships between events.
An inference rule R can be defined as a tuple
(EType,Condition, uncertainty) where EType is the event
type of the inferred event, Condition is the set of con-
ditions to infer the events, and Uncertainty is the as-
signment of any uncertainty values associated with the
derivation of the event. We shall bear in mind that
there could be multiple outcomes from a set of condi-
tions, such as threat and no threat from similar behav-
iors etc.

However, once rules are created, unless they are con-
stantly updated, a system using these rules would pre-
dict a relative stable set of events. To cope with the
dynamics of a surveillance system, shall we consider a
multi-agent based system where each agent could ide-
ally evolve and learn from its environment overtime?
This leads to the following discussion.

Scalability and Ontologies
Multi-agent based systems have been explored in the
surveillance area by many researchers (e.g. (Vallejo
et al. 2008; Abreu et al. 2000; Barber et al. 2004;

Rossetti & Liu 2005; Chen, Cheng, & Palenc 2009),
etc.). Developing a multi-agent system (MAS) is a
challenging task, considering sophisticated agent inter-
actions and uncertain environmental dynamics and do-
main requirements. The main premise in multi-agent
systems is to model real world in terms of agents that
exhibit intelligence, autonomy, and some degree of in-
teraction with other agents and with its environment.
Other characteristics of agents include, for example, re-
activity, adaptability, pro-activity, and the ability to
communicate and to behave socially. To achieve the
scalability of a surveillance system, a multi-agent based
system seems to be a choice for the future.

The development of such a system poses many chal-
lenges of its own, such as the requirement of proper
selection of agent technologies where selection is based
on adherence to the agent architecture structure and
satisfaction of domain and installation requirements of
a particular application. Since the main task here is not
to develop novel agent technologies, rather is the proper
application and adaption of existing agent technolo-
gies to CCTV-based surveillance, selecting a suitable
agent system shell would greatly speed up the devel-
opment of an applications system. However, in-depth
understanding of agent systems, knowledge representa-
tion techniques, uncertainty and inconsistency manage-
ment approaches, are all part of the development pro-
cess. Therefore, an intelligent surveillance system over
a large network requires its developers to master many
aspects of research components within the broad area of
artificial intelligence. This is in addition to signal, im-
age, audio processing at the sensory level for providing
elementary information for such a system.

As an essential part of a multi agent system, ontology
development is a must in order to enable agents’ com-
munication. The questions we ask here in relation to
the above discussions are: who are the people responsi-
ble for creating such ontologies, are there any existing
ontologies by the surveillance research community, do
we need to get a standardized ontology worldwide or
shall we develop our own ontologies each time we want
to build a surveillance system? There may be no easy
answers to these questions at this stage. However, as
more and more agent based surveillance systems are be-
ing developed and applied, these questions will need to
be properly addressed by certain organizations similar
to organizations overseeing the development of OWL,
XML etc.

Evaluation Issues
An intelligent surveillance system is a complex artifact,
especially if a multi-agent concept is adopted. When
evaluating such a system, what aspects are we going
to evaluate and how? Many individual elements of the
the system, such as events detection, rules, fusion meth-
ods, agents communications are supposed to be evalu-
ated already separately. When integrating everything
together, we need to be able to pin down the exact
problems that prevent us from obtaining the kind of



reasoning that we anticipate, if that occurs. How can
we achieve this and more generally how can we com-
pare different systems that claim to be able to deliver
different things if they are only tested on their own case
studies?

It seems some kind of repository collecting testing
scenarios would be a way forward, like some standard
datasets used in data mining and machine learning com-
munities. However, unlike datatsets that are relatively
easy to create while still maintaining data protection
policies, surveillance scenarios may be harder to create
and are more prone to privacy issues.

Conclusion
Real-time situation awareness surveillance poses more
challenges than what we have discussed in this short
position/discussion paper. What we have investigated
here are closely related to our experience in developing
intelligent surveillance systems in our research projects.
We want to continue expending this list of challenges
and discuss any related issues they bring during the
next few years when we start working with industry on
building such systems.
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