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Abstract – This paper presents an approach to predicting the feasibility of artificial brains in the future. We focus on 
biomimetic neural models and electronic circuits that implement those models.  Complexities in modeling biological 
neural tissue are discussed.  Estimates are given for the size of artificial neural systems based on CMOS technology 
in 2021, without considering interconnections.  We propose some solutions to the problem of interconnecting 
neurons.  However, the best solution to this issue is an ongoing research topic.  
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1. Introduction 
 
From the early days of vacuum tube and relay electronics, researchers have developed electronic models 
of neurons designed to emulate neural behavior with electrical signals that mimic in some ways the 
measured potentials of biological neurons. However, historically, the size and cost of available electronics 
made construction of complex brain-like structures infeasible.  As technologies have become smaller and 
less expensive, there is a possibility of constructing neural structures on the scale of a human brain in the 
foreseeable future. Therefore, we have begun to examine the feasibility of building extremely large-scale 
neural systems.  
 
Autonomous vehicle navigation, identity determination, robotic manufacturing, and medical diagnostics 
are all engineering challenges that could benefit from technological solutions that involve artificial neural 
structures.  A common capability required for each of the above challenges is image understanding, an 
activity at which humans excel.  A further motivation for creating artificial brain structures is neural 
prosthetics.  While other very difficult engineering problems must be solved to interface biological and 
artificial neurons, understanding the technological requirements and possibilities for isolated artificial 
brain structures could accelerate the hope that such prostheses would become a reality.      
 
This paper is aimed at answering one simple question:  when are we going to be able to construct an 
artificial brain of reasonable size and cost that exhibits almost real-time behavior?  While there are 
hundreds of brain structures that have somewhat different anatomical characteristics [1], this paper 
focuses on cortical structures because of the density and complexity of their interconnections.  This paper 
also focuses on custom biomimetic circuits designed to emulate neurons, sometimes called neuromorphic 
circuits [2]. 
  
Our focus on circuits is in contrast to computer models that simulate neural behavior using conventional 
multiprocessors.  In recent years, several artificial brain projects have been launched that rely on 
computer simulations of neural behavior, hosted on multiprocessors, such as the IBM artificial brain 
project in cooperation EFPL [3]. Emulation can have several advantages over simulation, generally being 
faster, sometimes running at nearly real time for small problems.  For brain emulation, speed may not be 
as critical since neurons are slow in comparison to electronics, but performance becomes an issue when 
the interconnection hardware is extensively time-shared to interconnect many parts of the brain.   



 

 
The USC artificial brain research is progressing along two lines:  

•  First, we are researching the feasibility of emulating brain structures that are biomimetic, that 
reflect the subtleties of the biological neuron behavior, and  

•  Second, we are engaging in some predictions of the future of each potential technology that 
enable us to speculate on the size and performance of a brain emulator.   

 
This paper describes the latter of these two research directions – predictions of future technological 
progress that will support artificial brain structures.  The paper focuses on one specific prediction question 
– when and if nanoscale CMOS technology can eventually be used to construct artificial brain structures.  
We are making numerous assumptions in this paper in order to simplify this prediction problem, and to 
arrive at some preliminary conclusions.  These predictions will become increasingly accurate as each 
assumption is confirmed, refined or rejected. As research progresses and new information is made 
available, the prediction model will evolve. 
 

2. Challenges in Modeling Biomimetic Neurons and the Brain 
 
One of the most difficult of the challenges in modeling the brain is the massive interconnectivity.  
Cortical neurons possess an average of 10,000 and up to 100,000 synaptic connections. [4] With 
approximately 100 billion neurons in the human cortex, and approximately 60 trillion synaptic 
connections, connectivity in the artificial brain cortex will be a major challenge.  Even in the cerebellum 
there are postulated to be 100 billion small granule cells, each with up to 100 synaptic connections. [5]. 
While some connections originate in proximal neurons, some originate in distal neurons, posing an 
interconnection problem for the candidate modeling technologies.  One of the foci of the predictions is on 
speculation regarding possible interconnection strategies that support the massive synaptic connections of 
the cortex. 
 
A second challenge involves the complexities of the synaptic connections, and variations in neural 
processing not just in different regions of the brain but also in different types of neural cells involved in 
proximal processing [5, 6, 7].  Modeling a complete list of neural complexities and variations is probably 
not required for good emulation, but major features that contribute in some significant way to neural 
behavior must be considered.  First, we consider some complexities that are found in most neurons, and 
then we examine some variations between neurons that are significant to behavior at the cellular level. 
These complexities can be categorized into chemical complexities, synaptic structural variations, and 
dendritic structural variations. Most of these variations and complexities are discussed in the reference 
[5].    
 
One of the complexities of neural tissue is the existence of transmitters, chemical messengers that can 
decrease or increase the excitability of the postsynaptic receptors to stimuli by the pre-synaptic cells, 
possibly by altering cell membrane conductance.  A further complication of transmitter function is via the 
retrograde process that directly or indirectly modulates transmitter release in the presynaptic junction, a 
form of extremely local feedback.  Retrograde actions typically occur more slowly than presynaptic to 
postsynaptic activation. In arriving at the predicted size of electronic neurons, we estimate that several 
transistors per synapse will be used to model this delay. 
 
Transmitters acting on secondary messengers can have short or long-term effects on synaptic junction 
activation, referred to as short-term facilitation and depression, and long-term potentiation (LTP) and 
long-term depression (LTD).  Facilitation increases the likelihood of the neuron firing, and depression 
decreases the likelihood. The activation probability of a given synaptic junction is up- or down-regulated 



 

by the amount and timing of presynaptic and postsynaptic activity.  A final transmitter complication 
involves the occurrence of multiple transmitters at a single synapse, sometimes providing conflicting 
messages of potentiation and depression.   
 
A very significant second complexity of neural structure is the existence of synaptic divergence (fan out 
in engineering terms) and convergence (fan in).   A single axon can fan out to several presynaptic 
connections, or several synapses can form around a single axon.  Multiple synapses can converge (fan in) 
to a single postsynaptic terminal, either from a single oversized presynaptic terminal or from multiple 
presynaptic terminals.  Axons can influence the activation of other axons directly, either by sharing ion 
flow, or by forming synaptic connections, axon to axon.  Likewise, there can be dendrodendritic 
connections that act as synaptic junctions.  Synaptic divergence can enhance the signal to noise ratio and 
hence is useful in constructing brain emulators that are fault tolerant, like the brain itself.   A more subtle 
type of interconnection involves synchronization, where activity in one neural process influences activity 
in other processes.   
 
Multiple connections, either fanning into or out of a neuron tend to support the same sign activities, either 
excitatory or inhibitory.  Some synaptic connections have a low probability of firing. Multiple 
connections increase the probability of activation occurring, and therefore increase the “safety factor” of 
the sub-circuit firing properly.  Multiple synapses at the inputs to a single neuron that produce excitatory 
or inhibitory post synaptic potentials (EPSPs and IPSPs) can combine, or sum spatially or temporally to 
produce a potential that is a non-linear summation of the single potentials.  In addition, the action of the 
inhibitory potentials can depend on the type of inhibition.  Modeling this non-linear summation is 
considered important in capturing essential brain functioning.  
  
A further complication is imposed by feed-forward inhibition.  Here excitatory synapses make direct 
connections from a pre-synaptic to post-synaptic connection, while other synapses from the “output” 
neuron connect through a relay neuron to the “input” neuron through an inhibitory synapse.  There is a 
delay through the relay neuron creating an excitatory-inhibitory sequence in the output neuron.  Another 
neuronal behavior that might be important to capture is recurrent inhibition, where excitatory potentials 
in a neuron back propagate to dendrites on that neuron that activate other neurons through 
dendrodendritic junctions.  Those neurons then inhibit the original neuron through inhibitory synapses 
that create IPSPs in the original neuron.  Lateral inhibition also occurs.  An EPSP in a neuron can activate 
IPSPs in neighboring neurons. Some feedback structures produce rhythmic activity or oscillations.  Some 
neurons produce bursts of spikes with a single activation, others produce a single spike.  The periods and 
duty cycles of the spike trains are sometimes significant, and variations in frequency cause different 
responses.   
 
Dendritic structural variations have a first-order impact on the behavior of individual neurons and 
neuronal circuits.  The location of excitatory and inhibitory synapses on the dendrite branches and spines 
determines the functions realized by the combinations of synaptic inputs [8].  In Section 5, we will 
illustrate a candidate electronic design for a dendritic tree that has functions dependent on the location of 
the synaptic connections.   

 
3.  The Prediction Approach 

 
The central goal of this paper is to predict when the construction of a reasonably sized bio-mimetic 
artificial brain will be possible. The sheer size of the structure using current technologies is projected to 
be enormous; the interconnections between neurons pose further problems due to the large number of 
synaptic connections for a typical cortical neuron. The structure and behavior of individual neurons is 



 

complex and highly variable. In addition to conventional CMOS technology, nanotechnology offers new 
and promising alternatives for molecular-scale integration of artificial brains.  Although those alternatives 
are being actively investigated in our group, this particular paper focuses on CMOS nanotechnology. 
 
First, we examine the future trends in CMOS technologies coupled with examination of artificial neuron 
circuits built in CMOS, in order to project when and if CMOS circuits might be small enough to make a 
CMOS artificial brain feasible. An ancillary study on biomimetic CMOS neural structures is yielding 
statistics on neuron size and interconnectivity. For this part of the prediction, spike train artificial neurons 
have been investigated, along with learning circuits, modeling the effects of neurotransmitters, and 
various memory configurations.  
 
Second, the prediction approach also involves postulating architectures for artificial brains that support a 
high degree of interconnectivity. One possible avenue we have investigated is the use of on and off-chip 
networks that connect neurons, with addressable synapses of individual neurons considered, using a 
network-on-chip approach developed at USC [9].   This is in contrast to the bus-oriented interconnection 
scheme Boahen employs [10]. 
 

4. Related Work 
 
A number of researchers have designed, fabricated and tested artificial neurons, and the trend is toward 
increasingly biomimetic neurons.  Others have used general-purpose computers to simulate neural 
networks. Schüffny et al. provide a good survey of research performed up to 1999 [11].  A very small 
number of projects have as a goal construction of an entire artificial brain or cortical columns consisting 
of many neurons, either from general-purpose computers [3] or more specialized architectures such as 
cellular automata [12] or asynchronous ARM processors [13].   Finally, there are researchers that focus on 
specific brain structures like the retina, or applications, like image recognition.   While many neurons in 
the literature have some biomimetic features [e.g. 14, 15, 16, 17, 18], the complete range of neural 
variations has not been implemented in a single model or even in the variety of neuron models distributed 
throughout the research community.      
 
The most notable research on artificial neurons includes Mead’s artificial retina [2]. This significant body 
of work originated with Mahowald and Mead’s pioneering research [19].  Boahen, who studied with 
Mead, also concentrates on retinal processing, including the visual cortex [20].  Many researchers 
describe analog neural circuits, with only a few describing mixed signal circuits. The closest electronic 
models to biological neurons are the mixed-signal models, including Liu and Frenzel’s spike train neuron 
[17], Pan’s bipolar neuron [21] and the cellular neural network research by Chua et al. [22, 23, 24].  Chiju 
et al. extends the CNN work and tests their neural model on specific applications [25]. Sato et al. [26] use 
stochastic logic to obtain analog behavior from digital circuits. Chen and Shi [27] use pulse width 
modulation. Linares-Barranco et al. [28] describe a CMOS implementation of oscillating neurons. Fu et 
al. [29] present thin-film analog artificial neural networks.   
  
A basic CMOS neuron with learning capabilities is found in Chao’s MS thesis [30].  The basic neural 
structure, the Parker neuron, was designed by the author, and the learning circuitry was researched by 
Chao.  Fig. 1a illustrates the original dendrite circuit, while Fig. 1b illustrates a recent enhancement of the 
dendrite circuit to accept spike train inputs.  Fig. 1c provides a layout of the Parker neuron with two 
synapses.  Other noteworthy neurons capable of learning have been proposed [31, 32, 33, 34, 35, 36, 37, 
38,39] Koosh and Goodman [32] put a digital computer in the loop for training, control and weight 
updates, and the neural network is analog, a style realized by several research groups.  Commercial neural 
networks incorporating learning are available, albeit only weakly bio-mimetic, and are in use by the high-



 

energy physics community.     
 
A recent paper by Wells [40] proposes a neurocomputer architecture intended to solve the problems of 
interconnectivity, variable synaptic weights and learning, issues not solved completely by any electronic 
neuron models published to date.  Moravec [41] has performed predictions of when inexpensive general-
purpose computers will match the human brain in processing power, although his predictions seem 
optimistic based on our own estimates.  Finally, Jeff Hawkins, inventor of the PalmPilot, presents an 
eloquent if somewhat informal discussion of the brain [4] that motivates our bio-mimetic assumptions. 
 
Elias [15] has performed modeling of dendritic trees that are similar to our models.  The primary 
difference involves his use of resistors and capacitors, and our use of transistors.  In addition, his synapses 
involve single transistors, and ours account for variability in neurotransmitter concentrations and learning.  
His model is more analog than ours, while ours is more of a pulse and timing circuit. 
  

5.  Size and Speed Predictions of Biomimetic Artificial Brain Structures 
 

5.1 Prediction of Individual Neuron Properties 
 
CMOS technology is a mature technology that allows us to predict the construction of biomimetic neurons 
with complexities beyond current artificial neuron circuits.  We began our CMOS brain prediction by 
designing and laying out prototype VLSI mixed-signal neural circuits and using the transistor counts of these 
circuits as a base.  While digital, analog and mixed-signal circuits are all represented in the literature, the 
focus of this prediction research will be on mixed-signal circuits, each of which represents a single neuron. 
 
These circuits form cores comprising systems on chip, connected by on-chip buses and networks.  First, we 
assume that the cores use conventional CMOS technology, based on the International Technology Roadmap 
for Semiconductors [42], and predict area, delay and power to 2019, when the technology roadmap ends.   
 
We begin our CMOS prediction using an accurate biomimetic neural electronic circuit, the Liu-Frenzel 
neuron [17], along with our more area-efficient basic neuron (Figure 1) and then add capabilities like 
dendritic branches with location-specific behavior.  Thus, we will predict structures composed of two neural 
designs, a design representing a possible lower bound on area and one that represents a more complex design.  
Our layouts of portions of the Liu and Frenzel neuron, verified by SPICE, are shown in Figure 2. A canonical 
neuron with dendritic branches with location-specific synaptic behavior [15] is shown in Figure 3a.  We 
consider in our predictions a simplified CMOS implementation of the dendritic branch as shown in Figure 3b.  
The many possible variations of inhibition [43] are not shown. This particular synaptic structure is taken from 
the Parker neuron [30]. The Liu-Frenzel neuron [17] could have been extended in a similar manner. 
 
We have extended the Parker neuron and the spike train neuron described in Liu and Frenzel [17] to accept a 
sequence of spike inputs as activation, with the likelihood of activation increasing with increasing spike 
frequency and duty cycle, as shown in Figure 1b. This is performed by collecting charge on the gate of a 
synaptic transistor with the occurrence of each spike, and leaking the charge through a high-impedance 
transistor channel so that infrequent and/or narrow spikes, those below a certain threshold of frequency and/or 
duty cycle, would not cause a charge accumulation, while frequent, broad spikes would.  The leakage 
transistor could be tuned to discharge at a faster or slower rate depending on its gate voltage, emulating the 
effects of chemical transmitters on the likelihood of activation.  SPICE simulations have verified this 
straightforward structure. 
 
We predict that CMOS brain structures will be constructed with branching structures like those illustrated in 



 

Fig. 3b to implement a variety of dendritic fan-in structures.  Consider a fan-in synaptic connection as 
described by Shepherd [5], where a single axon forms multiple presynaptic connections to the same 
postsynaptic connection. The transistor implementation of that particular situation could consist of multiple 
parallel PMOS transistors with sources tied to Vdd, and drains tied together representing the same dendritic 
branch or spine, and all with the same input.  Fan-out could be supported as in conventional CMOS circuits 
by resizing of output driving transistors or additional buffers that support increased capacitance caused by the 
fan-out.   Therefore, our future predictions will consider such fan-out support.   
 

 
 
 
 

 (c) 

 

 

Figure 1: A basic Parker CMOS neuron dendrite (a) The original dendrite circuit (b) The dendrite circuit modified to 
accept spike train inputs (c) Layout of Parker’s original neuron 
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Figure 2: Our layout of the Liu-Frenzel neuron 

 
The effect one axon has on a neighboring one can be emulated via capacitive coupling.  Large metal pads 
overlaid on adjacent metal layers and connected to the axons of neighboring neurons can cause neighboring 
neurons to exhibit EPSP and possibly firing (activation) when the original neuron fires.  Such capacitors 
could conceivably be implemented on higher levels of metal without affecting the basic neural structure on 
the substrate, and hence will not be included in neural area predictions.  However, these coupling capacitors 
might affect wiring space. 
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Figure 3: (a) Abstraction of the dendrite tree of a cortical pyramidal neuron [5]. (b) Possible CMOS implementation of 
the dendrite tree. 
 

5.1.1 Estimating the number of transistors in a synapse 
 
The simplest possible synaptic structure is a single MOS transistor.  However, additional transistors would be 
required to model memory, learning, neurotransmitters, the refactory period, and other phenomena that 
complicate the behavior of the synapse.  While the biological mechanisms underlying the synaptic behavior 
are complex and not completely understood, we are making an assumption that charge storage can be used to 
model a wide range of phenomena, like the influence of neurotransmitter concentrations and the impact of 
learning.  Additional elements can be used to model dynamic behavior such as the refactory period.  
Therefore, our estimate of synaptic complexity at this point is a simple order of magnitude more complex than 



 

the simplest synapse, or 10 transistors.  The electronic synapses in the literature fall well under this estimate.   
 

5.1.2 Estimating Space Occupied by Neurons 
 
We are assuming that the number of transistors on a chip doubles every 18 months, assuming Moore’s law 
holds until 2021.  Gordon Moore himself predicts it will hold until 2013 [44].  We are assuming present day 
that there are 1 billion transistors per chip.  Intel has reported on a dual core chip, Montecito, with 1.67 billion 
transistors and dimensions 27.72 mm x 21.5 mm, for a total area of 596 mm2 in 90 nm technology [45].   
Since the chips we are proposing are custom logic rather than processor/cache configurations, we make a 
more conservative estimate of 1 x 109 transistors/chip.  The reasoning here is that custom neurons could be 
more difficult to lay out, and therefore a die of identical size would contain less transistors.  We are assuming 
constant die size of 2.5 cm x 2.5 cm over the 15 years. 
 
Let ψinit be the number of transistors per chip initially [45], and ψfin be the number of transistors to be 
predicted for 2021, 15 years from now.  ψinit=109 transistors per chip and,  
 

)(* Minitfin χψψ = transistors/chip, 
  
where χ is the multiplicative factor, and M is the number of months between initial and final estimates.  
 

RMY = so )(2)( RMM =χ , 
 

where Y is the number of times the transistor count doubles, and R is the number of months elapsed for the 
transistor count to double.  Assuming doubling in 18 months, and assuming we look 180 months (15 years) 
into the future, 2021, the transistor counts should have doubled 10 times.   
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Therefore, we predict that in 15 years (180 months) there would be 1012 transistors/chip.  
 
We assume that on the average, each cortical neuron has 10,000 synapses [5, 4].    If each synapse contains 10 
transistors, plus the few transistors representing the axon, the total number of transistors in a neuron is 1 x 
105.  Therefore, the number of neurons per chip can be estimated to be 
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Thus, in 15 years, we will require 1 x 104 chips (integrated circuits) to construct an artificial brain with a 100 
billion (1 x 1011) neurons.  Boahen predicts biomimetic chip densities will be within a factor of 10 of 
biological neuron density within the decade [20]; however, his estimates regarding the number of transistors 
per synapse differ from ours. 
 
There is more uncertainty when estimating system size because the future of multi-chip modules (MCMs) is 



 

less predictable.  However, we will assume MCM’s occupy 30% of board space.  On each MCM, we assume 
dies occupy 70% of the space.  We assume that 6 12” x 12” boards fit vertically in a 1 ft3 of space. Then the 
system could hold 180 chips/ ft3.  Based on these assumptions, in the year 2021, we require a space of 55.5 ft3 

to house our neural circuits, absent any interconnections.  If the racks are 8 ft. tall, then we require 6.9 sq. feet 
of space for the equipment.  Allowing for air space around the equipment, we estimate the neurons in the 
artificial brain to occupy 14 sq. ft.  This is approximately the total free space available in the first author’s 
university office.   
 

5.2 Predicting Interconnections 
 
The massive interconnectivity challenge with on- and off-chip networks to connect neural circuits bundled 
into on-chip cores will now be examined, and interconnection feasibility predicted.  If 1 x 107 neurons/chip 
were possible in 15 years, the question is how these neurons could be organized so that interconnectivity 
could be possible.  This problem is sufficiently complex that an immediate answer is not possible.  However, 
some speculation is indeed possible. 
 
Estimates of chip size assume that there will be 100 cores on a chip in approximately 6 years [46], so we can 
safely assume that we will be able to build chips with 100 cores in 15 years.  (Each core on a conventional 
CMOS integrated circuit is a collection of circuits that comprise an independent executing environment, like a 
processor.)  This implies that each core would contain 1 x 105 neurons.  Based on this model, assuming that 
the core size is 2.5 mm on a side, we can assume that 100 cores will fit on a 2.5 cm x 2.5 cm die. Therefore, 
each neuron, of the 105 in each core, occupies 62.5 µ2 of die area. 
 Massive interconnections characterize brain structures, particularly in the cerebral cortex.  Using a 
pyramidal windowing structure we designed (Figures 4 and 5) we can make a predictable number of 
connections to an area of silicon that is a function of the silicon area and the available layers of metal.  
The number of window layers depends on the number of available metal interconnect layers. The number 
of connections possible to a core H by H in area can be computed with Equation 1 [47]: 
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where ω-α is the number of available metal interconnect layers, E is the required spacing from the edge of the 
core to the lowest (outer) layer of metal contacts, Di is the required width of contacts on layer i, and Si is the 
spacing required between contacts terminating on layer i and layer i + 1.  Si is the contact spacing on the lth 
layer. The variable α represents the first layer of metal allowed for inter-neural connections. 
 

 
Figure 4. The pyramidal window structure [47] 
 
For our predicted technology in 2021, we assume all metal layers have the same design rules as metal 1 (the 



 

metal layer closest to the substrate).  Therefore, in 2019, Di= D =23.3 nm1, Li=14 nm and Si=14 nm [42].  A 
rudimentary calculation, assuming all metal layers have the same parameters as the first metal layer, shows 
that less than 6000 connections can emerge from the projected neuron area, 62.5 µ2.  If each neuron has 
10,000 synapses, and a fan out of 10,000, this projected neural area cannot support the number of necessary 
point-to-point connections.  Therefore, alternative means of neural communication are necessary.  Boahen 
gives a firing estimate of 1016  “activations” a second.  While electronics can certainly match the speed of 
neurons, and their communication with other neurons in real time, scaling up emulation to millions or billions 
of neurons poses a communications problem.  Point-to-point connections are impractical for all but the closest 
neurons. If conventional CMOS is employed, some sharing of the interconnection media must occur.   
 

 
Figure 5. The arrangement of contacts for maximum connections to a given area [47]. 
 
 
For our estimations of communication complexity, we can assume that the axon of a neuron firing fans out to 
about 10,000 synaptic connections [5].  The “distance” these connections are from the soma can be modeled 
as an exponential distribution, with the axon more likely to have presynaptic terminals close to the soma.  
Experimental results [48] support this assumption. The complication is that Singh’s experimental data is for 
the 3-dimensional human brain structure, and we would like to assume that the exponential nature of the axon 
length data holds as we map biological neurons in 3D space onto the substrates of chips, modules and boards.  
Unfortunately, this differential geometric mapping is a difficult one to describe mathematically, so further 
study is required.       
 
With this assumption, we are going to further assume that connections within the core are point-to-point.  

                                                 
1 MOSIS deep submicron rules:  assuming 14 nm is 3 λ, deep submicron rules state that vias are 3 λ x 3 λ 
wide and there is a 1 λ border of conducting material around the via. Therefore D is 5* λ. 



 

There are 105 neurons/core, and 104 synaptic connections each axon makes.  So there are 109 connections per 
core.  Assuming there are going to be 14 metal layers in 2021 [42], we propose allocating layers one through 
five to intra-neuron connections, including power and ground wiring, layers six through 12 to intracore 
connections and the final two layers to inter-core connections.  Assuming wire lengths can be modeled using 
a Poisson distribution [49], most of these connections are short, and hence we assume most neural 
connections will be within a single core.  
 
Inter-core communications will probably of necessity be shared.  One could make the same arguments here 
for networks on chip (NOC) that DeMicheli has made for conventional CMOS integrated circuits [50].  Such 
networks are typically packet switching networks. and have been reported to occupy about 6.6% of the layout 
area of example integrated circuits [51].  However, due to the decreasing traffic as distance increases between 
neurons, Such a packet-switched network could become unnecessary for long connections and occupy more 
substrate area than necessary.  A lower-bandwidth network might be appropriate for more distant on-chip 
connections, creating a hierarchy of interconnection schemes, as proposed by Raghavan [9].  
 
A leading candidate for such a network is a modified torus topology with token ring protocol that we have 
been researching, as shown in Figure 6 [9].   For our token ring design, the chip area occupied by the token 
ring is estimated to be ~ .5% of the total chip area [52].   Some trivial modifications of the token ring NOC to 
reflect smaller payloads will be researched.  One possibility is to make every synaptic connection addressable, 
resulting in a large address space, subdivided into intra-core, inter-core, inter-chip, inter-module and inter-
board fields.  For very large systems, inter-board and inter-rack fields could also be used to extend the address 
space.  Spike trains entering the network would be encoded digitally with firing duration, duty cycle and spike 
frequency fields, and decoded to analog spike trains at each addressable synaptic connection.    
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Figure 6. Modified token ring network with neural cores. 

 
 



 

6.  Conclusions 
 
Our biomimetic neural size estimates have barely begun to incorporate interconnections; however, it is 
obvious that interconnection issues in the artificial brain pose a vast technological challenge.  Research on 
potential interconnection strategies is continuing within the USC artificial brain project and in other 
research groups.   
 
At the beginning of this paper, we posed a question as to when technology will support the construction 
of an artificial brain.  The predictions made in this paper, looking 15 years into the future, are highly 
uncertain and many issues are not likely to be resolved even in the next decade, as we continue to 
investigate this question.  This paper represents a beginning and not a final answer.  The hope is that 
researchers will be inspired by the questions raised in this paper and will join us in this exploration. 
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