IDENTIFICATION OF ENTITY MENTIONS IN TEXT

AND THEIR COREFERENCE RESOLUTION

APPROVED BY SUPERVISORY COMMITTEE:

Dr. Sanda Harabagiu, Chair

Dr. Dan Moldovan

Dr. Vincent Ng



Copyright 2006
Cristina Nicolae

All Rights Reserved



To Gabriel, my parents and my friends here and there.



IDENTIFICATION OF ENTITY MENTIONS IN TEXT

AND THEIR COREFERENCE RESOLUTION

by

CRISTINA NICOLAE, Eng.

THESIS
Presented to the Faculty of
The University of Texas at Dallas
in Partial Fulfillment
of the Requirements

for the Degree of

MASTER OF SCIENCE IN

COMPUTER SCIENCE

THE UNIVERSITY OF TEXAS AT DALLAS

December 2006



PREFACE

This thesis was produced in accordance with guidelines whichitgée inclusion as part of
the thesis the text of an original paper or papers submittgoufication. The thesis must
still conform to all other requirements explained in the “Guide the Preparation of
Master's Theses and Doctoral Dissertations at The Universifyexas at Dallas.” It must
include a comprehensive abstract, a full introduction and literatuienrend a final overall
conclusion. Additional material (procedural and design data ak asedescriptions of
equipment) must be provided in sufficient detail to allow a cladrpaecise judgment to be
made of the importance and originality of the research reported.

It is acceptable for this thesis to include as chapters aidhempies of papers already
published, provided these meet type size, margin and legibilityresgents. In such cases,
connecting texts which provide logical bridges between manuscrgptnhandatory. Where
the student is not the sole author of a manuscript, the student irecetiumake an explicit
statement in the introductory material to that manuscript desgrihe student’s contribution
to the work and acknowledging the contribution of the other author(s). ghatsies of the
Supervising Committee which precede all other material in tisgsthéest to the accuracy of

this statement.
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Detecting the entities in a text is a very important parthe understanding of the text.
Entities represent the main concepts of the discourse, what the ductisnall about”.
Without knowing these, the text is just a succession of words. Theftaetecting entities
has applications in many Natural Language Processing domain$/diéieine Translation,
Summarization, Information Retrieval and Question Answering— iafadlhich a thorough
understanding of the conceptual structure of discourse is vitaltlidss proposes a method
for detecting entities and their mentions in natural languexfe The work is divided into
two successive steps: a method for detecting all the mentiomgart, and a method for
grouping these mentions together into classes that refer teathe entity. The novelties
introduced in this thesis are the use of the semantic hierarchigee WordNet lexical
database to detect the entity types of nominal mentions, and a top-dmph-based
approach to clustering together mentions that refer to the eatig. It is shown that the
second step benefits from the results of the first step, and that the enéra sysbmpetitive

in terms of performance with the best ranked systems in the scientific cotymuni
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CHAPTER 1

INTRODUCTION

1.1 Problem Description: The Entity Detection and Tracking Task

Detecting the entities in a text is a very important parthe understanding of the text.
Entities represent the main concepts of the discourse, what the dudctisnall about”.
Without knowing these, the text is just a succession of words. Theftaetecting entities
has applications in many Natural Language Processing domaing/diéieine Translation,
Summarization, Information Retrieval and Question Answering— iafadlhich a thorough

understanding of the conceptual structure of discourse is vital.

According to the Automatic Content Extraction program ([ACE Phas0@3]) EDT task
guidelines:
An entity is an object or set of objects in the world.

A mention is a textual reference to an entity.

Entity detection and tracking means identifying entities and #igibutes in a text. In other
words, an algorithm that solves this task must find which mentions refer ¢b eiities and
group them into equivalence classes, each class corresponding tttyanTérese classes
have certain attributes, and the mentions themselves have attrdsute®ll. An entity
detection and tracking algorithm has to identify all this information correctly

1



To exemplify the problem of entity detection and tracking, theofotlg text has been

selected from thacEe corpus.

Paul Kariya, the superstar left wing of the Mighty Ducks of Anaheim, will not play for Canada
because of a concussion he sustained Feb. 1. Kariya will be replaced by Montreal's Mark
Recchi.

Figure 1. An example from thecE corpus.

Applied on this text, an entity detection and tracking system would have to firnalltveirig

information (the mention heads are underlined):

Entity 1. Person. Specific. Mention®aul Kariya, the superstar left wing of the Mighty
Ducks of Anaheinfname)the superstar left wingf the Mighty Ducks of Anaheifnominal),
he (pronominal) Kariya (name).

Entity 2: Organization. Specific. Mentionthe Mighty Duck®f Anaheim(name).

Entity 3: Geo-political Entity. Specific. Mentiongnaheim(name).

Entity 4. Organization. Specific. Mention€anada(name).

Entity 5: Geo-political Entity. Specific. Mention84ontreal (name).

Entity 6: Person. Specific. Mention§lontreal's_Mark Recchiname).

Let us note thaEntity 4 is an organization and not a geo-political entity, despitet \&@ha
superficial look might show, becauS€anadain this context refers to a team and not the

country.

The first step in the task is mention detection. This step invoindm§ all mentions in the

text and their characteristics. Mentions are noun phrases (AlRsan be name mentions,



nominal mentions or pronoun mentions. Mentions have the same type andityeasribe
entity to which they refer. Finding the mentions also impliesectlyr finding their full
extents and their heads. Mentions can be nested— some mentions contameottiens,
which refer to different entities, as can be seen in the following phrase:

the Mighty Ducks of Anaheim

In this case, there are two mentions which refer to two diffenetities:the Mighty Ducks of
Anaheinrefers toan organization andnaheimto a GPEThe latter mention is nested within

the former.

The second step is to identify the entities to which the tegtseby grouping the mentions
using the information about them obtained in the first step. Enéteedimited by theaCE
specification to the five types mentioned abov&ER$ON ORGANIZATION, FACILITY,
LOCATION and GPE. The definition of the types, reproduced from the [ACE Phaxi03]
annotation guidelines, is as follows:

Person: Person entities are limited to humans. A person may be a smgjvidual or a
group.

Organization: Organization entities are limited to corporations, agencies, &ed gtoups
of people defined by an established organizational structure.

Facility: Facility entities are limited to buildings and other permanest-made structures
and real estate improvements.

Location: Location entities are limited to geographical entities suclgeographical areas

and landmasses, bodies of water, and geological formations.



GPE (Geo-political Entity): GPE entities are geographical regions defined by political
and/or social groups. A GPE entity subsumes and does not distinguisleretwation, its

region, its government, or its people.

Any entity detection and tracking system that is correcbr@ing to theaCE specifications
must identify for each entity its type, its generiatgiss and all of the mentions in the given

text that refer to the particular entity.

1.2 Mention Detection Overview

Quoting [lttycheriah et al., 2003], mention detection is finding alhtioes in the text and

their type, level and genericity. Finding these mention cheniatits is the first step in an
entity detection and tracking system. The mention attributeaated in this phase serve in
the second (tracking) phase as selectional constraints orefealfime most work in this area
was done for detecting the type of named entities, but a fewmtrapproaches take into

consideration other types of mentions and other attributes.

The first approach discussed is by [lttycheriah et al., 2003], wbpoped a system for
identifying and tracking entity mentions in a document, as pathefAutomatic Content
Extraction evaluation for entity detection and tracking. The rekees divided the task into
two subproblems, mention detection and mention tracking, and adopted diffetiiods for
each. For mention detection, they employed two complementary namgdreabgnizers
and combined them with other syntactic and lexical sources of infiormato a maximum
entropy probabilistic framework. The result was a high performa@memention tracking,

they proposed a new statistical approach, which gave relevan®sdo pairs of mentions



and then clustered them with a greedy algorithm that operated andéeof apparition. The
model used binary lexical, syntactic and semantic features. Ttogrpance of the system in

the evaluation was satisfactory.

A second approach was authored by [Florian et al, 2003]. It consiststatistical model for
multilingual entity detection and tracking— the framework was nagdesd to be specific to
a certain language, but instead worked for three differegubeges: Arabic, Chinese and
English. The researchers also separated the task into two sutitaske&ntion detection and
the entity tracking. The mention detection is recast as aifitasion problem, with a linear
and a log-linear classifier and lexical, syntactic and semantic ésataraddition, the authors
combined multiple pre-existing mention taggers. A few of the featwvere language-
independent (e.g. the part of speech, dictionary information), whilelibesotere language-
specific, corresponding to each of the three languages considerds. tEauking used a
maximum entropy model with lexical and syntactic featuses] a novel probabilistic
coreference decoding algorithm. The experiments proved that ttensy performed

remarkably well, for all three languages.

1.3 Coreference Resolution Overview

As defined by [Ng, 2005], coreference resolution (also known as anapswhution or
entity tracking) is the problem of determining which noun phrasegsertaor dialogue refer
to which real-world entity. Coreference resolution is an imponaeliminary subtask in
discourse processing tasks like Question Answering, Segmentatiorma@ization and
Information Extraction. Knowing which noun phrases refer to the samtigy is a useful

piece of information when searching for a solution in the previoogtioned complex



tasks; without this information, an algorithm has a performanceltpenam the start. As
written by [Soon et al., 2001], in particular, information extracti@) @ystems like those
built in the DARPA Message Understanding Conferences ([Chinchor, ,1p2@)dheim,

1995]) have revealed that coreference resolution is such alcciicgonent of IE systems
that a separate coreference subtask has been defined andeevaineemuc-6 ([MUC-6,

1995]). Coreference resolution basically means linking all mentionséfexr to an entity
(anaphors) to mentions previously appeared in the text that arefpdre same entity

(antecedents).

1.3.1 Early Studies

The complex problem of coreference resolution was tackled in theneg by considering

only a subpart: pronominal anaphora resolution. [Hobbs, 1986] proposed both a naive
syntactic algorithm based on sentence parse trees and selembiostaaints and a semantic
algorithm based on knowledge in the form of predicate calcuiwsna (which made up a
lexicon). This knowledge was augmented by applying semantic infereeseoruthe axioms

to obtain new axioms. Hobbs did not implement his methods, but tested yheamd on a

small set of sentences.

[Ge et al., 1998] introduced a statistical approach to pronominal asapsmiution. This
approach was different from earlier work by not relying on knogédedhstead using a very
small corpus from Penn Wall Street Journal Tree-bank text ¢hdaet al., 1993]). They
incorporated multiple anaphora resolution factors into a statistmalework: the distance
between the pronoun and the proposed antecedent, the gender/number/animteity of

proposed antecedent, governing head information and noun phrase repetition. The



gender/number/animacity information is learned through their methodnstipervised

learning.

[Mitkov, 1998] also rejected a knowledge-based system, one that welyldheavily on
linguistic and domain knowledge, and instead presented a robust, knowledg@poach
to resolving pronouns in technical manuals. The input was checkedrémnaent and for a
number of antecedent indicators. All candidates were assigned byoeash indicator and
the candidate with the highest score was returned as the antec@&dentmethod

outperformed all previous efforts.

1.3.2 Philosophy of Reference

In his two papers from 1979 and 2002, Jerry Hobbs discussed theoreticels aspe
coreference resolution. [Hobbs, 1979] treated the problem of coherencerafetence. He
started by presenting the three requirements for a theory of cohetestcéhdt we should be
able to explain the function of each of the coherence relationsngethat the cohesive
relations studied by [Halliday and Hasan, 1976] (identity, simylaitd subpart) could be
seen as deriving from the coherence relations; and finally, b®atrélations must be
computable. He continued with the inference component and its fourtssputa,

representation, operations and control. He then proceeded to define cetvm@nce

relations: elaboration, parallel and contrast. Finally, he talked abealving coreference
based on coherence information: resolving reference against prior dmscaasolving

reference against a world model and resolving reference against aataltepresentation.



[Hobbs, 2002] discussed the definite determiner “the” and its usesptessxthe relation
between the entity referred to by the noun phrase and the diescppdvided by the noun
phrase. According to Jerry Hobbs, who examined several hundred exahphesuse of
“the” in a diverse corpus, the examples can be classified intwagegories: mutually known
entities, directly anaphoric “the”, indirectly anaphoric “the’idiging, determinative definite

noun phrases and generic definite noun phrases.

1.3.3 Statistical Techniques

Research in coreference resolution started by leaning on heavyekigewbut recent data-
driven approaches compare in performance with the knowledge-based orese#dtving
the pronominal anaphora, researchers turned to other kinds of anaphoraandraesimon
nouns. The supervised machine learning approaches proposed by [Soon et al., 2001], [Ng and
Cardie, 2002], [Yang et al., 2003] and [Luo et al., 2004] recast coreferesa@tion as a
binary classification task. The classification target functimnsa noun phrase (NP) in the
text are “coreferent” and “non-coreferent”. The classifaraiis done by a machine learning
algorithm, which in the first phase trains on the development s&t ahnotated corpus and
in the second phase is applied to the input text to classiitg NIPs. After the classification
has ended, the coreference algorithm applies a clustering metholotaio equivalence
classes from the NPs in the text, according to their paireaseference confidence. Each of
these equivalence classes corresponds to a real-world entitpulné of the algorithm is

the input text annotated with the obtained coreference information.

Other data-driven approaches are weakly supervised ([Muller, @082], [Ng and Cardie,

2003a], [Ng and Cardie, 2003b]) and unsupervised ([Bean and Riloff, 2004]). Wedead



the approaches rely on a simple machine learning algorithm, sbthem do a selection
based on the competition between algorithms ([Muller et al., 2002]afidgCardie, 2003a],
[Ng, 2005]). Some go even further, to a competition between candifdéses) (et al., 2003])

or a selection among all possible methods of optimization ([Ng, 2004], [Ng, 2005]).

1.4The Importance of Entity Detection and Tracking

The entity detection and tracking task obtains information aboutritieges and about the
textual mentions that refer to them. For each word of the ketti$ relevant to the text
because it refers to a real-world entity, the resolver retimndgollowing information: what
type of entityit is (FERSON ORGANIZATION, LOCATION, FACILITY, GPE), whattype of

mentionit is (name, nominal, pronominal) and h@enericit is (generic or specific). This
information helps in the text's understanding, which permits a déeyparof analysis to the
applications that use it. Entity detection and tracking is agt@akubpart of information
extraction ([Cunningham, ?]), combining the entity detection with ¢thneference resolution
components into a more complex task than the simple knowledge oéremred of thaiuc

task ([MUC-6, 1995]). This rich knowledge is very helpful in applmagi like Machine

Translation, Summarization, Information Retrieval and Question Answering.

1.4.1 EDT and Machine Translation

Machine Translation (automatic text translation from one largt@gnother) is a difficult
task because behind this simple procedure there lies a complexive@méeration. For
example, to decode the meaning of the source text in its enthietyranslator must interpret

and deeply analyze all the features of the text, of which an tenggpart are the entities.
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Knowing the type of the entity, for example, serves as a disaiaiog when the translator

is confronted with a word that can be translated differently depending on the context

English: Kariya will be replaced by Montreal's Mark Recchi.

Babelfish English to French automatic translation: Kariya sera remplacé par la marque
Recchi de Montréal.

Correct French translation: Kariya sera remplacé par Mark Recchi de Montréal.

As can be seen from the previous example, Altavista’'s Babelftsimatic translator did not
realize thatMark is the name of a person, and translated it into French by congidea
common nountbe marh. If the translator had the information that the word was a peitson,
would know to reproduce it at translation. To note is that capitalizad not a perfect

indicator of a name; there are many texts in which proper names are notzsgitali

1.4.2 EDT and Summarization

Summarization is the automated process of obtaining a summary, alysaact, from a
document. Knowing the entities can improve the task, by increasirtgxhenderstanding.

Let us consider an example.

Mrs. Peacock killed Mr. Body in the conservatory.
She killed him with the revolver.

In this situation, the summary would be:

Mrs. Peacock killed Mr. Body in the conservatory with the revolver.

To obtain such a summary, a program must knowghats in factMrs. Peacockand that
him refers toMr. Body. This information is a result of the EDT task. Without the information,

the summary would not incorporate all the facts in the text, and would be incorrect.
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1.4.3 EDT and Information Retrieval

Information Retrieval searches, organizes and analyzes thénda collection of documents
based on user queries. The most popular such collection of documents3Nertlewide
Web. Retrieval is not only at a lexical level— it can be semast well. That is, if the user
query isl.B.M., the results returned should also contain documents referrintgtoational
Business Machines Corporationonsidering these are the same entity. This is where the
EDT task is needed. By having information about the entities,rahseagine can improve

the relevance of the results it retrieves.

1.4.4 EDT and Question Answering

The same applies to Question Answering, which is the automaigeaing of questions
based on similarity with a collection of documents. Since the aimgyés done by

comparing the text of the question with the text in the codlactit is imperative to know
which of the words refer to the same things, because theiphmafsthe question and the
collection can differ, and instead of generating all the possiblstiqus, it is easier to use

the coreference information.

Text fragment: President Bush was born on July 6, 1946, in New Haven, Connecticut, and
grew up in Midland and Houston, Texas.

Question: When did the 43 American president arrive into this world?

The answer is hard even for people, but becomes harder for the corbposeise the
guestion does not refer to the name of the president, while theamtetins the name. The
correct answer:

on July 6, 1946
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can be inferred by knowing thBtesident Buslandthe 43" American presiderdre the same

real-world entity.

1.5Thesis Goal

The thesis goal is to present a pipelined approach to entitytidataad tracking, by, firstly,
detecting all mentions in a text and, secondly, grouping together riresgt@ns into classes
that correspond to the same real world entity. The thesis wiligse methods to solve both

of these steps, and will detail their characteristics, algorithms andregpéal results.

1.6 Thesis Layout

This chapter introduces the problem of entity detection and trgckisgusses mention
detection and entity tracking (or coreference resolution) by pragesatme of the previous
work done in the respective fields, and exemplifies the importaneatd§ detection and

tracking in natural language documents.

Chapter 2 presents the types of linguistic resources empioybis work, comprising the
WordNet electronic dictionary, three named entity recognitiotesys and a word sense
disambiguation system. Despite of the fact that the named eatibgnizer used here is
developed in-house, the discussion of the three systems offersgii insihe workings of
such a program. The three resources have all proven relevanvimgsble entity detection

and tracking task.

Chapter 3 presents the methodology for mention detection. It sténtsnvoverview of the

problem and continues with describing the steps of the method. Mentiatialets cast as a
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classification problem, and the features on which the classiicatigorithm relies are

detailed.

Chapter 4 describes the graph algorithm for entity trackingdcB#sTCUT. The problem of
entity tracking is introduced and the entity tracking algoriterdiscussed with an emphasis
on the classification features and the clusterization method, with atefreisemploys. This

chapter also presents the advantages and disadvantagesroUB.

Chapter 5 presents the experiments and results performed on both ritienndetection

subsystem and the coreference resolution subsystem, sepaamattlycombined. It is
empirically proven that the best performance of the completemsyis achieved when the
two subsystems are combined. The results are competitive wibesheesults published to-

date in the coreference resolution problem.

The thesis concludes with a recapitulation of the main points presented in the document.



CHAPTER 2

LINGUISTIC RESOURCES

2.1 The WordNet Electronic Dictionary

According to [Miller, 1995], WordNet is an online lexical databdssigned for use under
program control. It is encoded in computer-readable form, and combinesatnest of a
dictionary and a thesaurus. This makes it a valuable resource umaln#énguage
understanding, by giving the computer information that until now was avdylable to

humans.

The lexical database contains English nouns, verbs, adjectivesadapedos (open-class
words). The words are grouped into sets of synonyms (synset$), repesenting a
lexicalized concept. The synsets are linked through semantimnslaEach word can be a

noun, a verb, an adjective or an adverb, or combinations of these, depending on its context.

An example of an entry in WordNet for the wdfdrret” is illustrated in Figure 2.

14
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Noun

1. (n) black-footed ferret, ferret, Mustela nigripes (musteline mammal of prairie regions of
United States; nearly extinct)

2. (n) ferret (domesticated albino variety of the European polecat bred for hunting rats and
rabbits)

Verb
1. (v) ferret (hound or harry relentlessly)
2. (v) ferret (hunt with ferrets)

3. (v) ferret out, ferret (search and discover through persistent investigation) "She ferreted
out the truth"

Figure 2. The WordNet entry for the wdidrret”.

The noun‘ferret” has two senses, which means it is a part of two different tsyrisach
sense is associated with the words of the synset correspondiragntbwith the definition of

the word (the gloss). The vertierret” has three senses, and is part of three synsets.
Sometimes the WordNet entries also contain examples, $ike ferreted out the truth”,
which help the user to better understand some of the senses. A monosenisa word

that has only one sense. A polysemous word is a word that has monthaense, and the
senses are interrelated. For example, a polysemous wach®l!”, which can mean both a
building and an institution, because these two senses are connectevolThenses are

called the polysemous senses of the wecthool”.

Statistical information presented in [Miller, 1995] said that Watdbbntained more than
118,000 different word forms and more than 90,000 different word senses, orhaore t

166,000 word-sense pairs. Approximately 17% of the words in WordNetpegreemous;
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approximately 40% had one or more synonyms. Up-to-date statistite dfordNet main
websité, presented in Table 1 and TablesBow the evolution of WordNet.

Table 1. WordNet statistics in 2006

POS Unique Strings | Synsets | Total Word-Sense Pairs
Noun 117097 81426| 145104

Verb 11488 13650 24890

Adjective | 22141 18877 | 31302

Adverb | 4601 3644 5720

Totals 155327 117597207016

Table 2. WordNet monosemy and polysemy statistics in 2006

POS Monosemous Words and Senses | Polysemous Words | Polysemous Senses
Noun 101321 15776 43783
Verb 6261 5227 18629
Adjective | 16889 5252 14413
Adverb | 3850 751 1870
Totals 128321 27006 78695
Table 3. Semantic relations in WordNet
Semantic Relation | Syntactic Category | Examples
Synonymy N, V, Adj, Adv N: student/pupil
(symmetric) V: drink/imbibe
Adj: red/crimson
Adv: slowly/tardily
Antonymy N, V, Adj, Adv N: night/day
(symmetric) V: run/idle
Adj: white/black
Adv: violently/nonviolently
Hyponymy N bus/car
(transitive)
Meronymy N air bag/car
Troponymy V limp/walk
Entailment V snore/sleep

! http://wordnet.princeton.edu/man/wnstats.7WN
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WordNet has six semantic relations that can occur betweentsymable 3 illustrates these
relations.

Synonymyis the relation of similarity between two words.

Antonymy is the relation of oppositeness of two words.

Hyponymy is the relation between a subordinate and a superior. (Reversienrata
hypernymy.)

Meronymy is thepart-to-whole relation. (Reversehslonymy.)

Troponymy is a relation between a manner of doing an action and the action (has
corresponding relationyponymy for nouns).

Entailment is an implication between two actions.

2.2Named Entity Recognition Systems

Named Entity Recognition (NER) means identifying named esitiigext and their types.
NER is an important step in mention detection, because named guitiffess very important
role in the significance of a discourse. Name, nominal and pronomeriions cannot be
treated as the same type of words; each needs a differerficapethod of resolution. Each
resolution has its level of performance, and, typically, named estibgnition is the closest

in performance to human performance.

Because named entity recognition is not in the scope of this thadis;house named entity
recognizer was used, which is similar to Nymble, the &ystem that will be presented in
this section. It was used to identify five named entity type&ERSBN ORGANIZATION,
LOCATION, FAcCILITY and GPE, which are the same types of entities that thatiane

detection algorithm presented in this thesis recognizes.
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2.2.1 [Bikel et al., 1997]'s Nymble NER System

Nymble was introduced in [Bikel et al., 1997] as a statisticdddn Markov model-based
approach to finding names and other non-recursive entities in tgdr #seMuUC-6 task. The
named entity recognizer used a slightly-modified version of the hiltdgkov models used
in speech recognition. The approach considered the raw text to anmibtatemed entity
information as though it had been initially marked with the comeated entities and then
had passed a noisy channel, similarly to a speech processiegisgstd the task was to

recreate the original named entity annotations, thus solving the namedeaadgyition.

The model was a hidden Markov model with eight internal stategspanding to the name
classes, and the start and end of sentence states. Theigera@réhe words and the name
classes went as follows: first, select a name class, conditioned psetheus name class and
the previous word; then, generate the first word of that name class, cordihiptiee current
and previous name classes; finally, generate all subsequent wahds ndme class, each of
them being conditioned on its immediate predecessor. They used smoattlimgck-off
models to make up for the sparseness of data. The three stepepeated until the entire
observed word sequence was generated, and then they used the \gteithimalto search

the space of assignments, maximizing the probability of the name clagses$hg words.

The Nymble recognizer performed at near-human performance, esitlits that surpassed
90% accuracy. The system identified the named entity typebeimwC task, namely

organizations, persons, locations, times, dates, percentages and money amounts.
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2.2.2 [Carreras et al., 2002]'s NER System

In the 2002 CoNLL named entity extraction task, [Carreras et al., 26idjned the best
performance both for Spanish and Dutch. Their system broke theotas&amed entity
extraction into named entity recognition (NER) and named erassidication (NEC). The
two subtasks were tackled independently, with two different machiaming-based

modules, making use of binary AdaBoost classifiers.

The features were window-based, which means they took into accound@awiooted in a
word, on whose words they applied the features. Some of the feasee were: word form,

part-of-speech, orthographic features, word type patterns, bag-of-woigtger words,

gazetteer features and left predictions.

The NER module combined three local classifiers: BIO, Open-Cloaa& Global Open-
Close. The first classifier, BIO, tagged each word for beginnmdlf (B), being inside an
NE (I) and being outside an NE (O). The second one, Open-Close&l,atkthetword that
opened an NE and the word that closed it. In addition, each word ihsideitrent NE was
verified against the | module of the BIO classifier. The Globaker®Close classifier

searched for opens and closes of NEs, but the set of NEs was produced with godratent

The NEC module assigned a type to each detected named #htityassification was done
independently, which means no NE type was considered to depend on theftgpmgous

NEs. This is the most important difference between this method and Nymble—in Nyinble, a
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decisions were taken in a bigram model (every NE label depemd#égk previous NE labels

assigned).

The BIO classifier performed the best of all in the NER task, while the oE&lltask gave
lower results than the NER module. Putting the two submodules one after anotheaaepag
errors and degraded the performance for the main task. Theuprogly classified the NEs
into locations, organizations and persons, putting the rest in the ntisgoiga The system

performed better in Spanish than in Dutch, but it was designed to be language-indiepende

2.2.3 [Florian et al., 2003]'s NER System

In the same conference, CoNLL, but in the next year, in the Bnghsl German task,
[Florian et al., 2003] proposed a new named entity recognition systemgh classifier
combination. These classifiers were more complex than the previsigsnss— there were
four different classifiers: a robust linear classifier, axmam entropy classifier, a
transformation-based learning classifier and a hidden Markov motadsifier (similar to the

one proposed in [Bikel et al., 1999], presented at the beginning of this section).

All of the algorithms labeled each word with a tag correspontdints position relative to a
named entity: at the start or end of an entity, inside ordmtsf an entity. They used a
diverse set of features, some of which were: words, lemn@S,t&gs, text chunks, prefixes
and suffixes of words in a window surrounding the current word, a Veatlire flag,

gazetteer information and the output of two other NE classifiers.
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The classifiers were all run on the data, and their statisgsalts were combined through
various weighting fashions: the equal voting, in which all classifnave the same weight in
the final result, and the weighted voting, in which the weightdased on the probabilities
of error of the classifiers. As an alternate combination methed, used, instead of voting
entirely for one class, giving partial credit to alternatssifecations. Finally, they used the
robust risk minimization classifier to compute the function of coion of the classifiers.

Incorporating the gazetteers and the output of the other two namgdsgstems increased
the performance. The use of robust risk minimization proved to obtalesigerformance

out of all methods of combination.

2.3Word Sense Disambiguation System

Word Sense Disambiguation means identifying in a text theatwemse of a word that has
multiple senses, depending on the context in which it appears. Theb@jsatron of senses
has proved very important in many applications, and in particular inyHd¢tection and
Tracking. Intuitively, one can see how words with multiple sengesr@uce confusion and
incorrectness into a language understanding algorithm. For instamneeh#ve the following

two sentences:

The man went into the bank to take out some money.

A day before, his boy had played on the bank of the river and fallen into the water.

and we are asked to find the entities in this short text, a pnotiyat does not know about
multiple word senses and only takes lexical aspect into consaersould say the first
“bank” and the secontbank” refer to the same entity, which is completely incorrect. This
simple example is only one of the many such occurrences aheoed sense disambiguator

is needed.
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For the purpose of this research, the word sense disambiguatavpel/ély [Mihalcea and
Csomai, 2005], SenseLearfievas used. This is a minimally supervised system thatalhgs
words in the text input with their WordNet sense numbers. The dlgovitas intended to be
general enough to not depend on the document domain and efficient éodoglable to
disambiguate large collections of text. The algorithm takes @rquessed input, annotated
with part of speech tags and word lemmas, and learns semamntielsmifor predefined
categories of words like nouns or verbs. Additional models can be progctoy the user.
The learning is done using the Timbl memory based learnirggithign [Daelemans et al.,
2001]. During training, the program obtains a feature vector for eacth \and the target
function is the word paired with its WordNet sense. In the testeqe, for the test examples
the program associates each word with a feature vector arsifielast, by predicting its
target word-sense pair. If the word in the outcome, obtained throlaghkification, is
identical to the word to be classified, then the sense ishatdao the word to be classified,;

otherwise, the word will be annotated at a later time.

Here is an example of the running of this algorithm on a part-&fetpand lemma tagged

text.

2 SenselLearner is publicly available for downloabtyi://lit.csci.unt.edu/"senselearner.
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Initial text

Dangue/dangue/NNP Rewaka/rewaka/NNP also/also/RB said/said/VBD
the/the/DT  council/council/NN  urged/urged/VBD protection/protection/NN
of/of/IN international/international/J] aid/aid/NN workers/worker/NNS
and/and/CC steps/step/NNS to/to/TO return/return/VB the/the/DT
country/country/NN to/to/TO stability/stability/NN ././.

Text after running SenselLearner

Dangue/dangue/NNP Rewaka/rewaka/NNP also/also/RB said/said/VBD
the/the/DT council/council/NN#1 urged/urged/VBD protection/protection/NN#1
of/of/IN international/international/JJ#1 aid/aid/NN#3 workers/worker/NNS#1
and/and/CC  steps/step/NNS#1 to/to/TO return/return/VB#2 the/the/DT
country/country/NN#2 to/to/TO stability/stability/NN#1 ././.

We can observe in this result that most of the word sensesdeetdied correctly, but there
are a few incorrect pairings as well. Some of the correct, ami¢h their glosses taken from
WordNet:

council:1 means a body serving in an administrative capacity;

protection:1means the activity of protecting someone or something;

aid:3is a gift of money to support a worthy person or cause;

step:lis any maneuver made as part of progress toward a goal;

state:2is a politically organized body of people under a single government.

The incorrect ones areeturn:2 and stability:1. Return:2 means to give back, while
stability:1 is the quality or attribute of being firm and steadfast. Tisesethat should have

been chosen instead asturn:3 (go back to a previous state) astdbility:2 (a stable order).



CHAPTER 3

A METHODOLOGY FOR MENTION DETECTION

3.1 The Problem of Mention Detection

Understanding a document written in natural language is a verytampdirst step in natural
language processing applications. Because of the large amoun& afvddable, developing
automatic processing methods is required. In order to process a ccamenformation
extractor must first identify its key points: the entitiescérding to the definition introduced
by [ACE Phase 2, 2003], antity is an object or set of objects in the world. Entities are
referred to in the text by noun phrases called mentiomsedion is a textual reference to an

entity. Identifying the entities is done by a two-step procedure:

St ep 1. Mentions of each entity are detected;

St ep 2. Mentions corresponding to the same entity are
grouped together

The first step is also known # mention detection stewhile the second is also known as
the entity tracking stepMention detection is performed by first identifying the mentions’
boundaries, i.e. the position in text where the mentions start and entieartteads, i.e. the
main words that represent the mentions. After this, the mentrenslassified according to
(a) their entity type or semantic class (e.BRBON ORGANIZATION, LOCATION, FACILITY,

or GPE); (b) their mention type (e.g. name, nominal or pronomingl)dheir genericity

(e.g. general or specific).

24
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The method described in this section attempts to solve thestept of automatically
detecting entities and their mentions in texts, the mentiontaetedhe method focuses on
obtaining the semantic class of nominal mentions, which is uséeifunt Step 2. Chapter 4
of this thesis will tackle this second step, i.e. the problemamfpging together the mentions
referring to the same entities. The novelty of the mention datentethod presented here
consists in using semantic information from the WordNet lexical databasiogiim, 1998])

to detect the semantic class of the mentions and using information about word senses.

To illustrate the problem of nominal mention detection, a text has selected from the
MUC-6 corpus ([MUC-6, 1995]), and it is shown in Figure 3. The figure emphatsiedseads
of the mentions that are a part of one of the five semardigses exemplified above:

PERSON ORGANIZATION, LOCATION, FACILITY, or GPE.

A spokesman for the company said American officials "felt talks | PERSON: spokesman, officials,

had reached a point where mediation would be helpful." | pilots, attendants

Negotiations with the pilots have been going on for 11 months; | ORGANIZATION: company

talks with flight attendants began six months ago.
Figure 3. A text example fromuc-6 and the nominal mentions it contains,

with their semantic classes or entity types.

3.2The Methodology for Mention Detection

Because the entity tracking algorithm presented in Chaptere$ tediavily in its initial step
on knowing entity types, a method was developed for recognizing &ypitg for nominal
mentions. This statistical approach usesatbie corpus, which is annotated with mention and

entity information, as data in a supervised machine learning algorithm.

Six entity types were assignedeFSON ORGANIZATION, LOCATION, FACILITY, GPE and

UNK (for those who are in neither of the former categorie®, tavo genericity outcomes:
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GENERIC and $ECIFIC. Only the intended values of the mentions from the corpus were
considered. This was motivated by the fact that entity trackikg together mentions
according to the context in which they appear, and not in a genasal BExperiments
discovered that the use of word sense disambiguation improvesrtbengance significantly
(a boost in score of 10%), therefore information about word senseshtained from the
word sense disambiguation program taken from [Mihalcea and Csomai,&@D8gscribed

in Section 2.3.

The method was reported in the Proceedings of the 2006 Conference orc&nvethods

in Natural Language Processing (EMNLP 2006)\asolae and Nicolae, 2006].

3.2.1 Obtaining Mention Boundaries

In order to identify the extents and heads of the mentions in theatéive-step procedure
was used. It is illustrated in Figure 4. Given a plain text decunthe first step applies a
heuristic sentence splitter on it to partition it into senteriClesse sentences are tokenized to
obtain all the word tokens; this is also done heuristically, byngp&s separators white space
and punctuation. This information is used as input for the Brill gaspeech tagger, which
labels each word with its part of speech (e.g. NN, NNP, PRPi#). thé text tokenized and
tagged, Collins’ parser builds its parse tree structure, whicheid tgs select the nominal,
pronominal and name mention extents and heads. The main constraintcimgetlee
mention extents and heads is that no two mentions can have the sahmartteif two such

mentions are found, the one with the largest extent is preferred.
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Det ecti ng Menti on Boundaries

| nput : A plain text document.
Cut put : Its mentions’ boundaries and heads.

St ep 1. Sentence splitting (heuristically).
St ep 2. Tokenization.

St ep 3. Part of speech tagging with Brill's part of speech tagger.
Step 4. Parse tree generation with Collins’ parser.
St ep 5. Selection of nominal, pronominal and name mentions from the

text.

Figure 4. Detecting mention boundaries.

After the mentions are selected, an in-house named entity reepgmiapplied on them to
identify the types of the named entities, and SenselLearner, tliesense disambiguator

presented in Section 2.3, is applied to obtain the WordNet senses of the mentions.

3.2.2 Mention Detection as Classification

The choice of the semantic class for each mention in a teasisas a classification problem.
The classification algorithm employed is a maximum entrogtyssical model introduced by

[Berger et al., 1996].

Given a linguistic phenomenon that needs to be modeled statistieadly detection of
mentions), a set of models can be derived, but the maximum entropgqutily dictates that
we select the model with the most uniform distribution. The modeliadicts an outcomg
based on statistical data gathered about the phenomenon. In gengrtite process may be
influenced by some contextual informatien Feature functions are used to express the

statistics of the sample; they associate the sets of attribuliéls the outcomesy.
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To measure the uniformity of the conditional probability that tleel@hassigns to outconye

in contextx, p(y|x), the mathematical definition of conditional entropy can be used:

H(p) = -2 B(x)p(y | X)log p(y | x)

X,y

Equation 1: Mathematical definition of conditional entropy.

In Equation 1,p(x) is the empirical distribution of in the training sample. The conditional
entropy H(p) is used for defining [Berger et al., 1996]'s Maximum Entropindiple,

illustrated in Figure 5. The Principle postulates that entropyt brisnaximized in Equation
1 such that the selected model has the most uniform distributionh whitforms to the

maximum entropy philosophy.

Maxi mum Entropy Principle

To select a model from a set C of allowed probability distributions,
choose the model p« 7 Cwith maximum entropy H(p):

p* = argmax; H(p)
Figure 5. Maximum Entropy Principle by [Berger et al., 1996].

The maximum entropy principle presents us with a problem in coredraptimization: find

the p*0OC that maximizesH(p). To address this problem, the method of Lagrange
multipliers is applied. The Lagrange multiplierd are weighing parameters— each

multiplier associates a weight to a feature function. To sblgertaximum entropy problem,
the Lagrange multipliers are obtained from a maximum likelifooahalization. [Berger et
al., 1996] have shown that the maximum entropy problem is a dual amnm#xénum
likelihood problem. Maximum likelihood aims to find the multipliers tttmaximize a

function W(A) defined as



Y1) =A(p.4),

where A(p, /) is a Lagrangian defined ag(p,A) =H(p)+> A (p(f)-p(f,), in which

f. are feature functionsp(f. )s the expected value of, with respect to the model
p(y|x), and p(f; ) is the expected value of. with respect to the empirical distribution
p(x,y). The Lagrange multipliers are found through optimization numemeghods. The

optimization method specifically constructed for the maximum entqo@plem is the

Improved Iterative Scaling algorithm, which applies for non-negagatufe functionsf, .

The optimization method is illustrated in Figure 6.

| mproved Iterative Scaling
| nput : Feature functions f,, f,,...f,; empirical distribution p(X,y)
Qut put : Optimal parameter values A *.; optimal model P
Step 1. Start with A, =0 forall 10{L2,...,n}
Step 2. Do for each id{32,...,n}:
a. Let AA be the solution to
= AN FE(xY) — =
2, POIP(Y %) f (x, y)e™ " ¥ = p(f)),
X,y
n
where  f*(x,y) =) fi(xy).
i=1
b. Update the value of A, according to: A < A +AA
Step 3. Goto Step 2 if not all the /1i have converged

Figure 6. Improved Iterative Scaling used to obtain the Lagrange mustiplier

Until all multipliers have converged, the Improved Iterative Scadiggrithm updates them

with the increments calculated in step 2a of the algorithm in Figure 6.
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In the experiments for mention detection, thaxent toolkit was used. For creating training
instances, an outcome was associated with each markable (i.e. now) phidB) detected
in the training files: the markables that were present ifkelyefiles' took their outcome from
the key file annotation, while all the other markables were &gedcwith outcome UNK.
Then, a training example was created for each of the markahtesthe feature vector
described in Section 3.2.3 and as target function the outcome. The owanrbe of three
different types: (1) the entity type (one member of the FtSBN ORGANIZATION,
LOCATION, FACILITY, GPE and UNK); (2) the genericity information E&ERIC or
SPECIFIQ; and (3) a combination between the two (pairwise combinatiote aritity types
set and the genericity set, e.RBON SPECIFIC). The training data provided \CE® was

used; the features are detailed in Section 3.2.3.

3.2.3 Feature Representation for Mention Detection

The feature set consists of (a) WordNet features, (b) lefeatures, (c) syntactic features
and (d) intelligent context features, displayed in Table 4 and eegplan the current section.

A WordNet-equivalent-concefdr an entity type is a word-sense pair from WordNet whose
gloss covers a part of the [ACE Phase 2, 2003] specification ofetitdly type. The
WordNet-equivalent-conceptgere extracted by hand by studying the [ACE Phase 2, 2003]
specifications. Figure 7 enumerates a féwordNet-equivalent-concept®r entity class

PERSON(e.g. CHARACTER#1), with their hierarchy of hyponyms (e.g. Frankenstein#2)

3 This toolkit is available at http://homepagesedtac.uk/s0450736/maxent_toolkit.html.
* The key files are the training files of the compannotated by humans with coreference information.

5 The ACE-2 corpus is available at http://www.ldenp.edu/Catalog/CatalogEntry.jsp?catalogld=LDC2aa3T
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Table 4. The features for mention detection.

# | Category | Feature name Feature description

1 | WordNet | is-aTYPE true if the mention is of entity typ@YPE; five
features

2 WN-eg-concept-hyp true if the mention is in hyponym set of WordNet
equivalent concept; 41 features

3 WN-eg-concept-syn true if the mention is in synonym set of WordNet
equivalent concept; 41 features

4 | Lexical stem-sense pair between the stem of the word and the WordNet
sense given by the word sense disambiguator

5 | Syntactic | pos part of speech of the word given by the part| of
speech tagger

6 is-modifier true if the mention is a modifier in another ngun
phrase

7 modifier-toTYPE | true if the mention is a modifier tot¥PE mention

8 iIn-apposition-with | TYPE of the mention our mention is in appositipn
with

9 | Intelligent| all-modifiers the nominal, adjectival and pronominal modifiers in

context the mention’s parse tree

10 preps the prepositions right before and after the mention’s

parse tree

[ FACILITY ] [ORGANIZATION ] [ PERSON LOCATION ] [GPE

VANE N

" PEOPLE#1
PERSON#1

POWER#9
CHARACTER#1

expert#l / \ womankind#1 homeless#2
worker#1

Frankenstein#2 Peter Pan#2 oil_tycoon#1 population#1

Figure 7.Part of the hierarchy containing ¥ordNet-equivalent-concepisr the five entity types,
with all their synonyms and hyponyms. The hierarchy has 31,512 word-sense pairs in total
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Table 5 reproduces the WordNet glosses for adondNet-equivalent-concepor the five
entity types.

Table 5. ThaNordNet-equivalent-concepggtracted by hand for the five entity types.
PERSON PERSON: 1. (7229) person, individual, someone, somebody,
mortal, human, soul -- (a human being; "there was too
much for one person to do")
CHARACTER: 1 (16) fictional character, fictitious
character, character -- (an imaginary person represented
in a work of fiction (play or film or story); "she is the
main character in the novel")
CHARACTER: 4. (9) character, role, theatrical role, part,
persona -- (an actor's portrayal of someone in a play;
"she played the part of Desdemona”)
PEOPLE: 1. (559) people -- ((plural) any group of human
beings (men or women or children) collectively; "ol d
people”; "there were at least 200 people in the
audience")
PEOPLE: 2. (94) citizenry, people -- (the body of
citizens of a state or country; "the Spanish people "
PEOPLE: 3. (40) multitude, masses, mass, hoi polloi,
people -- (the common people generally; "separate the
warriors from the mass"; "power to the people™)
PEOPLE: 4. (5) people -- (members of a family line; "his
people have been farmers for generations"; "are your
people still alive?")
POVNER: 9. (3) baron, big businessman, business leader,
king, magnate, mogul, power, top executive, tycoon - (a
very wealthy or powerful businessman; "an oil baron "
WORLD: 1. (335) world, human race, humanity, humankind,
human beings, humans, mankind, man -- (all of the
inhabitants of the earth; "all the world loves a lo ver";
"she always used “humankind' because “mankind' seem ed to
slight the women")
ORGANIZATION | ORGANI ZATI ON: 1. (697) organization, organisation -- (a
group of people who work together)
ORGANI ZATI ON: 3. (89) administration, governance,
governing body, establishment, brass, organization,
organisation - (the persons (or committees or
departments etc.) who make up a body for the purpos e of
administering something; "he claims that the present
administration is corrupt”; "the governance of an
association is responsible to its members"; "he qui ckly
became recognized as a member of the establishment" )
BUSI NESS: 1. (1268) business, concern, business concern,
business organization, business organisation -- (a
commercial or industrial enterprise and the people who
constitute it; "he bought his brother's business”; "a
small mom-and- pop business"; "a racially integrated
business concern")
GOVERNMENT: 1. (504) government, authorities, regime --
(the organization that is the governing authority o fa
political unit; "the government reduced taxes"; "th e
matter was referred to higher authorities")
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SECTOR: 2. (4) sector -- (a body of people who form part
of society or economy; "the public sector")
POLI CE: 1. (34) police, police force, constabulary, law -
- (the force of policemen and officers; "the law cam e
looking for him")
I NVESTOR: 1. (3) investor -- (someone who commits capital
in order to gain financial returns)
NEWSPAPER: 1. (31) newspaper, paper -- (a daily or weekly
publication on folded sheets; contains news and art icles
and advertisements; "he read his newspaper at break fast")
SOCI AL GROUP: 1. social group -- (people sharing some
social relation)
LOCATION LOCATI ON: 1. (992) location -- (a point or extent in
space)
CELESTI AL BODY: 1. (1) celestial body, heavenly body --
(natural objects visible in the sky)
WORLD: 2. (232) universe, existence, creation, world,
cOosSMos, macrocosm -- (everything that exists anywhere;
"they study t he evolution of the universe"; "the biggest
tree in existence")
ACRE: 1. (16) acre -- (a unit of area (4840 square yards)
used in English-speaking countries)
GECLOG CAL FORMATI ON: 1. geological formation, formation
-- ((geology) the geological features of the earth)
COVMPASS PO NT: 1. compass point, point -- (any of 32
horizontal directions indicated on the card of a co mpass;
"he checked the point on his compass")
FACILITY FACILITY: 1. (35) facility, installation -- (a building
or place that provides a part icular service or is used
for a particular industry; "the assembly plant is a n
enormous facility")
STRUCTURE: 1. (24) structure, construction -- (a thing
constructed; a complex construction or entity; “"the
structure consisted of a series of arches"; "she w ore her
hair in an amazing construction of whirls and ribbo ns")
SPACE STATION. 1. space station, space platform, space
laboratory -- (a manned artificial satellite in a fixed
orbit designed for scientific research)
VAY: 6. (88) way -- (any artifact consist ing of a road or
path affording passage from one place to another; " he
said he was looking for the way out")
PORT: 1. (5) port -- (a place (seaport or airport) where
people and merchandise can enter or leave a country )
CAMPUS: 1. (2) campus -- (a field on which the buildings
of a university are situated)
TRACT: 1. (3) tract, piece of land, piece of ground,
parcel of land, parcel -- (an extended area of land )
GPE POLITICAL UNIT: 1. (1) political unit -- (a unit with
political responsibilities)
STATE: 1. (354) state -- (the group of people comprising
the government of a sovereign state; "the state has
lowered its income tax")
STATE: 3. (184) state, nation, country, land,
commonwealth, res publica, body politic -- (a politically
organized body of people under a single government; “the
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Table 5 continued.

state has elected a new president”; "African nation s";
"students who had come to the nation's capitol”; "t he
country's largest manufacturer"; "an industrialized

land")

NATI ON: 2. (80) nation, land, country, a people -- (the
people who live in a nation or country; "a statement that

sums up the nation's mood"; "the news was announced to
the nation"; "the whole country worshipped him")

PONER: 4. (43) world power, major power, great power,

power, superpower -- (a state powerful enough to
influence events throughout the world)

REG ME: 1. (2) government, authorities, regime -- (the
organization that is the governing authority of a

political unit; "the government reduced taxes"; "th e
matter was referred to higher authorities")

COUNTY: 2. county -- (the largest administrative district

within a state; "the county plans to build a new ro ad")
POLI TICAL SYSTEM 1. (3) political system, form of
government -- (the members of a social organization who

are in power)

SOCI ETY: 1. (88) society -- (an e xtended social group
having a distinctive cultural and economic organiza tion)
ADM NI STRATIVE DI STRICT: 1. administrative district,
administrative division, territorial division -- (a
district defined for administrative purposes)

WordNet Features

The WordNet features employ the knowledge of\WardNet-equivalent-concepésd their
lists of synonyms and hyponyms to decide whether a mention isertan type, i.e. in the

synonym or hyponym set of certaordNet-equivalent-concepts

There are five features, each corresponding to an entity isgaeT¢PE), each of which test
whether the word is a part of the synonym or hyponym set obfaite WordNet-equivalent-
conceptsassociated with that entity type. There are also featgssciated with each of the
WordNet-equivalent-conceptahich test whether the word is in the synonym or hyponym
set of that particular concepwkteq-concept-hypywN-eg-concept-syn These latter features

are necessary because it appeared that the manual associdimeauiivalent concepts with
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entity types was not perfect, and experiments on the trainingesééd better results if the

more detailed features were present in addition to the five features fomgialype.

Since the initially-designed WordNet features would have taken aflatme to run, an
optimization was necessary. A preprocessing of WordNet extrabedists with all
holonyms, hypernyms, hyponyms, meronyms and synonyms oWibrelNet-equivalent-
conceptdor each entity type, creating a file for each set, Wwhias then loaded once. The
features simply check whether the mention is in the respdistivéVith the optimization, the
features work very fast. Although the plan is to employ all tlsese as a part of features
eventually, for this stage only the synonym and hyponym sets ws@, as being an

intuitive way of specifying the concepts.

Lexical Features

The lexical feature is the pair between the stem of the wwidlee WordNet sense of the
word, as delivered by the word sense disambiguator. This featurefid because some

words are almost always of a certain type (&gmpany”).

Syntactic Features

The part of speech of the word is the first syntactic featwzd. uhe part of speech is taken
from the output of the Brill part of speech tagger, which was apfie¢de text as part of
preprocessing it. This feature is useful because it contains ifiormabout the number of

the head of the noun phrase considered (e.g. NNS stands for plural noun).
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The second group of syntactic features are the modifier onese Theme feature that
expresses whether the noun phrase considered is a modifier in amotimphraseig-
modifier), and there are five features (one corresponding to each empiythat are true if
the word appears as modifier in another noun phrase of that pargatitgrtype (nodifier-
to-TYPE. These features are useful mainly to say which type the roasedoesot belong
to; if they are part of a mention with an entity type, itmest likely they will not share the
type. They can also determine patterns of having modifiers eftairc type to mentions of a
certain type (e.g:The New York Mets” where“New York” is a GPE and it modifies the

whole NP, which is an RGANIZATION).

The final syntactic feature is the apposition featureapposition-with). It makes use of the
fact that noun phrases in apposition are always coreferent, theoéfitie same entity type.
The feature value of the apposition for a mention is the eniiy of the mention it is in

apposition with.

Intelligent Context Features

The intelligent context set of features are an improvement oo basiext features that use
the stems of the words that are within a window of a certas aiaund the word. After
studying the training data feature vectors, the conclusiontiaismost of the words in a
normal context window were irrelevant, and a deeper analysis wdsdéo be able to make

more intelligent context features.

The intelligent context features are divided into two categofibe first category contains

features for all name, nominal, adjectival and pronominal modifierthé head of the
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mention that are within the parse tree of the menttim{odifierg. For personal pronouns,
the value of the feature i=RSON while for the rest of the pronouns the value is the word
itself. For named entities, the value of the feature is theydype of the proper noun, as
detected by the named entity recognizer applied to the mexte preprocessing phase.
Finally, for common nouns and adjectives the value is the stem-panselhe second
category of intelligent context features comprises one featureedch preposition that
appears immediately before and immediately after the memtig $entence (if they exists),

with the lemma of the preposition as feature value.

In addition to this set of features, more features were crégtedmbining them into pairs.
Each pair contains two features from two different classes.irfstance, there will be

features likeis-a-PERSON~ in-apposition-withPERSON).

All these features apply to the “true head” of a noun phrase, itee ihoun phrase is a
partitive construction“{ive students’, “a lot of companies’ “a part of the country’), the
“true head” is the whole entity that the part was taken outsblidents”, “companies”,

“country” ), and the features are applied to that “true head” instead of the partitive head.

For combining the mention detection module with thesBUT coreference resolver,
classifications for named entities and pronouns were also gendratesing the same set of
features minus the WordNet ones (which only apply to nominal mentiooisth& named

entity classifier, the featunreamed-entity-typevas addedas obtained by the named entity
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recognizer. A list of all the markable mentions and their enyipes was generated and

presented as input to th&8rCuT resolver instead of the list of perfect mentions.

Note that this mention detection method does not obtain complete anaphoficmation,
i.e. information about whether the mention refers to the same astidymention before it.
Only the mentions that are a part of the five considered classdseated as anaphoric and
clustered, while the UNK mentions are ignored, even if an anapyodieissifier might
categorize some of them as anaphoric. This is in conformityth@tannotation of thece

corpus.



CHAPTER 4

BESTCUT— A GRAPH ALGORITHM FOR ENTITY TRACKING

4.1 The Problem of Entity Tracking

In texts, the same entities are mentioned multiple timeserity is an object or a set of
objects in the real world, while mention is a textual reference to an entitfo be able to

automatically detect entities and their mentions in texts, a two-step precsdollowed:

St ep 1. Mentions of each entity are detected;

St ep 2. Mentions corresponding to the same entity are
grouped together

The first step is known @ke mention detection stephis stegs typically performed by first

identifying where each mention starts and where it ends. Thiegwas also known as
mention boundary detection. After that, mentions are classified @sthect to (a) their entity
type or semantic class (e.gEFSON ORGANIZATION); (b) their mention type (e.g. name,
nominal or pronominal) or (c) their genericity (e.g. general ocipg The second step is
also performed in a sequence of two phases. Firstly, the likelihobdabla possible pair of
mentions refer to the same entity is evaluated. Secondly, basbesmlikelihood values,

mentions are clustered together, each cluster correspondirdjfferant entity. This second

step is also known asntity tracking

39
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The BeESTCUT algorithm, described in this section, tackles only the second $tépeo
procedure of automatically detecting entities and their mentiomexts. Chapter 3 of this
thesis describes the first step of the procedure. The novelbgirted by BSTCUT consists

of (1) the usage of a graph-based representation of mentions inxthente(2) a graph
cutting method that identifies mentions that refer to the samity.€To illustrate the problem
solved by ESTCUT and to exemplify its operation through a walk-through example,ta tex
has been selected from theE corpus (JACE Phase 2, 2003]). The text is illustrated in
Figure 8(a), and the entities present in this excerpt and tlegitions are shown in Figure

8(b).

Sen. John McCain,;, who sponsored the leading tobacco bill in | E; (PERSON): John McCain, I, his, his,
Congress,, said on CBSs's "Face the Nation," "I;'m optimistic | McCain, I

that we, can get this done by this summer." Noting that the | E, (ORGANIZATION): Congress

White Houses and public health advocates have complained that | E; (ORGANIZATION): CBS

his; bill isn't tough enough while the industrys has said its | E; (PERSON): we, we

cannot live with his, bill, McCain, said, "I, think we, may be | Es (ORGANIZATION): White House
well-positioned." E¢ (ORGANIZATION): industry, it

(@) (b)

Figure 8. A text example fromuc-6 and the entities and mentions it contains.

When identifying mentions that refer to the same entity, we inerently solving a
coreference resolution problem. The problem of coreference resatamoalso be described
in terms of anaphors. In a text, anaphors are expressions thataefeme previously
mentioned textual expressions. Therefore, a set of coreferences atemi be formed, in
which each anaphor is linked to its immediately preceding refdeach coreference chain
corresponds to an entity, and all expressions from the chain correspbecetdity mentions

in the text. Because of this correspondence, entities that eméomed only once can be

® This definition was introduced in [NIST, 2003].
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thought of as coreference chains that have a single node. Igpihts coreference chains
with a single node contain no anaphors. For the example in Figtire 8preference chains
are illustrated in Figure 9. Figure 9 shows that thereiamiféerent coreference chains, each
corresponding to one of the entities listed in Figure 8(b). Coreferamans 2 and 3 have a
single node. Additionally, expressions that belong to the same @weéerchains (or

mentions that corefer) are represented within the same typepifigal ellipse. For example,
all expressions belonging to coreference chain 1 are represerited a double-lined

ellipse.
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Figure 9. The coreference chains in the example.

Figures 8 and 9 illustrate on the same example the problemtitf #acking. In Figure 8,

each entity is associated with the ordered list of its meniionke text (and its semantic
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category). In Figure 9, each entity is associated with a er@mede chain, having ordered
nodes that correspond to the coreferring expressions in texts biecaoted that for each
entity the mentions from the lists in Figure 8(b) and the noddseafdreference chains from
Figure 9 are identical. They correspond to two different repratsems of the same problem.
Before the firstACE evaluations in 2000, the problem was known as the coreference

resolution problem. Since 2002, the problem is known as the entity tracking problem.

4.2 The BESTCUT Algorithm for Coreference Resolution

In this thesis, the coreference space is represented in a novel wayprEseméation consists
of a set of an undirected edge-weighted graphs in which the nodes areriti@ens identified
in the text, while the edges between nodes constitute the likelthabdhe pair of nodes
corefer. Additionally, in each graph, all mentions share the samansienslass. Figure 10
illustrates such a representation, which was generated for thi#lustcated in Figure 8(a).
The first graph represents possible coreference between meotipessons, whereas the

second graph represents possible coreference between mentions of organizations

PERSON graph

ORGANIZATION graph
White House

industry

Figure 10. The graph representation of the coreference space
of the text illustrated in Figure 8.
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To generate the graph corresponding to the coreference spactextf we need to have
access to two types of information: (1) we need to know all menii@mdified in the text,
such that each mention is assigned a node in the graph; and (2) dveéonkleow the
likelihood that each pair of mentions is coreferring. Moreover, wremgvs likelihood
exists, we need to have a measure of it, which is used for aspitp@ weight of the edge
between the corresponding nodes in the graph. Access to the firsbfdnformation is
granted by the input of theeBTCUT algorithm, which considers that all mentions in the text
are identified prior to its operation. Access to the second formfafnation is provided by

the first step of the BSTCUT algorithm.

BEsTCUT

I nput : Mentions of entities identified in the text.

Qut put : A graph patrtition, each subgraph corresponding to an entity.
The subgraphs contain (1) nodes that represent core ferring
mentions and (2) edges that correspond to the “stre ngth” of

the coreference between mentions.

Step 1. Classification. Decide which pairs of text mention s are
coreferring, and with what confidence.

St ep 2. Create a graph for each semantic category (P ERSONO RGANIZATION
LocCATION F AcCILITY or GPE). The nodes of the graph are text
mentions of the same semantic category. The graph e dges and
their weights are based on the generated results of Step 1.

St ep 3. Graph-based clustering. For each graph generated a t Step 2,
partition it into subgraphs that best approximate t he real
entities.

Figure 11. The BSTCUT algorithm.

Step 1 of the BSTCUT algorithm decides which pairs of text mentions are coreferring. Step 2
generates graphs that may correspond to the graph representaliercofeference space in
Figure 10. In the first graph from Figure 10 we have mentions of htites: | of type
PERSON mentioned by John McCain”, “I” , “his” , “his” , “McCain” and“l” , and g of

type FEERSON mentioned bywe” and“we” later in the text. In the second graph we have
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mentions corresponding to four different entities of types@NIZATION. These entities are
E> mentioned asCongress”, E; mentioned asCBS”, Es, mentioned aSWhite House” and

Es, mentioned aSindustry” and“it” . All these entities and mentions are also illustrated in
Figure 8. The same identifier of each entity from Figurea® wsed above to explain the
entities referred in the graphs from Figure 10, which illussrahe result of Step 2 of

BESTCUT. Finally, Step 3 of BSTCUT is detailed in Section 4.2.3.

The first step of the BSTCUT algorithm has been used by several other coreference
resolution algorithms, among which the most notable is the algoréported in [Luo et al.,
2004]. This algorithm uses a different representation of the cersferspace, which is
provided by the Bell tree. The first step of thesBCUT algorithm simply adds a new set of

features that enhance the classification accuracy.

The second step of HBBTCUT generates the initial graphs, one graph per entity type. This
representation of the coreference space is novel. Graph-base@mégress have been used
recently in several NLP applications, bueBCuUT is the first algorithm to use a graph
representation for coreference resolution, and this representatiowe@l to make
coreference decisions in a global way rather than a local way. Thelggapt representation

of the coreference space used IBSBCUT, which was illustrated in Figure 10, is different
from the representations illustrated in Figures 8 and 9, which aeel lom lists and chains or
linked lists, respectively. This representation is superior bec#ugncodes additional
information. Not only can we gather the set of coreferring menasnsodes in the graph,

and their semantic type (since each graph corresponds to one setyatidout we also
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have an assessment of the coreference strength between each rpantions. The most
important feature of graph-based representations of the corefespace stems from their
ability to allow a global view of the coreference relationsveen mentions. This view leads
to global optimization of the coreference decisions. Previous asetopuse a richer
representation of the coreference space were based on Bell([icaeset al., 2004]).

However, the Bell tree representation allows only a partiaicseia the tree, guided by
heuristics, because of the volume of the tree. This explains thecsuaecuracy of the

BESTCUT algorithm when compared to state-of-the-art coreference algorithms.

The third step of BSTCUT is inspired by Min-Cut, the well-known graph-partitioning
algorithm [Stoer and Wagner, 1994]. The aim of the Min-Cut algorithrio partition a
graph into two parts by cutting the weakest links between thémniain procedure of the
algorithm chooses the cut with the minimum cut valud-gveighj from a list of proposed
cuts. The weight of the cut of a graph into two subgraphs is theo&time weights of the
edges crossing the cuteBTCUT has a different way of calculating tbhat-weight which is

detailed in Section 4.2.3.

The method was reported in the Proceedings of the 2006 Conference orc&nvethods
in Natural Language Processing (EMNLP 2006)Nisolae and Nicolae, 2006]. One of the
anonymous reviewers made the following comm&rttis paper provides a good solution to
the problem of clustering entities after scoring the strength of ohagi potential
coreference links. It assumes that we definitely want to do this process steges, which is

in line with how most people do it, so it is quite useful in that oésple approach seems to
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be a sound and useful way to partition the graph, given the weights fromsthstdige of
classification -- definitely preferable to the greedy manner typgicaied for this. NLP
involves graphs of all sorts, and I think there is a lot to gain fronirga®ur problems in
terms of graph problems that have already received a lot of attention, angaper is an

example of doing just this.”

4.2.1 Coreference as Classification

The decision whether pairs of mentions from a text corefer orsntast as a classification
problem. This decision is used in Step 1 of thes®uUT algorithm. The classification
method that is used byEBTCUT is based on the maximum entropy model introduced by
[Berger et al., 1996]. This model was discussed in detail in Segoh. [Luo et al., 2004]
have shown how to use maximum entropy for coreference resolutiord 8aslee data seen,
the maximum entropy model offers an expression for the probalildy there exists
coreference between a mentionand a mention m
e(;Ak fig(m.m; .C))
PCCIm,m;)= T’m,)

Equation 2: Maximum entropy applied to coreference resolution by [Luo et al., 2004].

In Equation 2,f,(m,m,,C) is a feature function in which C indicates whether mentions mi
and mj are in coreference (C=1) or not (C=A)is its weight (a Lagrange multiplier), while
Z(m,m;)is a normalizing factor that ensures tH(C |m,m;,)is a probability (between 0

and 1).
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There are several implementations of the maximum entropy methtte experiments used
for implementing BSTCUT, the maxent toolkit was used. To extract features and to apply
them, the training data provided bge® andMuc-6° was used. The features are detailed in
Section 4.2.2. The training examples are created in the sames\llayoaet al., 2004] for alll
pairs of mentions of the same type: a training example fairsop mentions consists of the

pair's feature vector and the outcome (coreferent/noncoreferent) takethizdey files".

4.2.2 Feature Representation for Coreference Classification

The feature set used IrEBTCUT consists of two types of features: (a) the feature set used by
[Luo et al., 2004], reproduced in Table 6, and (b) a new set. However theefea
representation has three main differences from [Luo et al., 2004Nolrombination
between features was used, to prevent long running times on thefaoget ofACE data,

i.e. only single features were employed. 2) Through an ana#ne validation data, seven
new features were implemented (Table 7). 3) As opposed to [Luo.,e20fl4], who
represented all numerical features quantized (all features imtarval having the same
value), BESTCUT represents numerical feature values through a set of binayrdeat
corresponding to intervals. This transformation was necessagus®dhemaxenttool

requires binary features.

7This toolkit is available at http://homepages.idfae.uk/s0450736/maxent_toolkit.html.
8 The ACE-2 corpus is available at http://www.ldenp.edu/Catalog/CatalogEntry.jsp?catalogld=LDC2aa3T

® The MUC-6 corpus is available at http://www.ldeenp.edu/Catalog/CatalogEntry.jsp?catalogld=LDC2a@3T

9 The key files are the training files of the compannotated by humans with coreference information.
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Table 6. Features used for coreference resolution by [Luo et al., 2004].

U7

[S

# | Category | Feature name | Feature description

1 | Lexical | exact_strm | true if two mentions have the same spelling

2 left subsm | true if one mention is a left substring of the other

3 right_subsm | true if one mention is a right substring of the other

4 acronym true if one mention is an acronym of the other

5 edit_dist editing distance between two mention strings

6 spell pair of actual mention strings

7 ncd number of different capitalized words in two mention
8 | Distance | token_dist how many tokens two mentions are apart

9 sent_dist how many sentences two mentions are apart

10 gap_dist how many mentions in between the two mentions in

guestion

11| Syntax | POS_pair POS-pair of two mention heads

12 apposition true if two mentions are appositive

13| Count count pair of numbers, each counting how many times a

mention string is seen

14| Pronoun | gender pair of attributes of {female, male, neutral, unknown}
15 number pair of attributes of {singular, plural, unknown}

16 possessive | true if a pronoun is possessive

17 reflexive true if a pronoun is reflexive

Table 7. New coreference features.

# | Category Feature name Feature description
| 1| Lexical head-match true if the two heads are identical

2 type-pair for name—its type, noun—NOUN, pronoun—i
L spelling

3 name-alias true if a mention is an alias of the other one

4 | Syntax same-gov-categorytrue if both mentions are covered by the same
L type of node (e.g. NP, VP, PP)
15| path the parse tree path frompno my

6 coll-comm true if either mention collocates with a

communication verb
7 | Grammatical gn-agree true if the two mentions agree in gender and
number

To elaborate on the second difference, each numerical featuretfeofhuo et al., 2004]

feature set translates into a set of binary features thdelnthe mathematical relatiofess

than andgreater thanand position the feature value in a linear space divided into a number

of intervals. The intervals are defined by three numerical paeasnetart, stepandcount.
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The start parameter determines the initial point of the first intertred stepis the length of
an interval anccount+1 is the number of intervals (binary features) considered. Thalini
points of the intervals,;Pare computed in the following way:

P =start+step*i, withO<i<count-1

For exemplification, let us consider a numerical feature. Suppedergth of the interval in
the [Luo et al., 2004] approa®t=10, andstart=0, step=5 count=6in the BESTCUT model.
Table 8 details the set of binary features that replaced therimainfeature. Note: The
number of intervals (binary features) depends on the value of the feature.

Table 8. Binary representation of a numerical feature.

Feature [Luo et al., 2004] New representation
value representation (7 binary features)
(onebinary feature)

0 FO LTE_O, LTE_5, LTE_10, LTE_15, LTE_20,
LTE 25

5 FO LTE 5,LTE 10, LTE 15, LTE 20, LTE_25

10 F1 LTE_10, LTE_15, LTE_20, LTE_25

28 F 3 GT_25

In Table 8 LTE_X is true for a feature valueif v< X, andGT_X is true for a feature value

v if v>X. Only the features that had the valuee were represented in the table.

4.2.3 Coreference as Graph-Based Clusterization

When a graph is cut into two different subgraphs, each subgraph alesergipra cluster of
nodes in the graph. This way of looking at clusterization is diffetieaut the classical
methods of clusterization like k-means or hierarchical clusgeri the BESTCUT graph

representation does not need any knowledge about the number of clodté¢heia seeds,

and it serves to represent a space that is not hierarchical.



50

The clusterization process described in this section takes plgstep 3 of the BSTCUT
algorithm. Since Step 2 of EBTCUT generates graphs containing mentions, and some
mentions in the graph may refer to one entity, whereas otherangnthay refer to a
different entity (or entities), the aim of this clusterizatpyocess is to identify all mentions
that refer to the same entity. Such mentions are structured in a subgraplooginal graph.
The clusterization method was inspired by the Min-Cut algorithhgtwis detailed later in
this section. Like the Min-Cut algorithm, the clusterization usedB®B$TCUT proposes
several possible graph cuts, which are slightly different than grop@sed by Min-Cut. The
clusterization method used IrEBTCUT also has a different way of computing the cut weight,
and thus it selects the best graph cut differently. Furthermgrepibsidering a stopping

model, the clusterization method used #sBCUT is generalizing the Min-Cut algorithm.

In the example, reproduced in Figure 12(a) for convenience, theome grouped according

to entity type are listed in Figure 12(b).

Sen. John McCain,, who sponsored the leading tobacco bill | PERSON: John McCain, I, his, his,
in Congress,, said on CBSs's "Face the Nation," "I;'m | McCain, I, we, we

optimistic that we, can get this done by this summer." | ORGANIZATION: Congress, CBS,
Noting that the White Houses and public health advocates | White House, industry, it

have complained that his; bill isn't tough enough while the
industryg has said itg cannot live with his; bill, McCain,
said, "I, think we4 may be well-positioned."

@) (b)

Figure 12. Mentions grouped according to entity type for the example.

Each of these two groups then becomes a graph, as in Figure 1@.apheedges that had

negligible weights have been eliminated from the representation foyclarit
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PERSON graph

ORGANIZATION graph

‘ White House

Congress

0.2
it
industry
@
PERSON PERSON ORGANIZATION ORGANIZATION ORGANIZATION ORGANIZATION
Entity 1 + Entity 2 Entity 1 . Entity2 . Entity3 . Entity 4
John McCain : : : : l
(Q we ! s e i
! ' Congress ! CBS ' White House !
- \os ! O e
| | ! | | 08
we () ! ! | |
McCain ' ' ' ' '
i i E i i industry
(b)

Figure 13. Mention graphs and their subgraphs corresponding to entities.

For each graph associated with an entity type, the goal is to dbtpartition into subgraphs
that best approximate the real entitieBSBCUT cuts the graph recursively into smaller parts

until it takes the decision to stop cutting.
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The Min-Cut Algorithm

The Min-Cut algorithm, reported in [Stoer and Wagner, 1994], cuts a gnaphts least
connected two subgraphs. The algorithm proposes candidate cuts estd em among
them the one with the minimum cut valwaittweighj. The weight of the cut of a graph into
two subgraphs is the sum of the weights of the edges crossinguth8o compute a
candidate cut, also known asu-of-the-phasef a graph, Min-Cut uses the algorithm called

MINIMUMCUTPHASE, which is shown in Figure 14.

M NI MUMCUTPHASE

I nput: Graph V, E, w),arandom start vertex a.
Qut put : A proposed cut C of the graph.

Step 1. Startwith a set A containing the arbitrary vertex a.
Step 2. Add to the set of vertexes A the most tightly connected vertex
z, that is:

zOA suchthat w(A z) = maxiw(Ay)|yOA
where  W(A,y) =D W(X,Y).

XOA
St ep 3. Repeat Step 2 while A =z V.
Step 4. Shrink G by merging the two vertexes added last to A
Step 5. The cut C is the cut between the last vertex added and the
rest of the vertexes.

Figure 14. The/INIMUMCUTPHASE procedure of the Min-Cut algorithm.

A subsetA of the graph’s vertexes grows starting with an arbitramgleivertex untilA is
equal toV. In each step, the vertex outsidefomost tightly connected with is added. At
the end of each such phase, the two vertexes added last are nifegedthe two vertexes
are replaced by a new vertex, and any edges from the twae®ittea remaining vertex are
replaced by an edge weighted by the sum of the weights of ¢éheps two edges. Edges
joining the merged nodes are removed. The cM thfat separates the vertex added last from

the rest of the graph is returned@ghecut-of-the-phase
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The Min-Cut algorithm is presented in Figure VBNIMUMCUTPHASE is called repeatedly
and the weights of theuts-of-the-phasare compared to choose the minimum cut among

them.

M NI MUMCUT

I nput: Graph GV, E, w), an arbitrary vertex a.
Qut put : The minimum cut MC of the graph G.

Step 1. Call MINIMUMCUTPHASE on graph G and vertex a to propose a cut -
of -t he- phase C.

Step 2. If C is lighter than the current minimum cut MC, store C as
the current minimum cut MC.
Step 3. Repeat Steps 1-2 until graph Ghas only one vertex left.

Figure 15. ThenINIMUMCUT procedure of Min-Cut.

The lightest of theseuts-of-the-phasés the result of the algorithm, the desired minimum

cut.

Clusterization in BESTCUT

The Min-Cut algorithm was adapted for coreference and generalie@ESTCUT. The
clustering algorithm receives as input a weighted graph assdcia an entity type, as
described before, and outputs the list of subgraphs (entitiesjedrdéam its nodes
(mentions). The BSTCUT algorithm is detailed in Figure 16. The method employs a queue to
keep track of the subgraphs that need to be processed. Initiallguéue contains the input
graph, and at each iteration the first graph is removed fromuébee and processed— a best
cut is proposed for it by ProposeCut. In case StopTheCut decidesh¢hattt must be
performed on the subgraph, the two sides of the cut are added tckheflthe queue; if the
graph is well connected and breaking the graph into two parts woudah lgsss performance,
the current graph will be used to create a single entity. TJwitim ends when the queue

becomes empty.
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BEsTCuUT

I nput: Graph G, a graph associated with a certain entity type.
Qut put: The set of entities in the graph.

Step 1: Startwith a graph queue containing graph G.

St ep 2: Extract the first graph in the queue, G

Step 3: Propose a cut Cfor graph Ghy calling ProposeCut.

Step 4: Decide through the stop model if cutting G is preferabl e to
keeping it whole. If Ghas to be cut, the cut is performed and
the two resulting subgraphs are added to the back of the

queue. If G must remain whole, it is added to the entity set
as a new entity.
St ep 5: Repeat Steps 2-4 until the queue becomes empty.

Figure 16. The BSTCUT clusterization method.

The results of applying theEBTCUT method on the RGANIZATION graph are illustrated in
Figure 17, in which the subgraphs have been annotated in the otdeir @ppearance in the
queue.

ORGANIZATION graph

White House

industry

Figure 17. Final partitions obtained bg8rCuUT on
the CRGANIZATION graph, with the subgraphs annotated.

The evolution of the queue on theRGANIZATION graph in the example is illustrated in

Figure 18.
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Time Queue state Ac/t,ion

@ O —=@®

@@ — @ @

2 @@ @ @ I#{> stop cut; E; = SG;

3 @@ @ I#{> stop cut; E; = SGyy
) =

5 I#{> stop cut; E3 = SGyq4

6 I#{> stop cut; E4 = SGy12

Figure 18. The evolution of the graph queue in applying #&rBUT algorithm on the
ORGANIZATION graph.

An important observation from Min-Cut that was also considereddsr®UT is that in a

graph G=(V, E) the number of all possible cuts is a very large number, givethdy

AT
1 2 Vv |/2
V!
LAVl

expression in Equation 3.

=2V 1

Equation 3: The number of all possible cuts inapfr

In Min-Cut and ESTCUT, the number of cuts considered for a gr&gi, E) is NC=|V|-1.

This is an obvious improvement on computation time.
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Proposing Graph Cuts

At each iteration, for the first graph in the queue the algorithopgses a best cut chosen
from a set oftuts-of-the-phaselro obtain acut-of-the-phaseas presented in Figure 19, the
working set starts with a random first vertex. The procedure laslpsg to this set the most
tightly connected vertex until there are no vertexes lethéngraph. The two vertexes added
last are merged and the cut that separates the last vertex from the regfrapthis returned.

If the cut-of-the-phasdas a highecut-weightthan the current best cut, it becomes the new
best cut. Note: Eaclbut-of-the-phasamodifies the graph by merging two vertexes. The
merging of the two vertexes is done, as in Min-Cut, by repigitie two vertexes with a new
vertex, and replacing any edges from the two vertexes to anm@ vertex with an edge
weighted by the sum of the weights of the previous two edggges joining the merged

nodes are removed.

Pr oposeCut Phase

I nput: Graph Gfor which to propose a cut - of -t he- phase.
Qut put: The cut-of -t he-phase Cproposed.

Step 1. Start with a set A containing the first vertex in the graph G
Step 2. Add to the set of vertexes A the most tightly connected vertex
z, that is:

zOA suchthat z=argmax,,w,(AY)

1
where W, (A Y) =—> W(X,Y).
|A XOA
St ep 3. Repeat Step 2 while A =z V.
Step 4. Shrink G by merging the two vertexes added last to A
Step 5. The cut C is the cut between the | ast vertex and the rest of

the vertexes.
Figure 19. The ProposeCutPhase procedure&sffBUT clusterization

ProposeCutPhase is analogous toMiMUMCUTPHASE Min-Cut procedure in Figure 14,
but the difference is that the most tightly connected verels found using a different

expression:
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z=argmax,;, W, (A Y)

wherew, (A, y) = l—i\|2w(x, y).

This new way to compute the weigh, (A, y is)normalized with the size & because

w(X, y) are accumulated weights which can be larger than 1.

Figure 20 presents theuts-of-the-phaseobtained in the first iteration on the initial

ORGANIZATION graph.

White House _-  White House
Congre

7
first cut-of-the-phass d

0.1 -7

-~

CBS
0.3

industry

_ White House

White House third cut-of-the-phase Congress

~~ Congress / CBS
industry

fourth cut-of-the-phast
e

merge

Figure 20 Cuts-of-the-phas the first iteration on the RISANIZATION graph.
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Computing the Cut-Weight

At each iteration, the cut of the graph must be done in the wayettzalres the best
approximation of entities in the end. The final partition should preserttee same cluster
the mentions that are:

a) strongly connected on average;

b) maximally strongly connected.

To this end, theut-weightused by the Min-Cut algorithm (the sum of the weights crossing
the cut) was adapted to the coreference problem. To decide whith seiect as best cut
amongthe cuts-of-the-phasedhe cut-weightused is the average number of mentions that are
correctly placed in their set. For each mention, two scores afatpess of its assignment to
its subgraph of the cut are computed:

a) the average correctness;

b) the maximum correctness.

The Average Correctness (AGcore measures if theverageof the weights of the edges
connecting the mention to the rest of the mentions in its subggdpgher than thaverage

of the weights of the edges connecting the mention to the mentions of the other subgraph.

The MaximumCorrectness (MC¥core measures if tmaximumof the weights of the edges
connecting the mention to the rest of the mentions in its subgraph is higher thaaximeim

of the weights of the edges connecting the mention to the mentions of the other subgraph.
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Note: For subgraphs containing only one mention, the average and ahaweight

connecting the mention to its subgraph are both considered 0.5.

Thecut-weightis computed by the algorithm in Figure 21, and its formal expression is shown
in Equation 4. Starting from 0, th&C and MC scores are incremented with 1 for each
mention in the graph when the mention is more tightly connected soibgraph than it is

with the other side of the cut, in an average or a maximal way respectively.

cut - wei ght

I nput : The graph G that is being cut, cut C=(S, T) for which the
weight needs to be computed.
Qut put: The cut-wei ght of cut C.

Step 1. Start with corrects-avg and corrects-nax with value 0.
Step 2. For each mention min graph G do:
* increment corrects-avg if the AC score of mention mis 1;
* increment corrects- nmax if the MC score of mention mis 1.
Step 3. The cut-weight is the average between corrects-avg and

correct s- max).
Figure 21. Calculating theut-weightfor a cutC of a graphG.

> AC(m,C)+ > MC(m,C)
cut—weigh{(G,C) = ¢ 2”‘3‘3

Equation 4: The formal expression of the-weightfor a cutC of a graphG.

Here is an illustration of how the algorithm cabltels acut-weightfor the secondut-of-the-

phasein Figure 20.
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White House

0.1 Z 0.1

Congress \ / = " Jm——___

0.2
0.2 ’ i

graph G industry

> AC(m,C) = AC("WhiteHousé,C) +
mJG

AC(Congress,C) + \
AC("CBS',C) +
AC("it",C) +
AC("industry',C)
=0+1+1+1+1=4

> cut—weight(G,C) :izd' =4

> MC(m,C) = MC("WhiteHous¢,C) +
mJG

MC(Congress,C) +
MC("CBS',C) +
MC("it",C) +
MC("industry’,C)

=0+1+1+1+1=4 /

Tables 9 and 10 detail the computing of Awerage Correctness, Maximum Correctnasd
cut-weightdor the fourcuts-of-the-phaspresented in Figure 20.

Table 9. Calculating thAverage Correctnesscore for grapie.

Average Correctness
cut | “White House” | “Congress’| “CBS’l “it"| “industry”] SUM
1 1 0 0 1 1 3
2 0 1 1 1 1 4
3 1 0 0 1 1 3
4 1 1 0 1 0 3
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Table 10. Calculating thiglaximum Correctnesscore for grapl®
and thecut-weightdor the fourcuts-of-the-phaséased on thAC andMC scores.
Maximum Correctness

cut | “White House”| “Congress| “CBS’| ‘it"| “industry”’] SUM | cut-weight
1 1 1 1 1 1 5 4
2 0 1 1 1 1 4 4
3 0 0 0 1 1 2 2.5
4 1 1 0 0 0 2 2.5

Selecting the Best Cut of the Graph

The ProposeCut algorithm (illustrated below, in Figure 22) retasrsest cut theut-of-the-
phasewith the highestut-weight At each iteration, a cut proposed by ProposeCutPhase is
compared to the current best cut, and if it has a greater scarthéhbest cut it becomes the
new current best cut. ProposeCut returns a cut of the graph obtaite@rwalgorithm

similar to Min-Cut’s procedur#lINIMUMCUT .

Pr oposeCut

I nput : Graph Gfor which to propose a best cut.

Qut put : A proposed best cut BC.

Step 1. Call ProposeCutPhase on graph Gto propose a cut - of -t he- phase C.

Step 2. If C has a greater cut - wei ght than the current best cut BC,
store  Cas the new current best cut BC.

St ep 3. Repeat Steps 1-2 until graph Ghas only one vertex left.

Figure 22. The ProposeCut algorithm.

In the example considered, the first tauts-of-the-phasen Figure 20 are equal candidates,
both having theut-weightequal to 4 (see Table 10). The algorithm picks as best cutghe fi
cut-of-the-phaseencountered at iteration 1, which is illustrated below in Fi@®eln the

next iteration, each side of this cut goes through the same processingnasatigraph.
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e

White House -7

re

7~

- g best cut

\0.\1\\ //f)_/l at iteration 1
Congress ‘ CBS
0.2
0.2 it

0.8
industry

Figure 23. The best cut at iteration 1 for the example considered.

The Stopping Criterion for Graph Cutting

An additional learning model was trained to decide if cutting afatentions is desirable
over keeping the mentions together. The cut stopping decision has beemanigd as an
SvM-based classification ([Cortes and Vapnik, 1995]). The model was optmia
maximize theEcM-F scoré’. The features for stopping the cut are presented in Table 11,
where:

e Gis the current graph before the cut;

e Sis the larger part of the cut aifidhe smaller one;

e S.VandT.Vare the sets of vertexes$andT respectively;

e S.EandT.Eare the sets of edgesSrandT respectively;

e C.Eis the set of edges crossing the cut.

The model was trained using 10-fold cross-validation omd®etraining set.

llAs introduced by [Luo et al., 2004].
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Table 11. The features for stopping the cut.

e cut

# Feature Description

1 st ratio |S.V| /|T.V| - the proportion of the cut

2 ce_ratio |C.E| / |G.E]| - the proportion of the cut from the entire grap

3 c_min min(C.E) — the smallest edge crossing the cut

4 c_max max(C.E) — the largest edge crossing the cut

5 c_avg avg(C.E) — the average of the edges crossing the cut

6 c_hmean hmean(C.E) — the harmonic mean of the edges crossing tf

7 c¢_hmeax hmeax(C.E) — a variant of the harmonic mean.
hmeax(C.E) = 1 -hmean(C.E') where each edge from E'
the weight equal to 1 minus the corresponding edge from

8 It _c_avg_ratio how many edges from thaut are less than the average of
cut (as a ratio)

9 It _c_hmean_ratio how many edges from the cut are less than the harmonic
of the cut (as a ratio)

10 st_avg avg(S.E + T.E) — the average of t#eges from the graph wh
the edges from the cut are not considered

11 g _avg avg(G.E) — the average of the edges from the graph

12 st_wrong_avg_ratio  how many vertexeare in the wrong part of the cut using
Average Correctness measure (as a ratio)

13 st wrong_max_ratio how many vertexes are in t@ong part of the cut using t
Maximum Correctness measure (as a ratio)

14 It_c_avg_ratio< 1 if ry <rp, O otherwiser is the ratio of the edges fro@.E

st_It c_avg_ratio that are smaller than the average of thergug the ratio of th

edges fromS.E+ T.E that are smaller than the average of
cut)

15 g _avg > st_avg 1 if the avg(G.E) > avg(S.E+T.E), and 0 otherwise

In order to learn when to stop the cut, positive and negative examgtesgenerated from

the training files. Each training example is associateld avitertain cu¢S, T) Since the goal

is to learn a stop function, the positive examples must be exampglelesicaibe when the cut

must not be done, and the negative examples are situations whenrtinestbe performed.

Formally, letE = {g;: 1..m}be the list of entities argl = {m;;, M, ...m} the list of mentions

that refer tog. A negative example is generated for each (B#{e}, T={ej}), i4 (each
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entity must be separated from any other entity) @8wlg}, T=E\S) (each entity must be
separated from all other entities together). To generate postaenples, the model
simulates cutting a graph corresponding to a single exitivery partial cut of the mentions

of g is considered as a positive example for the stop model.

Sen. John McCain,, who sponsored the leading tobacco bill | E; (PERSON): John McCain, I, his,
in Congress,, said on CBS;'s "Face the Nation," "I;'m | his, McCain, I
optimistic that we, can get this done by this summer." | E; (ORGANIZATION): Congress
Noting that the White Houses and public health advocates | E; (ORGANIZATION): CBS
have complained that his; bill isn't tough enough while the | E; (PERSON): we, we
industrys has said itg cannot live with his, bill, McCain; | Es (ORGANIZATION): White House
said, "I, think we, may be well-positioned." Es (ORGANIZATION): industry, it

(a) (b)

Figure 24. Example revisited.

Figure 24 recalls the example we are studying. In this, casae negative examples for
stopping the cut argS={E1}, T={E2}), (S={Ei}, T={E3}), ... (S={E&}, T={Ee¢}), (S={Ei},
T={E,, Es, E4 Es, Eg}), ... (S={Es}, T={E1, E, Es, Ei Es}, while positive examples for
stopping the cut can béS={"John McCain"}, T={"I"}), (S={John McCain}, T={his}), ...

(S={John McCain, I, his}, T={McCain, 1})... (S={industry}, T={it}).

Caveat

Pronouns are not included in the®CuT initial graphs, because, since most features are
oriented towards named entities and common nouns, the maximum enterpinde
algorithm links pronouns with very high probability to many possible adtads, of which
not all are in the same chain. Thus, in the clusterization phaggadheuns would act as a
bridge between different entities that should not be linked. To prévienthe pronouns are
solved separately (at the end of thesBCUT algorithm) by linking them to their antecedent

with the best coreference confidence.
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4.3 Advantages and Disadvantages of BSTCUT

This thesis proposes a novel coreference clusterization methothkleatadvantage of the
simplicity of graph algorithms. The approach is top-down and globaliyn@ed, and takes
into account cataphora resolution in addition to anaphora resolution. Thiéngesystem

compares favorably to two other implemented clusterization sgséem achieves state-of-

the-art performance on teE corpus on key and detected mentions.

In summary, the advantages & CUT are that:

1. itis simple and intuitive from being a graph algorithm.

2. itis based on Min-Cut, proven correct by [Stoer and Wagner, 1994].

3. itis a globally optimized approach to clusterization.

4. it uses a more appropriate representation of the coreference space than

tree-based methods.

5. it performs cataphora resolution.

6. with mention information available it achieves state-of-the-art perforenanc
The disadvantages o EBTCUT are that:

1. with no prior mention information it has poor performance.

2. it has alonger running time than Greedy methods.

3. itis limited by the errors introduced by the maximum entropy classdita



CHAPTER 5

EXPERIMENTAL RESULTS

5.1 Detecting Mentions

The metrics used in this evaluation were the following ([MUC-6, 1995]):

number of correctly solved instances
total instances discovered

PrecisionP =

number of correctly solved instances

RecallR= total instances in annotated file
* *
F-factorF = 2"P*R
+R
AccuracyA = number of correctly solved instances

total instances

The difference between precision and accuracy, at leaBeinase of entity type (multiple)
outcomes, is that precision is calculated only for entities ofande five known types,
while accuracy also involves the UNK instances, which makesdt flelevant, because the

UNK types constitute the vast majority of the entity types in the documents.

Three types of experiments were performed. In the first tymxériment, the outcome for
each training and testing example was the entity type ofmiation; in the second, the

outcome for each training and testing example was the geperidite mention, whereas in

66
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the third, the outcome in both training and testing examples was thergay type—
genericity of the mention. In the latter case, the resutt® reported in three ways: (1) by
considering only the correctness of the entity types obtained by tiséielaand ignoring the
genericity values of the pairs; (2) by considering only treectness of the genericity values
and ignoring the entity types of the pairs; and (3) by takmg account the correctness of
the entity type—genericity pair outcomes. The experiments pexfermed on theCE Phase

2 [ACE Phase 2, 2003] corpus. The results for each type of outcontg:tgoé, genericity,
and entity type—genericity pair, are shown in the following tables.

Table 12. Results for mention detection with entity type as outcome.

P% |R% | F%

Overall 80.86| 73.93| 77.24
PERSON 86.69| 85.99| 86.34
ORGANIZATION | 71.5 | 60.16 65.34
LOCATION 45.35| 58.21| 50.98
FACILITY 60 43.57| 50.48
GPE 82.22 68.01| 74.45
Accuracy = 91%

The experimental results presented in Table 12 constitute th@dréstmance obtained in
classifying mentions into entity classes. This configurationclwitakes into account only
entity types as outcomes, outperforms the configuration that algdoysngenericity
information as outcomes, whose results will be shown in Table 14.

Table 13. Results for mention detection with genericity as outcome.
P% |R% | F%
Overall | 93.04 93.04| 93.04
GENERIC | 38.79]| 38.19| 38.49
SPECIFIC | 96.26| 96.35| 96.31
Accuracy = 93.04%
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The high results reported in Table 13 are misleading because dadhéhat specific
mentions constitute the majority of all mentions in a document, tireref baseline system

which would classify all mentions as specific would have very high performance.

Table 14. Results for mention detection
for entity type—genericity pairs as outcome,
only considering entity type.

P% |R% | F%

Overall 79.33 70.86| 74.85
PERSON 86.04| 84.51| 85.26
ORGANIZATION | 68.75| 55.89| 61.66
LOCATION 60.38| 37.21| 46.04
FACILITY 61.22| 33.52| 43.32
GPE 71.77 65.44| 68.46
Accuracy = 90%

The configuration that uses as outcome entity type—genericity (Jabde 14) has a worse
performance than the one that does not consider genericity infonmahe observation that
can be drawn from these two experiments is that genericiyniattion, instead of helping,
introduces noise into the classifier, and is an area that needs future work.

Table 15. Results for mention detection

for entity type—genericity pairs as outcome,
only considering genericity.

P% |R% | F%
Overall | 92.58 92.58| 92.58
GENERIC | 34.93| 34.93| 34.93
SPECIFIC | 96.06| 96.06| 96.06
Accuracy = 92.58%

The results for the experiment in which pairs are considered esnoeit(Table 15), even if

only genericity is taken into account for the scoring, are slighitirse than in the case of
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genericity as outcome (Table 13). This shows that entity &s® introduces noise in the
genericity classifier, not only vice versa.

Table 16. Results for mention detection
for entity type—genericity pairs as outcome,
considering both the entity type and the genericity.

P% |R% | F%
Overall 56.03 50.04| 52.86
PERSON GENERIC | 39.15]| 36.82| 37.95
SPECIFIC | 65.26| 65.26| 65.26
ORGANIZATION | GENERIC | 16.66 25 20
SPECIFIC | 59.06| 41.51| 48.75

LOCATION GENERIC 0 0 0
SPECIFIC 58| 36.71| 44.96
FACILITY GENERIC| 21.05] 21.05| 21.05
SPECIFIC | 54.43| 26.87| 35.98
GPE GENERIC| 15.79 12]13.64

SPECIFIC | 66.37| 61.54| 63.86
Accuracy = 84.64%

The results for taking the entity type—genericity pairs asamie, and classifying according
to both the entity type and the genericity, are the worst in peaioce. This happens because
partially correct results are penalized. For instance nifeation is a GNERIC PERSON and
the classifier detects it as @ELIFIC PERSON this is considered an error, whereas if the
result considered only the entity type detected for the mentiom,wbuld be a correct

instance.

5.2Resolving Coreference

The clusterization algorithms implemented to evaluate in compavisittnthe BESTCUT
method are [Luo et al., 2004]'s Belltree and Link-Best (best-figsterization) from [Ng
and Cardie, 2002]. The features used were described in Section 4.2.Xpé&hments were

performed on the\CE Phase 2 [ACE Phase 2, 2003] andc-6 [MUC-6, 1995] corpora.
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Since the aim was to measure the performance of coreference, the nsstdder evaluation

are theeCM-F [Luo et al., 2004] and theuc P, RandF scores [Vilain et al., 1995].

In the first experiment, all three coreference clustepmnatilgorithms were tested on the
development-test set of thecE Phase 2 corpus, first on true mentions (i.e. the mentions
annotated in the key files), then on detected mentions (i.e. #mians output by the
mention detection system presented in Chapter 3), and finally withgytreor knowledge

of the mention types. The results obtained are tabulated in Table 17.

Table 17. Comparison of results between three clusterization algorithatEdthase 2.

L . . MUC score
Clusterization Algorithm | Mentions | ECM-F% UG P% | MUC R% | MUC E%
key 82.7 91.1 88.2 89.63
BESTCUT detected 73.0 88.3 75.1 81.17
undetected 41.2 52.0 82.4 63.76
key 77.9 88.5 89.3 88.90
Belltree[Luo et al., 2004] | detected 70.8 86.0 76.6 81.03
undetected 52.6 40.3 87.1 55.10
. . key 77.9 88.0 90.0 88.99
;g‘gz']BeSt[Ng and Cardie, I e cted 701 851 77.3 81.01
undetected 51.6 39.6 88.5 54,72

As can be observed, when it has prior knowledge of the mention tgss€®Br performs
significantly better than the other two systems ineb#-F score and slightly better in the
MUC metrics. The more knowledge it has about the mentions, the baifatms. This is
consistent with the fact that the first stage of the algordhrides the graph into subgraphs
corresponding to the five entity types. IE®CUT has no information about the mentions, its
performance ranks significantly under the Link-Best and Belkitgerithms inECM-F and
MUC R. Surprisingly enough, the Belltree algorithm, a globally opteaizalgorithm,

performs similarly to Link-Best in most of the scores.
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Despite not being as dramatically affected ass®uUT, the other two algorithms also
decrease in performance with the decrease of the mention inf@mneatailable, which
empirically proves that mention detection is a very important moéariecoreference
resolution. Even with am-score of 77.2% for detecting entity types, the mention detection
system boosts the scores of all three algorithms when compardte case where no

information is available.

It is apparent that th®uC score does not vary significantly between systems. This only
shows that none of them is particularly poor, but it is not a relewagt of comparing
methods— themuc metric has been found too indulgent by researchers ([Luo et al., 2004],
[Baldwin et al., 1998]). Themuc scorer counts the common links between the annotation
keys and the system output, while #@v-F metric aligns the detected entities with the key
entities so that the number of common mentions is maximizede@We scorer overcomes
two shortcomings of th&uc scorer: (1) not considering single mentions and (2) treating
every error as equally important ([Baldwin et al., 1998]), which makeECM-F a more

adequate measure of coreference.

The second experiment evaluates the impact that the differeejocias of the added
features have on the performance of tlES®UT coreference system. The experiment was
performed with a maxent classifier on theC-6 corpus converted inteCeE format, and
employed mention information from the key annotations. The baselitesrsfsr performing

the comparison has only the [Luo et al., 2004] features. The results are tabulatee 8T abl
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Table 18. Impact of feature categories @sBCUT onMUC-6.

MUC score
Mode ECM-F% 0GC P% | MUC R% | MUC F%
baseline 78.3 89.5 91.5 90.49
+grammatical 78.4 89.2 92.5 90.82
+lexical 83.1 92.4 91.6 92.00
+syntactic 85.1 92.7 924 92.55

From Table 18 it can be observed that the lexical featimesd{matchtype-pai; name-
alias) have the most influence on tlEeM-F and MUC scores, succeeded by the syntactic
features game-governing-categaryath, coll-comn). Despite what intuition suggests, the

improvement the grammatical featype-agreebrings to the system is very small.



CONCLUSIONS

This thesis has presented two novel methods for entity detectiomaakahg. The problem
of entity detection and tracking was split into two consecugigges: mention detection and
entity tracking (or coreference resolution). The method developsolve the first stage
focuses on obtaining the semantic class of nominal mentions, infonnfedim which the
second stage benefits. The novelty of this method consists in engplegmantic
information from the WordNet lexical database ([Fellbaum, 1998nhpping the semantic
classes of the mentions into WordNet concept hierarchies, and in eéhef wgord sense
disambiguation. The choice of the semantic class for each mentiantaxt is cast as a
classification problem. The classification algorithm employedai maximum entropy
statistical model introduced by [Berger et al., 1996], and seéovekssify all the mentions
from a text into one of the five semantic classes (or enitgs) introduced by [ACE Phase
2, 2003]: ERSON ORGANIZATION, LOCATION, FACILITY and GPE. The second stage of the
problem, coreference resolution, is solved through a graph-basedhatgoetned BSTCUT.
The novelty introduced byEBsTCUT consists of (1) the usage of a graph-based representation
of mentions in the text and (2) a graph cutting method that identifeggions that refer to
the same entity. The representation consists of a set of anatedieglge-weighted graphs in
which the nodes are the mentions identified in the text, while thesebgtween nodes
constitute the likelihood that the pair of nodes corefer. The likelihohavare learned by

applying a maximum entropy classifier on the pairs of meniionise text. Additionally, in
73
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each graph, all mentions share the same semantic class. @Giudtese mentions into
entities is done by repeatedly cutting these graphs until the agpliggrobtained best
approximate the real entities. The experimental resultscampetitive with the best results
obtained in previous research work, which is encouraging for future exploringobflgased

and semantic representation of text data.
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