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Summary 

Type III Polyketide synthases (PKS) are family of proteins considered to have significant 

role in the biosynthesis of various polyketides in plants, fungi and bacteria. As these 

proteins show positive effects to human health, more researches are going on regarding 

this particular protein. Developing a tool to identify the probability of sequence, being a 

type III polyketide synthase will minimize the time consumption and manpower efforts. 

In this approach, we have designed and implemented PKSIIIpred, a high performance 

prediction server for type III PKS where the classifier is Support Vector Machine (SVM). 

Based on the limited training dataset, the tool efficiently predicts the type III PKS 

superfamily of proteins with high sensitivity and specificity. PKSIIIpred is available at 

http://type3pks.in/prediction/. We expect that this tool may serve as a useful resource for 

type III PKS researchers. Currently work is being progressed for further betterment of 

prediction accuracy by including more sequence features in the training dataset. 

1 Background 

Polyketide synthases, also known as PKS, are family of enzyme complexes that produce large 

class of secondary metabolites known as polyketides which possess pharmacologically 

important properties including antibiotic, antifungal, antitumor and immunosuppressive 

activities. Three types of PKS are known ([1], [2]) to date, and they are quite different from 

each other in their structures and functions.  

Among the types of PKS, type III PKS is responsible for the synthesis of polyketides 

including chalcone and stilbene. The well studied chalcone synthase play a significant role in 

the biosynthesis of various polyketides, including substances required for flower colour, 

defence against pathogen, protection from ultraviolet light, interaction with microorganism 

and fertility [3]. In many of the plants, chalcone synthase exist as multigene families ([4], [5]). 

In addition to the CHS, the super family also includes functionally divergent non-chalcone 

forming members like 2-pyrone synthase, phloroisovalerophenone synthase, 

trihydroxybenzophenone synthase, acridone synthase, stilbene synthase, pentaketide 

chromone synthase, octaketide synthase, resveratrol synthase, benzalacetone synthase, 

aloesone synthase and stilbene carboxylate synthase [1]. Extensive gene duplication followed 
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by the functional divergence is believed to have played an important role in generating the 

biochemical diversity of PKS superfamily. 

Structurally type III PKS proteins are small homodimeric proteins of approximately 40-

45kDa, with a catalytic triad of Cys164-His303-Asn336 at the active site. Structural insight 

into the PKS reaction mechanism elucidated for the CHS from the Medicago sativa indicates 

the presence of three inter connected cavities: the CoA binding tunnel, a coumaroyl binding 

pocket and a cyclisation pocket [6] at the active site. Type III PKS monomer utilizes the triad 

[7] within an internal active site cavity that is connected to the surrounding aqueous phase by 

a narrow CoA binding tunnel.  

Studies on various type III polyketide derivatives propose positive effect on human health and 

it is found that their products play therapeutically important roles [8] in disease treatment. For 

example, resveratrol, a stilbene synthase derivative from grapes shows cancer 

chemopreventive activity in murine models ([9], [10]). Currently there are more studies 

happening on type III PKS family of proteins and the volume of the polyketide data is 

increasing day by day. With this regard identification of proteins by laboratory experiments are 

difficult and also time consuming. In this approach, we attempted to predict type III PKS 

superfamily of proteins by using support vector machine. 

2 Methods 

2.1 Dataset 

Two datasets were considered for the development of the prediction tool. Positive (+) dataset 

comprised of 70 selected type III PKS protein sequences from plants, fungi and bacteria. 

Similarly negative (-) dataset was created by using same numbers of non-type III PKS protein 

sequences. The sequences were retrieved from Swiss-Prot in FASTA format 

(http://www.expasy.org/sprot/) and used to train and model SVM for predicting the type III 

PKS.  To test the reliability of the prediction server we also prepared a test set of 1000 type III 

PKS and non type III PKS proteins which were not the part of training set. In the test set of 

non type III PKS proteins, we included ketosynthase proteins as they adopt similar structural 

fold and can often show sequence similarity to type III PKS proteins. The test set is available 

online as supplementary data at http://type3pks.in/prediction/faq.php. 

2.2 Support Vector Machine 

The support vector machines (SVM) are group of  fast optimization machine learning 

algorithms with strong theoretical foundation developed by Vapnik and his team at AT&T 

Bell Labs, which have been used for many kinds of pattern recognition ([11], [12], [13]). 

SVM can be trained by using various sequence features for the successful prediction of type 

III PKS. In the given work, SVM has been implemented by using SVM
light

 package 

(http://svmlight.joachims.org/) which possesses two modules: SVM_learn and SVM_classify. 

The first module is concerned for preparing models learned from the training dataset (+ve and 

-ve) and the latter one classifies the data by using the models prepared by SVM_learn. Here 

we have trained the SVM by using a set of positive and negative datasets, produces a model 

(classifier) that can be used to identify the potential type III PKS. This package allows users 

to select various parameters and various kernel functions (linear, polynomial, radial basis, 

sigmoid or any other user defined kernel). The selection of optimal kernel function is very 

important in SVMs. Here in the creation of SVM models, we have used four types of kernel 

functions: linear, polynomial, sigmoid and radial. The performance of SVM based methods 

has been optimized by tuning SVM parameters, in order to achieve maximum accuracy. 

Journal of Integrative Bioinformatics, 7(1):143, 2010 http://journal.imbio.de

doi:10.2390/biecoll-jib-2010-143 2



2.3 Numerical properties for SVMs 

The SVM models were trained by using dipeptide and multiplet frequencies ([14], [15]) of 

amino acid composition. The total number of amino acids is 20 and therefore the theoretical 

number of possible dipeptides is 400. For each protein, a matrix of 400 dipeptides was 

generated and fed as an input to SVM. The frequency of each dipeptide is calculated by the 

formula: DFij=Nij/N where „Nij,‟ count of the ij
th

 dipeptide; N, total number of possible 

dipeptides; i, j = 1-20. The repetitiveness of the amino acid sequences were also analyzed by 

means of multiplet which comprises homopolymeric stretches of any length (homodipeptides 

XX, homotripeptides XXX, etc.) (X)n where „X‟ denotes any specific amino acid and n≥2. 

This measure of homopeptide density can be evaluated by using the formula: MFi = (counts 

of the i
th

 amino acid occurring as multiplet)/I, where i=1-20 and „I‟ is the length of the 

protein. 

2.4 Implementation 

We have implemented the prediction tool in a web server which is available at: 

http://type3pks.in/prediction/. The program is written entirely in PHP and JAVA, and is 

hosted by Apache on a linux server. The home page serve as the platform for submitting data 

where users can either paste or upload sequence which should be in standard FASTA format. 

The pages also outline the program's features and introduces user about the protein type III 

PKS. 

2.5 Performance assessment 

To evaluate the reliability of the prediction tool, we used four parameters: sensitivity, 

specificity, accuracy and Matthews correlation coefficient. The sensitivity gives the fraction 

of positive events predicted by the tool and the specificity indicates how many false subjects 

are incorrectly recognized as positives. Both sensitivity and specificity ranges within „0‟ and 

„+1‟, the latter value represents accurate prediction. Accuracy is the proportion of correctly 

predicted proteins. 

 

Specificity (SP) = TP/ (TP+FP) 

Sensitivity (SN) =TP/ (TP+FN) 

Accuracy (AC) = (TP+TN)/ (TP+FP+TN+FN) 

 

Matthews correlation coefficient or MCC ([16], [17]) is a statistical parameter which also 

used to estimate the accuracy of prediction.  MCC may range from -1 to +1 and the highest 

MCC value indicates better prediction [18]. 

The MCC is given as:  

Where TP, number of true positives; TN, number of true negatives; FP, number of false 

positives; FN, number of false negatives. In this work type III PKS are true positives and non-

type III PKS are true negatives. 
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3 Results 

We have designed and implemented a high performance prediction server towards developing 

a robust protocol for identification of type III PKS proteins where the classifier is Support 

Vector Machines (SVM). Web interface and overall architecture of the prediction server is 

depicted in the figure 1 and 2 respectively. Based on the very limited training dataset, the tool 

efficiently predicts the type III PKS family of proteins with high sensitivity and specificity. 

 

Table 1: Amino acid composition of type III PKS and non-Type III PKS. 

Amino acid No of residues in type III PKS No of residues in Non-Type III PKS 

Ala (A) 

Arg (R) 

Asn (N) 

Asp (D) 

Cys (C) 

Gln (Q) 

Glu (E) 

Gly (G) 

His (H) 

Ile (I) 

Leu (L) 

Lys (K) 

Met (M) 

Phe (F) 

Pro (P) 

Ser (S) 

Thr (T) 

Trp (W) 

Tyr (Y) 

Val (V) 

Pyl (O) 

Sec (U) 

35 (9.0%) 

16 (4.1%) 

10 (2.6%) 

19 (4.9%) 

7 (1.8%) 

13 (3.3%) 

28 (7.2%) 

31 (8.0%) 

8 (2.1%) 

25 (6.4%) 

35 (9.0%) 

27 (6.9%) 

14 (3.6%) 

14 (3.6%) 

21 (5.4%) 

20 (5.1%) 

21 (5.4%) 

4 (1.0%) 

11 (2.8%) 

30 (7.7%) 

0 (0.0%) 

0 (0.0%) 

29 (12.8%) 

15 (6.6%) 

10 (4.4%) 

13 (5.7%) 

6 (2.6%) 

10 (4.4%) 

8 (3.5%) 

23 (10.1%) 

4 (1.8%) 

6 (2.6%) 

24 (10.6%) 

4 (1.8%) 

6 (2.6%) 

5 (2.2%) 

8 (3.5%) 

17 (7.5%) 

11 (4.8%) 

3 (1.3%) 

7 (3.1%) 

18 (7.9%) 

0 (0.0%) 

0 (0.0%) 

 

It has been shown in the past that amino acid composition can be used to classify proteins 

([19], [20], [21]). It was observed that amino acid compositions of type III PKS proteins were 

significantly different from that of non-PKS proteins. Difference in amino acid composition 

of type III PKS and non-PKS calculated by using ProtParam [22] 

(http://au.expasy.org/tools/protparam.html) is represented in the table 1. Here chalcone 

synthase (Swiss-Prot ID: P30073) and type I polyketide synthase ketosynthase domain 
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(Swiss-Prot ID: Q32YX0) were taken as representatives. Thus it is possible to discriminate 

type III PKS proteins from other proteins.  

The SVM based classifier was developed using the numerical properties obtained by running 

the dataset using dipeptide frequency. The composition of dipeptides differs significantly in 

the type III PKS and non-PKS proteins. Different kernel and parameter functions were also 

tried to get the best performance in the given training dataset. The final output score for a 

given sequence was obtained using a combination of all the available models. 

To access the performance of PKSIIIpred, we preferred a test set of 1000 type III PKS 

sequence and 1000 non type III PKS sequences that were not the part of the training dataset.  

It is interesting to find that PKSIIIpred could identify 99% of the known type III PKS 

sequences with 99.5% accuracy with MCC observed to be highest (0.99) where the sensitivity 

and specificity were nearly the same (99.3% and 99.6%). We could observe that the 

combination of models provided the best results. 

 

 

Figure 1: Web interface of PKSIIIpred. 
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Figure 2: The Architecture of the PKSIIIpred server. 

 

Web server: The method presented here is available on the World Wide Web in the form of a 

server, “PKSIIIpred”. The Uniform Resource Link is http://type3pks.in/prediction/. The user 

can enter a protein sequence or upload a file consisting of multiple sequences in the standard 

FASTA format. If the user wishes to upload more sequence, it must be in .txt format. 

4 Discussion 

With the rapidly increasing amount of data generated by large-scale sequencing and 

intensifying attention on the study of type III PKS, methods that can discriminate type III 

PKS with high reliability and fast speed are important. NRPS-PKS is a reported web based 

server for PKS proteins developed by National Institute of Immunology [23] which can 

identify the potential PKS protein domains and also substrate specificity. Here in our 

approach, we are using a different methodology of machine learning to discriminate type III 

PKS and non-PKS proteins.  We have provided type III PKS amino acid sequences from 

bacteria, fungi and bryophytes in the training dataset, so they can be perfectly predicted 

during user investigation. 

In this approach, by giving a training set with known class labels (+1 for type III PKS, -1 for 

non-PKS), the SVM in training learns a hyperplane that optimally separates the items of the 

two classes. To calculate the decision factor, query is compared with the sequence 

composition of training set using the kernel function. If query is more „similar‟ to the type III 

PKSs from the training set a positive score is obtained, otherwise score is negative. 

Depending on whether score is larger than or smaller than 0, proteins are usually classified 

into one of the two classes by the SVM. 

The server uses far fewer features but achieved better performance in the evaluation. The 

values of statistical parameters (sensitivity, specificity, accuracy and MCC) are found to be 

very modest. These values rapidly enhance if further subjects are integrated in the learning 

dataset. It is noted that the server efficiently predicts type I polyketide synthase, ketosynthase 

domain as negative which adopts similar structural fold and can often shows sequence 

similarity to type III PKS proteins. These results demonstrated that the sequence features used 

by PKSIIIpred have powerful discriminating power. 
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It is encouraging to note that the ability of Support Vector Machines to learn and classify the 

PKS sequences accurately using small sized training dataset. Thus by using fewer, sequence-

based features and also by significantly reduced computing cost, a web server to be 

developed. 

5 Conclusions 

In this work, we have described SVM based approach for the prediction of type III PKS 

proteins based on amino acid composition. Based on this method we have developed and 

implemented an efficient and easy to use online user-friendly prediction server called 

PKSIIIpred. The sensitivity and specificity reaches nearly 99% for prediction of type III PKS. 

We expect that the tool may serve as a useful resource for researchers as it is freely available. 

Currently work is being progressed for further betterment in prediction accuracy by including 

more sequence features for the training dataset. 
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