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Abstract—In the near future, small intelligent devices will be de-
ployed in homes, plantations, oceans, rivers, streets, and highways
to monitor the environment. These devices require time synchro-
nization, so voice and video data from different sensor nodes can
be fused and displayed in a meaningful way at the sink. Instead
of time synchronization between just the sender and receiver or
within a local group of sensor nodes, some applications require the
sensor nodes to maintain a similar time within a certain tolerance
throughout the lifetime of the network. The Time-Diffusion Syn-
chronization Protocol (TDP) is proposed as a network-wide time
synchronization protocol. It allows the sensor network to reach an
equilibrium time and maintains a small time deviation tolerance
from the equilibrium time. In addition, it is analytically shown that
the TDP enables time in the network to converge. Also, simulations
are performed to validate the effectiveness of TDP in synchronizing
the time throughout the network and balancing the energy con-
sumed by the sensor nodes.

Index Terms—Sensor networks, time synchronization, timing.

1. INTRODUCTION

N the near future, small intelligent devices will be deployed

in homes, plantations, oceans, rivers, streets, and highways
to monitor the environment [1]. Events such as target tracking,
speed estimating, and ocean current monitoring require the
knowledge of time between sensor nodes that detect the events.
In addition, sensor nodes may have to time-stamp data packets
for security reasons. With time synchronization, voice and
video data from different sensor nodes can be fused and dis-
played in a meaningful way at the sink.

Instead of time synchronization between just a sender and a
receiver or within a local group of sensor nodes, some appli-
cations require all the sensor nodes to maintain a similar time
within a certain tolerance throughout the lifetime of the network.
Combining with the criteria that sensor nodes have to be energy
efficient, low-cost, and small in a multi-hop environment, this
requirement becomes a challenging problem to solve. In addi-
tion, the sensor nodes may be left unattended for a long period
of time, e.g. in deep space or on an ocean floor. Note that in
short distance multi-hop broadcast, the data processing time and
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its variation contribute the most to time fluctuations and differ-
ences in the path delays. Also, the time difference between two
sensor nodes may become large over time due to the wandering
effect of the local clocks.

A proposed solution called Reference-Broadcast Synchro-
nization (RBS) [6] aims to provide instantaneous synchro-
nization among a set of receivers that are within the reference
broadcast of the transmitter. It is argued that RBS can provide
multi-hop synchronization by translating the time between
different broadcast domains. However, the impact of the trans-
lation errors and delays on the synchronization still needs to be
studied. In addition, the energy dissipation and effects of node
mobility in large scale sensor networks, e.g., 300, 1000, and
2000 nodes, need to be addressed.

In the Internet, the Network Time Protocol (NTP) [14] is used
to discipline the frequency of each node’s oscillator. It is used
to provide network-wide agreement among a large group of
nodes in the Internet. It maybe useful to use NTP to discipline
sensor nodes, but the sensor nodes may be off when power man-
agement and topology maintenance protocols, e.g., SPAN [4]
and LEACH [9], are employed. In addition, disciplining all the
sensor nodes in the sensor field may be a problem due to in-
terferences from the environment and large variation of delays
between different parts of the sensor field. The interferences can
temporarily disjoint the sensor field into multiple smaller fields
causing undisciplined clocks among these smaller fields.

A more recently developed Time-Sync protocol for Sensor
Networks (TPSN) [7] is based on similar methodology as the
NTP, where the sensor nodes are organized into multiple levels
and synchronized to the root node of the hierarchy. Unlike the
Internet, the root node and nodes at different levels responsible
for synchronization may fail often, which may cause synchro-
nization problems. In addition, mobile nodes may disrupt the
predefined level-by-level synchronization procedure.

To provide network-wide time synchronization, the time dif-
ferences among the sensor nodes must be minimized before pro-
tocols requiring time-stamps, e.g., security applications, flow
control protocols, target tracking, voice fusion, video fusion,
and environmental data fusion, are realizable. In addition, the
time synchronization protocol must be robust to node failures
as well as energy consumption in the network. Also, node mo-
bility must be taken into account.

As a result, we propose the Time-Diffusion Synchronization
Protocol (TDP). The motivations for a network-wide time syn-
chronization are as follows:

» Enable applications to coordinate sensor nodes, e.g., target
tracking, data fusion, and decision fusion.

1063-6692/$20.00 © 2005 IEEE



SU AND AKYILDIZ: TIME-DIFFUSION SYNCHRONIZATION PROTOCOL FOR SENSOR NETWORKS 385

* Enable users to perceive events in the same time frame,
e.g., multiple fire outbreaks at different locations of the
sensor field.

* Enable protocols that require time-stamps, e.g., security,
flow control, and medium access protocols.

The TDP is used to maintain the time throughout the network
within a certain tolerance. The tolerance level can be adjusted
based on the application of the sensor networks. One of the ben-
efits of TDP is that the performance of voice and video applica-
tions can be improved when multiple sources are sending data
back to the sink through flooding or directed diffusion [11]. The
TDP enables the sink to detect the time difference between mul-
tiple sources, so that the temporal differences can be adjusted.
In addition, it allows the sink to issue a start time to the sensor
nodes allowing interactive sensing and monitoring.

The design issues and system architecture of TDP are de-
scribed in Section II. The TDP protocol is presented in Sec-
tion III. The analytical performance and simulation results are
discussed in Sections IV and V, respectively. Finally, the paper
is concluded in Section VI.

II. DESIGN ISSUES AND SYSTEM ARCHITECTURE

Some of the factors influencing time synchronization in large
systems such as personal computers (PCs) also apply to sensor
networks [12]; they are temperature, phase noise, frequency
noise, asymmetric delays, and clock glitches.

» Temperature: Since sensor nodes are deployed in various
places, the temperature variations throughout the day may
cause the clock to speed up or slow down. For a typical PC,
the clock drifts few parts per million (ppm) during the day
[15]. For low-end sensor nodes, the drifting may be even
worse.

* Phase noise: Some of the causes of phase noise are access
fluctuations at the hardware interface, response variation
of the operating system to interrupts, and jitter in the net-
work delay. The jitter in the network delay may be due to
medium access and queueing delays.

* Frequency noise: The frequency noise is due to the un-
stability of the clock crystal. A low-end crystal may expe-
rience large frequency fluctuation, because the frequency
spectrum of the crystal has large sidebands on adjacent fre-
quencies.

¢ Asymmetric delay: Since sensor nodes communicate with
each other through the wireless medium, the delay of the
path from one node to another may be different than the
return path. As a result, an asymmetric delay may cause
an offset to the clock that can not be detected by a variance
type method [12]. If the asymmetric delay is static, the time
offset between any two nodes is also static. The asymmetric
delay is bounded by one-half the round trip time between
the two nodes [12].

* Clock glitches: Clock glitches are sudden jumps in time.
This may be caused by hardware or software anomalies
such as frequency and time steps.

Besides dealing with these factors, a time synchronization

protocol for sensor networks should be automatically self-con-
figured and be sensitive to energy requirement. These are the
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Sink Seryor Field
ensor Nodes
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Time Server—- Algorithm R

Sensor nodes in the sensor field
maintain at equilibrium time, which
may experience gradual fluctuation
in the sensor field and shift over time.

Fig. 1. System architecture.

two design criteria that the TDP is engineered around. The TDP
self-configures and self-organizes to address the frequent net-
work partitioning caused by sensor node failures. In addition,
the TDP does not depend on any particular node to be a time
server/master node, so the workload can be spread to all sensor
nodes.

In the following paragraphs, the TDP is described for both
cases: (i) with precise time servers and (ii) without precise time
servers.

(1) With precise time servers: The overall system architecture
of how TDP interacts with the outside world is shown in
Fig. 1. The main objective of the TDP is to enable the
time of the sensor nodes to reach an equilibrium time. The
sinks may act as precise time servers for the sensor nodes
residing in the sensor field. They broadcast a reference
time to all the master nodes in the sensor network; master
nodes are sensor nodes randomly elected to synchronize
their neighbors. In turn, the master nodes use the received
reference time to synchronize their neighbor nodes by
using the TDP. In essence, the equilibrium time that the
sensor network reaches is the reference time broadcast by
the sinks.

(ii) Without precise time servers: Although the TDP can be
used with precise time servers, it is more important to
discuss about the autonomous nature of TDP since the
line-of-sight or connection to all master nodes from the
sinks may not be possible. Also, the sensor network may
be deployed in areas that may not be accessed by the sinks
for along period of time, e.g., caves and ocean floor. Con-
sequently, the sinks may not be used as time servers; for-
tunately, the autonomous nature of the TDP allows the
sensor network to reach an equilibrium time that is in-
dependent from the time used by the Internet, e.g., Uni-
versal Coordinated Time (UTC).

Since the time in the sensor network reaches an equilibrium
value, it still may drift over time and has fluctuation throughout
the sensor network. Although the time variation throughout the
sensor network may be very small, it is necessary to translate
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the time in the sensor network to a common time, e.g., UTC,
used by the users. The sinks as shown in Fig. 1 take care of such
translation with the Time Translation Algorithm [18], which is
based on playout buffer technique similar to Jitter Time Stamp
[17]. In addition, they serve as interfaces to the sensor network
and synchronize to the time servers using the NTP [16]. Note
that the focus of this particular paper is on the synchronization
problem in the sensor field without precise time servers.

The time schedule for applying TDP is illustrated in Fig. 2.
During the active period, the master nodes are reelected at every
7 seconds, which is a design parameter that depends on the
types of sensor networks. The master nodes broadcast the timing
information to their neighbors, which use this time as timing
reference. The neighbor nodes self-determine to become dif-
fused leader nodes that further broadcast the timing information
to their neighbors. The master nodes repeat this process every
6 seconds as shown in Fig. 2. The duration of the TDP active pe-
riod depends on the range of time variation allowed throughout
the sensor network. On the other hand, the inactive period de-
pends on the amount of clock drifts allowed before TDP is ac-
tivated again. The active and inactive periods are design param-
eters that can be tailored for different types of sensor networks.
In addition, they are synchronized among all the master nodes.
An overview of the procedures and functionality of the TDP is
described in the following paragraphs.

The TDP architecture consists of many algorithms and pro-
cedures as illustrated in Fig. 3. The TDP protocol focuses on
all the algorithms and procedures except the clock discipline al-
gorithm. The clock discipline algorithm may use the adaptive
hybrid clock discipline algorithm intended for NTP Version 4
[15]. The hybrid clock discipline algorithm uses a combination
of phase lock loop (PLL) and frequency lock loop (FLL), which
are usually implemented in hardware to minimize the noise. For
low-end sensor nodes, it may not be possible to have a combi-
nation of PLL and FLL due to monetary cost of each node. As a
result, there may still be room for a different type of clock disci-
pline algorithm specifically designed for low-end sensor nodes.

The algorithms and procedures in Fig. 3 are used to au-
tonomously synchronize the nodes, remove the false tickers
(clocks that deviate from their neighbors), and balance the load
required for time synchronization among the sensor nodes.
Initially, the sensor nodes may receive an Initialize pulse from
the sink either through direct broadcast or multi-hop flooding.
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Fig. 3. TDP architecture.

Then they self-determine to become master nodes with the
election/reelection of master/diffused leader node procedure
(ERP), which consists of the false ticker isolation algorithm
(FIA) and load distribution algorithm (LDA) as shown in Fig. 3.
At the end of procedure ERP, the elected master nodes start the
peer evaluation procedure (PEP) while others do nothing. The
procedure PEP helps to remove false tickers from becoming a
master node or a diffused leader node.

After procedure PEP, the elected master nodes (denoted by
W in Fig. 3) start the time diffusion procedure (TP), where
they diffuse the timing information messages at every ¢ seconds
(round interval) for a duration of 7 seconds. Each neighbor node
(e.g., node B or C in Fig. 3) receiving these timing informa-
tion messages self-determines to become a diffused leader node
using the procedure ERP. Furthermore, all neighbor nodes ad-
just their local clocks using time adjustment algorithm (TAA)
and clock discipline algorithm (CDA) after waiting for 6 sec-
onds as shown in Fig. 3.

The elected diffused leader nodes (e.g., node B) will further
diffuse the timing information messages to their neighboring
nodes (e.g., nodes D and F) within their broadcast range. Note
that these timing information messages are diffused by each
elected diffused leader node for n hops from the master nodes,
where each hop represents one level from the master nodes (e.g.,
nodes B and C are at Level 1 while nodes D and E are at Level
2). This diffusion process enables all nodes to be autonomously
synchronized. In addition, the master nodes are re-elected at
every 7 seconds using the procedure ERP, which is repeated for
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6 — 1 times, where 67 is equal to the length of the TDP active
period.

The functionality and novelties of the procedures PEP, TP,
and ERP as shown in Fig. 3 are described in the following sec-
tion. The procedures PEP and TP are explained before the pro-
cedure ERP, because the algorithms FIA and LDA of procedure
ERP require the understanding of these procedures.

III. TIME-DIFFUSION SYNCHRONIZATION PROTOCOL

The TDP is composed of components as illustrated in Fig. 3.

A. Peer Evaluation Procedure (PEP)

The purpose of procedure P E P is to allow neighbor nodes to
evaluate the stability of the local clock by using the Allan vari-
ance [2]. The Allan variance is used to estimate the deviations
between two clocks. The steps are as follows:

Step I: Initially, the elected master nodes broadcast  number
of time-stamped SCAN messages to the neighbor nodes
within a short time interval, so the phase and frequency
noises are almost white [12].

Step 2: The neighbor nodes use these SCAN messages to cal-
culate the 2-sample Allan variance o2(1) [2], [15] of the
local clock from the clock of the master nodes as follows:

N-—-2
1
W=y ;@m ~ 241 +1,)7 (1)

where ¢ is the time difference between two time deviation
measurements; [V is the total number of time deviation
measurements, and x is the measurement value.

Step 3: The calculated Allan variances o(¢) by (1) are sent
back to the master nodes with the REPLY messages.

Step 4: The master nodes then calculate the outlier ratio -y, ,
which indicates the amount of clock deviation, between
the sensor node y (e.g., master node) and z (e.g., neighbor

node) by
Vs = 0.132([’) - O-ng(L) (2)
! Tang(t)

2
avg

(¢) of the Allan variances by

M
Yim 0y: (1)
M
where USZ (¢) is the Allan variance between nodes y and z
calculated by (1); and M is the number of Allan variances

received. In addition, the average o4.4(¢) of the Allan
deviations (4/02(¢)) is determined as

Ziu=1 O—Ez([’)
Javg(b) = T (4)

and the average o

Tang (1) =

3

As aresult, the outlier ratio v, (2) and the average Allan
deviation o4,,(t) (4) are sent back to the neighbor nodes
using the RESULT messages.

Step 5: Repeat steps 1 to 4 for n hops from the master nodes,
where in each hop the elected diffused leader nodes are
the ones that broadcast 7 number of time-stamped SCAN

messages and perform the evaluation of their neighbor
nodes.

Step 6: At the end of 7 period, reset the Allan variances (1)
and outlier ratios (2) to zero and start the same procedure
with them from the master nodes.

After the procedure PEP, all sensor nodes receive the outlier
ratios 7, (2) and the average Allan deviation o4,4(¢) (4), which
are used to evaluate the quality of their clocks with respect to
their neighbors by the procedure ERP. In the following section,
the procedure TP is described.

B. Time Diffusion Procedure (TP)

As shown in Fig. 3, the procedure TP diffuses timing in-
formation messages from the master nodes to the neighboring
nodes, where the timing information messages are further dif-
fused by the elected diffused leader nodes for n hops from the
master nodes. Effectively, a temporary tree-like structure is cre-
ated when the master nodes diffuse timing information mes-
sages. At the end of this procedure, the timing information is
used by the algorithm TAA to adjust the local clocks.

1) Timing Information Handshake: The timing information
messages are diffused from one level to the next starting from
the master nodes, and it contains the following fields:

a) Master node local ID (M-LID) (ID of the master node of
which it is originated),

b) Source LID (the LID of the node that broadcasts the timing
information message),

¢) Value n (the number of levels that the timing information
message is to be diffused; it is twice the minimum number
of hops that covers the sensor field given a number of
evenly distributed master nodes. This allows a sensor node
to receive multiple timing information messages from dif-
ferent master nodes.),

d) Time tyr; (the diffused time from the master LID M that
neighbors should synchronize to at Round (7)), and

e) Value By (the value used by the algorithm TAA to cal-
culate the weight for the diffused time ¢ ; at Level k).

The elected diffused leader nodes at Level 1 respond to the
timing information messages with ACK messages (Round (7) in
Fig. 4). Afterwards, the round trip time A; between the master
node and diffused leader node j is calculated by

Aj = (t1 — to) &)

where ¢ is the arrival time of the ACK message and % is the
broadcast time of the timing information message at Round (%)
in Fig. 4.

Since each master node may receive multiple ACK messages,
the average A of the round trip delays A; ((5)) is calculated and
used to estimate the one-way delay between the master node and
the neighboring nodes. As a result, the diffused time ¢,/,; from
the master nodes can be calculated as

A
tars =t + 5 T ) (6)

where A /2 is the estimated one-way delay, and ¢ is the amount
of time that the neighboring nodes wait before adjusting their
local clocks.
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Timing Information Handshake

Master Node —=-----------------» Level—1 Diffused Leader Node
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Level—k Diffused Leader Node=-------» Level—(k+1) Diffused Leader Node

Round (i.1) Sends a timing

information m()x,&'uge.\ Receives a timing

information message.

/ Sends ACK to sender.
Round (i.2) Receives ACK.

Fig. 4. Handshake of timing information message.

Furthermore, the standard deviation o of the round trip de-
lays A; ((5)) is obtained and used to estimate the quality of the
diffused time ¢ ;. Note that a large « value means that the dif-
fused time ¢57 ; may have a larger error. Hence, the standard de-
viation « is accumulated at every hop starting from the master
node. This accumulated deviation value 3y, is calculated as

Bk = Brk—1 + (7N
where k is the distance from the master node in terms of the
number of hops.

The elected diffused leader nodes follow the same handshake
procedure when they propagate the timing information message
from Level k to Level (k + 1) as shown in Fig. 4 with the fol-
lowing modifications:

* The time ¢y ; is calculated and only adjusted by A/2 as

A
tai =t + 5 ®)
e The value n, the number of levels to be diffused, is de-
creased by one after each broadcast. A diffused leader node
will not propagate the timing information message if the
value n stored in the received timing information message
is set equal to 0.

* The source LID in the timing information message is set to

the LID of the diffused leader node.

* The value (3,1, is calculated by (7).

e The M-LID value stays the same in the timing information

message.

Moreover, the master nodes diffuse a new timing information
message every § seconds (i.e., time between two rounds) for
a duration of 7 seconds to address the clock wandering and
mobility of nodes. In addition, the timing information message
handshake is repeated level-by-level by the elected diffused
leader nodes as shown in Fig. 4.

Furthermore, a sensor node may receive multiple timing in-
formation messages from different master nodes. The informa-
tion in these timing information messages are stored in a timing
data table and used later by the algorithm TAA to calculate the
new time for the node. If a node receives multiple timing in-
formation messages along different paths from the same master
node during 6 period, only the information from the message
that has the lowest £,7; value is stored. In addition, a node may
only diffuse the timing information message at most once per
master node during the 6 period. As a result, only one entry per
master node is stored in the timing data table. Since the timing
data table only stores one entry per neighboring master node,
the size of the timing data table should be very small, e.g., less
than 10 entries.
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Fig. 5. Example of timing information stored in the nodes.

An example of the timing information stored in the timing
data table is illustrated in Fig. 5. It shows the contents of a
master node, Level 1 neighboring nodes, and Level 2 neigh-
boring nodes. The details of the contents are described as fol-
lows:

Level 0: A master node sets the master node indicator (MNI)
to true in the timing data table. Each row of the table
contains the information related to the timing informa-
tion message diffused by the master node. For example,
the M-LID, Bk, tas,i, and ¢y values are stored under
columns h; to hy (e.g., M-LID = 10; Sy = 0.2;
tari = 2.41; and tg = 2.41). In addition, column hs
is set to false since a master node can not be elected as
a diffused leader node. Also, a master node should only
have one row of data in the table, because it is diffusing
its time.

Level I: There may be many nodes, which are one hop away
from the master nodes. Some of them may be elected dif-
fused leader nodes while others are not. The contents of
both categories of nodes are shown in Fig. 5. In addition,
the MNI of both categories is set to false indicating that
the nodes are not master nodes. The example illustrated
in Fig. 5 shows that both categories of nodes receive three
timing information messages from three master nodes,
e.g., M-LID = 10; M-LID = 3; and M-LID = 20. The
only differences between the contents of both categories
are under columns hy4 and hs. For each received timing
information message, a node may be elected as a dif-
fused leader node. If it is elected, it is specified in column
hs with the value true (e.g., true for M-LID = 10 and
M-LID = 20 while false for M-LID = 3 of the elected
diffused leader node). If a node is not elected, column hs
is specified with the value false and hy is set to O since the
node is not diffusing any timing information message. As
a result, a diffused leader node may have both false and
true indicator values while a node elected not to diffuse
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Fig. 6. Timing diagram of the timing information handshake.

any timing information message has only false values for
all rows in column hs.

Level 2: The method of storing information in the timing data
table is the same as Level 1. Note that the values under
columns ho and hg are different than the values in Level
1, because they are adjusted by (7) and (8). In addition, the
diffused leader node indicators at column hs are different,
because a sensor node at Level 2 may be elected differ-
ently than a node in Level 1 to diffuse the timing infor-
mation message, which originates from the same master
node. For example, a diffused leader node at Level 2 is
elected to diffuse the timing information message from
M-LID = 3 at time 2.8 s while the diffused leader node at
Level 1 is not elected although both of these nodes receive
the timing information message from M-LID = 3.

Since the timing information message handshake involves
message exchanges as shown in Fig. 4, it is important to under-
stand the time constraints between these message exchanges. As
a result, the timing diagram of the timing information message
handshake is described in the following section.

2) Timing Diagram of the Timing Information Hand-
shake: The TDP consists of three procedures ERP, PEP, and
TP as shown in Fig. 3. Since the procedure ERP requires a
small amount of processing time comparing to procedures PEP
and TP, it is not included in the timing diagram as shown in
Fig. 6, which captures the timing relationship of events within
7 period. The procedure PEP given in Section III-A requires
P seconds of processing time while the procedure TP occupies
the rest of the 7 period. In the following paragraphs, the timing
relationship of the procedure TP is described.

As shown in Fig. 6, the procedure TP consists of the opera-
tions a, b, ¢, d, e, and f as well as the guard band. The time
constraints of the operations and guard band are described as
follows:

* Guard band: G seconds long, where G > Maxz{A;} + P;
it prevents operations a, b, ¢, and e from occurring and gen-
erating events that may spill over to the next 7 period. The
operations are initiated when an ACK message is received
at A; ((5)) seconds after operation a.

* b — dandc — e: 6 seconds long, where 6 > Maz{A;}
and 6 < G. This is to ensure that all timing information

Timing Information Messages

and ACK messages are received within ¢ seconds when
diffusing a timing information message.

o 7 period: T > 6 + Min{A;} + G + P; it ensures that
a timing information message is diffused for at least one
round.

Within the 7 period, the operations a through f are performed
during each round, which is kept tracked by the # counter, where
6 is the TDP active period. The functionality of each operation
is as follows:

Operation a: The master nodes broadcast timing information
messages.

Operation b: The sensor nodes perform the procedure ERP
detailed in Section III-C, which elects the diffused leader
nodes as described in Section III-C. The elected diffused
leader nodes send an ACK message and broadcast a timing
information message as shown in Fig. 6. In addition, they
initiate an operation d occurring ¢ seconds later. Before
operation d takes place, the diffused leader nodes may re-
ceive multiple ACK messages. Every time an ACK mes-
sage is received, the round trip delay A ; is measured using
(5). In addition, the average A and standard deviation «
of the round trip delays A; are calculated and stored in
the timing data table as described in Section III-B1.

Operation c: The master nodes receive an ACK message from
Level 1 diffused leader nodes and initiate operation e oc-
curring § seconds later as shown in Fig. 6. Before exe-
cuting operation e, multiple ACK messages may be re-
ceived. As a result, the average A and standard deviation
a of the round trip delays A; are calculated.

Operation d:The sensor nodes adjust their local clocks with
the algorithm TAA. They also remove all rows in the
timing data table. In addition, the A; values are cleared
while the @ and A values are kept, which are used to
calculate Bas 1 and ta7,; with (7) and (8), respectively.

Operation e: The master nodes clear the timing data table
and initiate operation a.

Operation f: All sensor nodes in the sensor network reset
their variables. For instance, the master node indicator
(MNI) is set to true, and all the rows in the timing data
table are cleared. In addition, the A; values are cleared
while the A and « values are kept. Furthermore, the
6 counter is decreased by one, and the master nodes
broadcast a SYNCH message containing the value of the 4
counter. The SYNCH message is intended for new sensor
nodes that have been just added into the network. Once
these new sensor nodes receive the SYNCH message,
they set the f counter to the value specified in the SYNCH
message. Only new sensor nodes that have received the
SYNCH message can participate in becoming a master or
diffused leader node with the procedure ERP. The rest
of the new sensor nodes has to wait until it has received
the SYNCH message that only occurs at every T seconds.
Since the operation f is at the end of the 7 period, the
procedure ERP is performed, which elects new master
nodes for the next 7 period.

The above operations are carried out during each round of
timing information message diffusion and continue until the 6
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counter reaches 0. In the following section, the procedure ERP
is described specifying how a master or diffused leader node is
elected.

C. Election/Reelection of Master/Diffused Leader Node
Procedure (ERP)

As shown in Fig. 6, the diffused leader and master nodes are
elected in operations b and f, respectively. Both types of elec-
tions depend on the outputs of the algorithms FIA and LDA
to automatically self-configure the nodes as described in Sec-
tions III-C1 and II-C2. The master nodes are elected at the
beginning of every 7 period to balance the workload of being
master nodes and allow the network to reach an equilibrium
time. The diffused leader nodes are elected every ¢ period to
balance the workload of being diffused leader nodes and ensure
neighboring nodes receive the diffused timing information mes-
sages. The elections of both master nodes and diffused leader
nodes at every 7 and ¢ periods provide a robust mechanism that
does not depend on specific sensor nodes to be operational.

1) False Ticker Isolation Algorithm (FIA): The algorithm
FIA uses the outlier ratio outputs ((2)) of the procedure PEP as
described in Section III-A to self-determine if a node is a false
ticker or not. If the average of these received outlier ratios is
greater than the threshold ¢, the sensor node is an outlier. The
value ¢ controls the quality of the selected clocks. For instance,
a small ¢ value means that the selected clocks have small devi-
ations with the clocks of the neighbor nodes. When the average
outlier ratio is greater than 1, it means that the local clock devi-
ates from the clocks of the neighbor nodes by more than twice
the average Allan variance given by (3).

If a node self-determines to be an outlier, it is a false ticker.
The false ticker does not become a diffused leader node during
the current 7 period or a master node at the beginning of the next
7 period. The algorithm FIA aims to remove nodes that have
high frequency noise clocks or high access fluctuation due to
either network jitter or access variations from becoming master
or diffused leader nodes. If a node is not a false ticker, then it
uses the algorithm LDA as described in Section III-C2 to deter-
mine if it is elected as a master or diffuse leader node.

2) Load Distribution Algorithm (LDA): Besides allowing
the sensor network to achieve an equilibrium time, the TDP
needs to be energy efficient and capable of distributing the
energy consumption for diffusing time to all sensor nodes in
the network. It achieves them by reelecting master and diffused
leader nodes at every T and ¢ seconds, respectively. During the
reelection, the nodes randomly choose a value A that is between
0 and 1. The value A is then shifted by the value (1 — (), where
( is the ratio of current energy level over the maximum allowed
energy level, and calculated as

A=A-(1-0) )

If the value A is greater than the threshold ¢, then the node is
either a master or diffused leader node depending if the master
or diffused leader node is being reelected. The threshold ¢ de-
termines the number of sensor nodes participating as a master
or diffused leader node. For example, if ¢ is set equal to 0.7, it
means on the average that 30 percent of the deployed sensor
nodes is a master node or diffused leader node. As a result,
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p = 1 — p represents the fraction of deployed sensor nodes
that is a master or diffused leader node. For this case, p is set
equal to 0.3.

Since the shifting of the randomly selected value A is based
on the current energy level of the sensor node, p decreases if
the threshold ¢ is not adjusted appropriately. As a result, the
threshold ¢ stored in all sensor nodes is adjusted at every T
seconds according to

p=p—c (10)
where ¢ is the amount that needs to be adjusted, which is based
on y (energy consumed per round of timing information mes-
sage diffusion). The value i can be approximated by
Amount of energy consumed during 7 seconds

[51-1
where 7 is the master node reelection period, and ¢ is the time
between each round of timing information message diffusion.

As a result, the value e (see the Appendix) is calculated as

(1)

[~

e=p— Z D™ (1= p) "™ (p— (m—1)e) (12)
m=1

where p is the fraction of sensor nodes that can become a master
or diffused leader node; 7 is the number of rounds within a 7
period, which is approximated by [7/6] — 1; € is the ratio of u
((11)) over the maximum energy level; and the coefficient ®; ,,
is calculated as
1, form=1
22;11 1, for m=2

_ i—(m—1) i—(m—=2)—vp, 1
Qi,m - (va,l:l (Z'Um,g =1

X ( . (Z:i;zrlz o 1) . ))) form>3

(13)
with ¢ > m and m — 1 levels of summation for m > 3, e.g.,

=02 ))and (3-(O2(52 1)) are 2 and 3 levels, respectively.

D. Time Adjustment Algorithm (TAA)

As shown in Fig. 4, a sensor node at operation d adjusts its
local clock with time #7,; and deviation (357, which are ob-
tained from columns ho and hg of its timing data table. First,
the node sums up all the deviations in column hy of the timing
data table, where S1 denotes the sum and set S contains all the
deviations Sas,x. In addition, set T contains all the times tas;
in column h3 of the timing data table, where |T| = |S]|.

Let u be the uth element stored in sets S and T, where both
uth elements in sets S and T are obtained from the same timing
information message, which occupy the same row in the timing
data table. For example, S,, and T, are the uth elements in sets
S and T, respectively.

As a result, the weight w,, for the diffused time T, is deter-
mined as

_ Eu

Wy = ——

&r

where &, (the unnormalized weight for the diffused time T,,) is
calculated as

(14)

§u = PBr — Su (15)



SU AND AKYILDIZ: TIME-DIFFUSION SYNCHRONIZATION PROTOCOL FOR SENSOR NETWORKS 391

and &7 (the normalizing factor for the weight £,,) is determined
as

IS

fT = Z gu
u=1

The weight w,, is large when the deviation S,, is small. As a re-
sult, the sensor node uses more of the time diffused by a master
node that is a hop away than two hops away. In addition, the
effect of the asymmetric delay is lowered since the asymmetric
delay is bounded by one-half of the round trip delay [12], and
the round trip delay of one hop should be rather small, i.e., mil-
liseconds order.

Once the weight w,, for each diffused time T, is obtained
from (14), it is used to calculate the new time ¢, for the node.
If the set T is empty, then the new time is just the current local
time (¢1oca1), without any change. If the set has only one element
T4, then the new time ?,,.., 1S set equal to that element. Other-
wise, all the elements in set T are weighted by w ((14)), and
they are summed up to provide the new time %y, . In Summary,
tnew 18 calculated as

(16)

tlocal; for |T| =0
thew = & T1, for |[T| =1 (17)
ST W, - Ty, for |T| > 2

As the new time ¢, is calculated by (17), the local clock
is not updated with the new time if |tiocal — tnew| 1S smaller
than the average of the received Allan deviations, which are the
outputs of procedure PEP as described in Section III-A. This
is to prevent unnecessary updates to the local clock since the
new time ty, is within the range of clock deviation among the
neighbors.

IV. ANALYTICAL PERFORMANCE EVALUATION

It is important to show that TDP can allow the time in the
sensor nodes to converge to an equilibrium time with a small
variation that is equal to the round trip time v between two ad-
jacent neighboring nodes. The value v consists of two com-
ponents: 1) the processing delays and 2) the propagation de-
lays. Since the propagation delays may be in the order of mi-
croseconds, the time precision between nodes is gated by the
processing delays. As a result, v can be controlled by varying
the processing delays, which consist of the medium access and
queueing delays.

Each node is assumed to have received at least 2 timing in-
formation messages. The minimum p value (pp,iy) required to
satisfy this assumption is calculated as

l-w
kr(R-n)?
where [ and w are the length and width of the sensor field, re-
spectively; x is the number of nodes deployed in the sensor field,;
R is the broadcast radius of a sensor node; and n is the number
of levels that the timing information message is to be diffused.

Although p,i, gives the minimum value of p, p is best to
be few times larger than pp,i,. This is to account for uneven
distribution of nodes in the sensor field. By requiring the nodes
to receive at least 2 timing information messages, the time in the
sensor nodes can be diffused more effectively by using TDP.

(18)

Pmin =

Probability Of Success

’7 upger 0 lowc;‘ T T
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/
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Fig. 7. Probability distribution of the deviated time from the ideal.

The time deviation from the ideal time is assumed to be uni-
formly distributed between lower bound 1}, and upper bound
Yupper- The range between Yiower and Yypper i separated into
discrete sections with step size of v. As a result, each section has
the probability of 1/[(Fupper — Piower)/V] as shown in Fig. 7.
Since after each round of diffusion from the master nodes, the
range between Jioyey and Yypper shrinks. For the analysis, it
is assumed that the range is shrunk by v - v; seconds from the
upper bound ¥,pper and lower bound Piower, Where v; is the
shrink in multiples of v at Round (7). After the range is shrunk,
the Yypper and Yjower Values are set to the new shrunk upper and
lower bound values.

The probabilities Qr; and Qu,; are the probabilities of
shrinking by v-v; from the lower and upper bounds at Round (4),
respectively. Since the upper and lower bounds are assumed to
shrink the same range, (1, ; is equal to Qy7; and is calculated as

Qri=Qui= { “ (19)

(Yupper —ower)
v

The objective of each round of timing information diffusion is
to shrink the range of the deviated time distributed throughout
the sensor network. The amount of shrinkage at Round () is
v - v;. As a result, the probability €2; that all sensor nodes are
shrunk by v - v; at Round (7) is calculated as

Q= Q(ﬁnower+v-w)<t< (Yupper—vv;)»

= & — . )\ PR . '(1_’,,),{1
<|—p/<,-|) (1= (Qri + Qi)™ (Qr.i + Qua) ' ~"",

N (f(l _ﬁp),ﬂ> (Qri+ Qu)t=7"
(1= (Qr,i + Qu,i))™

where & is the number of nodes deployed in the sensor field; p is
the fraction of nodes that will become master nodes or diffused
leader nodes; and Qr ; and Q,; are probabilities calculated by
(19). Furthermore, €2; can be approximated by the Poisson dis-
tribution if « is large and A is small

[(-p)r]
[(1=p)s]!

To show that the time distributed in the sensor network will
converge to an equilibrium time, the probability given by (20)
is plotted in Fig. 8 for p = 0.35, K = 100, Yypper = 60 s,
and Yower = 10 s. The maximum value of €2; occurs at around
vy; = 16 s. From (20) and Fig. 8, there is a shrink range vv; that

e ™ where A =Qr;+Qui.  (20)



392

0.05 . . — .

0.045}- \ i
0.041 [ ! 1
0.035|- | v 1
0.03f | \ 1

G 0025+ i | i
0.02} , \ |
0015} | \ 1
0.01F | \ 1

0.0051 / \ 1

0 5 10 15 20 25 30
v v; (Sec)

Fig. 8. €2, versus vv;.

v v; Vs. Round Number (p= 0.35)

18 T T T T T T
-#- v =0.03 Sec
-o- 1 =0.003 Sec
16 i -4 1=0.0003 Sec
\‘.
14 1)
12} \\ 1
o 10 \
o\
8"\
Z 8t | 7
\
6| \\
4t \
2+
0 " n " i Py 2 & &
1 2 3 4 5 6 7 8 9 10 11
Round Number (i)
Fig. 9. wv; versus diffusion round.

will give a maximum value of €2; for each round of timing infor-
mation diffusion. After each round, the upper and lower bounds
of the deviated time, i.e., Yupper and Vigwer, are decreased by
the shrink range vv;. Once the deviated time range is shrunk,
the probability distribution is still assumed equally distributed
for the new range, and (20) is used to find the next best shrink
range vv; at Round (7). This process is repeated for every round
until the deviated time range is 2v or less. The convergence of
the proposed protocol based on this process is shown in Fig. 9.
It represents the best case in convergence. Since the proposed
protocol diffuses timing information message at each round to
synchronize the neighboring nodes, the actual shrink range vy;
maybe different than the best case. Although with this differ-
ence, the TDP still converges but at a longer time since 9 upper
and Yower are decreased at each round.

As shown in Fig. 9, the shrink range decreases exponentially
as the number of rounds of timing information message dif-
fusion increases. This means that the range of deviated time
throughout the network is slowly reaching its equilibrium time.
Note that the convergence does not depend on the v value, i.e.,
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Fig. 10. Probability of convergence versus p.

the round trip time between nodes. This means that the time in
the network can reach different level of precision, e.g., millisec-
onds or microseconds order. In reality, the attainable order of
precision may only be in milliseconds, because the error budgets
for processing and queueing delays in real systems are in the mi-
croseconds range. Also, the convergence exhibited by TDP only
depends on the number of timing information message diffu-
sion. As an example, the time takes 7 rounds to converge when
v = 0.03 s while 9 and 11 rounds when v = 0.003 s and
v = 0.0003 s, respectively. Note that these number of rounds
are obtained based on the best probability €2; at each Round (4).
In addition, the analysis is based on x = 100, i.e., the number of
nodes being deployed, but it is also valid for higher values of «.

The choice of p in (20) is also important. For x = 100,
the best p value with the highest probability of convergence is
around 0.1 as shown in Fig. 10. The probability of convergence
is calculated as the product of €2; for 7 = 1 to (z when vy; is
equal to 2v or less). As « increases to 200, the best p value shifts
to around 0.3. In addition, the p value should be less than 0.5.
Hence, half of the deployed nodes can be adjusted by the TDP
since master nodes do not adjust their time although they receive
the timing information messages from other master nodes.

V. PERFORMANCE EVALUATION BY SIMULATION

The performance of the TDP is evaluated with an event driven
simulation. Two hundred sensor nodes are deployed randomly
in a 80 m by 80 m sensor field. Each of the sensor nodes can
receive and transmit messages to its neighbors by executing the
TDP independently, i.e., each sensor node is emulating a phys-
ical sensor node where it has its own memory. In addition, it
keeps track of its own local time with a randomly selected drift
rate that is between 100 ppm. Since each node keeps track
of its local time, simulations with large number of nodes, e.g.,
1000, 2000, and 3000, may become difficult. It is because the
simulation has to create an event for every clock tick. As a re-
sult, only 200 sensor nodes are deployed with the targeted preci-
sion of 10~! seconds order. It is shown in Section IV that TDP
will work for higher order of precision. To show that TDP is
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TABLE 1
CONFIGURATION OF EACH SENSOR NODE
Parameters Value
Transmission radius 10 meters
Available encrgy 1]
Transmission cost 600 mW
Receiving cost 200 mW
Clock frequency 2 MHz
Clock fluctuation within =100 ppm
Transmission rate 1 Mbps

3 * 10% meters/second
0.05 seconds +
N(0,1) msec access fluctuation
0.01 seconds +
N(0,1) msec access fluctuation

Signal propagation speed
Processing delay
(saturated)
Processing delay
(not saturated)

Peer Evaluation Scan

Message Length 98 bits
Peer Evaluation Reply

Message Length 158 bits
Peer Evaluation Result

Message Length 139 bits

Timing Information

Message Length 152 bits
ACK Message Length 20 bits

Local ID Range 260

8.3 % 10~* meters/second
0 meters/second

Mobility of Mobile Nodes
Mobility of Static Nodes

able to reach its equilibrium time and maintain a small variation
of the deviated time throughout the network, the local time of
each sensor node is initially shifted by a random amount ranging
from 10 s to 60 s from the ideal time. Since the local times of
the neighbor nodes are quite different, this setup also shows how
TDP recovers from network partitioning. In essence, this setup
represents the worst case scenario in synchronizing time, where
each node may be drifted far apart from each other.

When a node receives and transmits messages, it will con-
sume power. It is assumed that a node does not go into the idle
state while running the TDP since the nodes are active during the
short period of time when TDP is running. All the nodes partic-
ipate in TDP, and the timing information messages are diffused
3 hops from the master nodes for all simulations. The configu-
ration of each node is listed in Table I, which has the parameters
as in [8] but with energy set to 1 J.

As specified in Table I, the processing delays are 0.05 s and
0.01 s for saturated and not saturated sensor network, respec-
tively. They are composed of delays incurred at the lower layers,
i.e., medium access and physical layers. For example, a sensor
node, which is equipped with an 802.11 MAC, may have a pro-
cessing delay of around 0.01 s when the network is not saturated
[13]; the delay value does not change for different node densi-
ties, e.g., 5, 10, and 20 nodes, and it is near constant until the net-
work becomes saturated at around 75% of the channel capacity.
At saturation, the processing delay of an outgoing message, the
number of retransmission, and the end-to-end delay flatten at
different values [3], [5], [13], [19] depending on the 802.11
MAC parameters, e.g., node density and congestion window
size. The processing delay for a saturated sensor network is as-
sumed to be 0.05 s [13].

In addition, the processing delays for both saturated and not
saturated networks have access fluctuations that are normally
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Fig. 11.  Software access fluctuation.

distributed with mean and standard deviation of 0 and 1 ms.
The access fluctuations are lumped values of both the medium
access and software access fluctuations. As shown in Fig. 11, the
software access fluctuation of a Sparc machine running Solaris
operating system is around 600 ps while the mean access time
is around 100 ps. Experiments are run to test the medium access
fluctuation of 802.11 MAC by running Windows 98 operating
system in Compaq Presario and Sony laptops. The round trip
fluctuations consisting forward and reverse medium accesses as
well as software accesses are between 1 and 2 ms. As a result,
the medium access fluctuation is in the order of few hundred
us. Since sensor nodes are designed for the low-end regime, the
medium access and software access may fluctuate even more.
For the simulations, the lumped access fluctuations are normally
distributed as given in Table L.

The performance of TDP is evaluated for both static and mo-
bile sensor nodes by varying 7 and setting 6 and p values to
2 s and 0.3, respectively. First, the TDP is evaluated with and
without the procedure PEP for both mobile and static nodes in
Section V-A. In addition, the TDP is compared to TPSN to show
its novelties. As described in [7], TPSN performs better than
RBS in single hop as well as multiple hops. As a result, the TDP
is compared to TPSN in a network-wide scenario with param-
eters given in Table I. Afterwards, both time convergence and
energy dissipation of TDP are studied in depth for both static
and mobile nodes in Section V-B.

A. Performance Comparison

1) With/Without Peer Evaluation Procedure: As shown in
Fig. 12, the performance of TDP is evaluated for both with and
without the procedure PEP for static and mobile nodes. The pro-
cedure PEP is designed to prevent the false tickers from partic-
ipating in becoming master nodes. As the time throughout the
sensor network converges, there is still a small time fluctuation
within the network when the procedure PEP is not applied. This
is illustrated in Fig. 12 as the converged time wiggles after 400 s.
On the other hand, the converged time is stable when the proce-
dure PEP is used.
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Fig. 13.  Comparison of energy consumption.

Although the procedure PEP provides a cleaner time
throughout the network, the amount of energy consumed when
the TDP is used with this procedure exceeds the TDP without
it as shown in Fig. 13. The TDP without the procedure PEP
consumes 20% less energy, but the trade-off is allowing the
time to fluctuate a little after convergence. If energy is more
critical than time accuracy, the TDP without the procedure
PEP may be a better choice. As a result, the performance of
TDP without the procedure PEP is evaluated in detail in the
following sections.

2) TDP Versus TPSN: The performance of TDP is compared
with Time-Sync protocol for Sensor Networks (TPSN) [7] in a
network-wide scenario to show how the diffusion process helps
to synchronize the time in the network. For TPSN, there are
three sinks trying to synchronize the network. After the nodes
are synchronized, the histogram of the sensor nodes’ time is
calculated and shown in Fig. 14. There are three large islands
of time occurring approximately at 30 s, 37 s, and 54 s. These
islands of time are known to occur [7] when three sinks are used
to synchronized the network. These islands of time may cause
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Fig. 14. TPSN: histogram of time distributed in the network (static nodes).

TDP: 0.065 Sec/Bin (Static)

Number of Sensor Nodes Having the Same Time

0
34.2 34.3 34.4 34.5 34.6 34.7 34.8 34.9 35
Time in the Sensor Network (Sec)
Fig. 15. TDP: histogram of time distributed in the network (static nodes).

problems when the users want all sensor nodes to perform a
task at a specific time. Although most of the sensor nodes are
synchronized to either one of the three sinks, there are still some
nodes that remain unsynchronized. From example, some of thpe
sensor nodes have time values that are within the range of 5 s and
27 s. This anomaly may be due to (1) the broadcast radius not
being large enough and (2) the timing offset of synchronization
messages between two levels in the hierarchy.

Under the same simulation scenario, the TDP is applied.
Since the TDP does not depend on specific sensor nodes to
be master nodes, it enables the network time to reach an equi-
librium value by diffusion process. As shown in Fig. 15, the
equilibrium time is around 34 s. The time variation throughout
the network is around 0.6 s. This variation may be much tighter
when the master nodes are synchronized to a time server.

When the sensor nodes are mobile, the TPSN exhibits more
noise in the time throughout the network. Since TPSN synchro-
nizes the nodes in the network hierarchically, the node move-
ment breaks the hierarchy causing nodes to be unsynchronized.
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As shown in Fig. 16, there are still three islands of time but more
nodes are becoming unsynchronized due to the movements. As
for TDP, the movement does not affect the diffusion process.
The time throughout the network still reaches an equilibrium
value. A more detailed evaluation of TDP is given in the fol-
lowing section. The performance of TDP over time is evaluated
for both static and mobile nodes.

B. Performance Over Time

1) Static Sensor Nodes: The design objective of 7 is to con-
trol the speed that the time in the sensor nodes reaches an equi-
librium time. As shown in Fig. 17, the convergence of time is
illustrated for different values of 7. The standard deviation of
the deviated time approaches 10~! s order for 7 = 5 s and
7 = 10 s. For 7 = 15 s, the standard deviation flats out around
2 s. This is due to sensor nodes being topologically unaccessible
with a broadcast radius of 10 m. As for 7 = 30 s, the time in
the sensor network fluctuates at a much faster rate than it can be
synchronized.
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Fig. 18. The MSE time of the network for 7 = 5 s (static nodes).
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Fig. 19. The MSE energy of the network for 7 = 5 s (static nodes).

The rate of the convergence depends on the 7 value being
used. The time in the sensor network converges the fastest when
7 = 5 s as shown in Fig. 17. This corresponds to the analyt-
ical performance evaluation. The convergence rate depends on
the number of rounds of timing information message diffusion
within a period of time. As a result, 7 = 5 s gives the highest
number of rounds of timing information message diffusion.

To further show that TDP is performing as it should be, a
three-dimensional view of the mean square error (MSE) time
distributed throughout the sensor field for 7 = 5 s at simulation
time 400 s is illustrated in Fig. 18. A grid size of 8 m by 8 myon
is used to scan the whole sensor field. The grid is shifted at
1 meter increment horizontally and vertically until the whole
sensor field is covered. After each grid movement, the MSE
time of nodes within the grid are calculated. The MSE of the
time deviated from the average is illustrated in Fig. 18. It is
in the 10~2 s2 order. In the sensor network, the time differ-
ence between neighbor nodes is important for some applica-
tions, e.g., speed tracking. As a result, a smooth transition of
time throughout the sensor field is important. The TDP does
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Fig. 20. The standard deviation of time for different 7 values (mobile node).

enable the time in the network to have a smooth transition as
shown in Fig. 18. At location (40,40) on the sensor field, the
smooth transition is shown more prominently.

A detailed view of the MSE energy in the sensor field for
T = 5 s at simulation time 400 s is illustrated in Fig. 19, where
the energy variation is in 102 J2 order. In addition, the energy
is fairly distributed within the sensor field. The MSE time and
energy is highest at location (80,80). This is because the sensor
nodes may not be easily accessible.

2) Mobile Sensor Nodes: When the sensor nodes are mo-
bile, the time difference between the neighbor nodes can be
higher than when the nodes are static. As a result, the frequent
change of positions and sharper time difference among neigh-
bors cause the TDP to converge slower as shown in Fig. 20. As
the 7 value increases, it takes a longer time to converge. In ad-
dition, the converged time is at a higher value for large 7 values.
It is because the timing information message diffusion rate can
not keep up with the mobility of the nodes. This suggests that
the 7 value has to be small for high mobility or else the time in
the network will have a hard time to converge. For instance, the
time converges at around 400 s for 7 = 5 s while it is at 1700 s
for 7 = 30 s as shown in Fig. 20. When 7 = 15 s, the time
converges to around 3 s. This is due to nodes not topologically
accessible with a broadcast radius of 10 m.

The load of participating in the TDP is also distributed to all
the nodes. The standard deviation of a sensor node energy in the
sensor field is slowly approaching a constant value over time. It
is not graphically illustrated due to space limitation. Regardless
of the time in the network converges or not, the energy consump-
tion of the nodes are fairly distributed.

VI. CONCLUSION

The constraint of requiring the nodes to maintain a similar
time among the neighbors and throughout the network at con-
ditions where outside timing sources, e.g., high power stations
used to discipline the local time of the nodes in the network,
may not be available due to distance and location, e.g., inside a
cave or under water. With this constraint in mind, we develop

IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 13, NO. 2, APRIL 2005

the time-diffusion synchronization protocol (TDP) that allows
the nodes in the sensor field to reach an equilibrium time with
a small tolerance from each other. Also, we have analytically
shown that TDP can be used to provide timing precision that is
gated by the round trip delays among neighbor nodes. The con-
vergence to the equilibrium time depends heavily on the rate
of timing information message diffusion. This allows the de-
signer to trade-off between convergence time and energy con-
sumption. In addition, we have studied the TDP thoroughly for
both static and mobile sensor nodes. In both scenarios, the TDP
enables the time in the network to converge to the targeted tol-
erance. Also, the time differences among neighbor nodes are
small allowing smooth transition of time throughout the net-
work. Besides enabling the time to converge and reach the tar-
geted precision, the tasks for this process is distributed among
the nodes in the sensor field. An additional advantage of the TDP
is that it allows the designer to choose different 7 values for dif-
ferent types of sensor networks depending on the purpose of the
applications.

APPENDIX

In order to determine € (12), the fraction of deployed sensor
nodes 1); that can become a diffused leader node at Round (7)
in Fig. 4 needs to be determined. In addition, the energy p con-
sumed for each round of timing information message diffusion
is required.

Asaresult, ¢ isreduced by €, i.e., ratio of ;s over the maximum
allowed energy level, after each round of timing information
handshake. The value 1); is determined as follows:

Round (7) : ¢; = Z Lim(p—(m—1)e
m=1

At Round (1), the fraction of nodes that can become diffused
leader nodes is set equal to I'y 1 p, where I'y ; is the coefficient;
at Round (2), the fraction of sensor nodes that did not participate
as a diffused leader node has probability p of being reelected
while the ones that participated has probability (p — €), where
I'z,1 and T'; 5 are the coefficients of p and p—e, respectively. The
probability of being reelected is decreased by e for the elected
sensor nodes, because the randomly selected value A is reduced
by (1 —¢) [(9)], where ( is reduced by €. By repeating the same
evaluation at each round, a pattern emerges and gives the equa-
tion for ;. The value I'; ,,, is the mth coefficient at Round (3).
For example, I'4 3 is the third coefficient of Round (4), which is
the coefficient of (p — 2e¢).

The coefficient I'; ,,, represents the fraction of nodes that has
probability (p — (m — 1)e), and it is derived as follows:

Lip=(1-p)t Y
Fim =Tic1m(1 = p) + izt m—1(p)
Note : I'; , =0, fore <m, m > 1

The coefficient I'; ; is decreased by the fraction of nodes that
is selected to be diffused leader nodes at every round. As a re-
sult, only (1 — p) of the previous fraction of nodes will have
probability p. The coefficient I'; » depends on the fraction of
nodes that has not been selected to be diffused leader node
T';_12(1 — p) and the fraction of nodes that has been selected
to be diffused leader node I';_1 1(p). Basically, I'; ,,, is com-
posed of I';_1 ,, and I';_1 ,,—1. This means that diffused leader
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nodes move from having probability (p — (m — 2)¢) to prob-
ability (p — (m — 1)e) since their chances of being reelected
as diffused leader nodes at the next round are decreased by e.
The general form for the mth coefficient at Round (4) is given
as I'; .

The I'; ,, coefficients can be further simplified in terms of p
and ¢. They are given as follows:

Ty =®;1(1—p)Y

Liim =®im(p)™ (1= p)i™
Note : ®; ,, =0, fore <m, m > 1

where the coefficient ®; ,, is calculated as

1, form=1
Z;;ll 1, form=2
i =4 (2002 (2 s
X < < - o v 1) ))) for m>3
(2D

with 2 > m and m — 1 levels of summation for m > 3, e.g.,

0202 and (30232 1)) are 2 and 3 levels, respectively.

As a result, the value v; and ¢ are calculated as

(0

> ®iwm(p)™ A=) (p— (m = 1)e)  (22)
m=1
e=p—1i

=p—= D Cimp"™ (1= p)7™) (p— (m — 1)e) (23)
m=1

where p is the fraction of sensor nodes that can become a master
or diffused leader node; ®;,, is calculated by (21); ¢ is the
number of rounds within a 7 period, which is approximated by
[7/6] — 1; € is the ratio of p (11) over the maximum energy
level.
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