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Abstract

Magnetic materials have become controllable on the nanometre scale. Such
® ne structures exhibit a wide range of fascinating phenomena, such as low-
dimensional magnetism, induced magnetization in noble metals, electron inter-
ference patterns, oscillatory magnetic coupling and g̀iant’ magnetoresistance.
Magnetic multilayers with nanometre spacings are among the ® rst metallic
quantum structures to become incorporated into electronic devices, such as
reading heads for hard discs. This article is intended to familiarize the reader with
the physics and technology of magnetic nanostructures. It starts out with recent
progress in nanofabrication, gives a tutorial on the connection between electronic
states and magnetic properties, surveys the state of the art in characterization
techniques, explains unique phenomena in two-, one- and zero-dimensional
structures, points out applications in magnetic storage technology and considers
fundamental limits to storage density. Particular emphasis is placed on the
connection between magnetism and the underlying electronic states, such as the
spin-split energy bands, s, p versus d states, surface states, and quantum well states.
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1. Introduction

The advances made during the past decade in the preparation and characteriza-
tion of thin ® lms and surfaces have brought an intriguing question within reach: is it
possible to fabricate `designer solids’ by controlling materials on the atomic scale,
that is layer by layer, row by row, and ultimately atom by atom? Engineered
molecules are common-place in biochemistry, and the same idea can be brought to
bear on solids and electronic materials. Electronic properties of semiconductor
devices have been controlled by heterostructures, quantum wells and superlattices.
Magnetism as a cooperative phenomenon lends itself to manipulation in small
structures, where neighbour atoms can be replaced systematically by species with
stronger or weaker magnetism. In fact, a class of magnetic/non-magnetic multilayers
termed s̀pin valves’ has been introduced into magnetic storage devices.

How ® ne does a solid need to be structured to have an impact on its electronic
and magnetic properties? The wavefunction of electrons is going to change when
they are con® ned to dimensions comparable with their wavelength (® gure 1). As an
estimate we may see the Fermi wavelength of a simple free-electron gas. It decreases
with increasing carrier density. Therefore, con® nement and quantization phenomena
are visible in semiconductors already at dimensions greater than 200nm (Hansen et
al. 1992, Kastner 1993), whereas in metals they typically are seen at 1 nm. In fact, the
Fermi wavelength of typical metals has atomic dimensions, but beat frequencies with
the lattice can be an order of magnitude larger. A related way of reasoning considers
the formation of low-dimensional electronic states by quantization. Con® ning
electrons to small structures causes the continuous bulk bands to split up into
discrete levels, for example quantum well states in a slab. For N atomic layers in the
slab there are N levels. In order to exhibit two-dimensional behaviour there should
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be only a single level within 6 kT of the Fermi level. Several levels within the Fermi
cut-o� would already approach a three-dimensional continuum. For a coarse
estimate of the corresponding slab thickness, one may set the energy E of the lowest
level equal to kT . For room temperature (E = kT = 0.026 eV), one obtains a de
Broglie wavelength ¸ = h /p = h /(2mE)1 /2 < 1.23 nm /(E /eV )1 /2 < 8 nm, which is
comparable with the spatial extent of the lowest quantum state. Thus, both the
high electron density in magnetic metals and the requirement of room-temperature
operation for quantum devices point to dimensions of a few nanometres.

This article is intended to provide insight into the phenomena encountered in
magnetic structures on the nanometre scale. This fast-moving ® eld was assessed by
Falicov et al. (1990); major subtopics were addressed by Bader (1990), Gradmann
(1991), Shinjo (1991), Siegmann (1992), Heinrich and Cochran (1993), Allenspach
(1994) and Prinz and Hathaway (1995). First, we introduce fabrication methods for
multilayers, wires, and dots, for example layer-by-layer deposition, step decoration
and atom positioning using scanning tunnelling microscopy (STM). Our emphasis
will be placed on self-assembly, which produces macroscopic amounts of tailored
materials. A survey of characterization techniques for electronic states and magnetic
properties follows, particularly those sensitive enough to detect nanostructures. The
central part of the article discusses the electronic and magnetic phenomena
encountered on the nanometre scale. It starts in three dimensions with metastable
epitaxial structures, goes on to two-dimensional surfaces, monolayers and quantum
wells, from there to one-dimensional wires and ends up at zero-dimensional particles.
Thereby we stress the connections between magnetic properties and the underlying
electronic states. The last section branches out into applications of atomically
engineered structures in magnetic storage. The physical limits of storage density are
considered and an outlook onto the opportunities for tailored magnetic devices is given.

2. Fabrication of nanostructures

This section gives an overview of growth techniques and in-situ growth control.
Thereby we proceed towards lower dimensionality from multilayers to monolayers,
stripes and dots. While most of the methods discussed here are common to many

Figure 1. Tailoring electronic properties of materials by nanostructuring. Electrons con® ned
to nanostructures give rise to low-dimensional quantum well states, which modify the
density of states. States at the Fermi level trigger electronic phase transitions, such as
magnetism and superconductivity (see section 3.2.1). They are also responsible for
magnetic coupling and conductivity.
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materials, there is a feature special to ferromagnets; growing a ® lm in the presence of
a magnetic ® eld a� ects the magnetic domain structure, which is critical to many
devices. For example, dramatic improvements have been observed in magnetic
tunnel junctions, such as a 40 times lower switching ® eld combined with a 30 times
sharper transition (Moodera and Kinder 1996). Likewise, the pinning of a magnetic
layer by an adjacent antiferromagnetic FeMn layer is obtained by growing in a
magnetic ® eld (exchange biasing; see section 8.2). Depositing a permalloy ® lm in a
magnetic ® eld produces an easy axis for magnetoresistive sensors (White 1984).

2.1. Equilibrium growth
For growing magnetic layers with monolayer control it is important to realize the

forces that rearrange the growing surface. A dominant role is played by the free
energies g of the surface and interface. They determine the growth modes in thermal
equilibrium, which are shown in ® gure 1. The morphology of material B grown on
material A depends on the balance between the free surface energies of substrate,
overlayer and interface (Bauer 1958). If

g substrate > g overlayer + g interface, (1)

the ® rst atomic layer wants to coat the whole surface to provide optimum energy
reduction. For subsequent layers the situation has changed; the surface energy of
their substrate has already been reduced by the ® rst layer and they do not experience
the same interface energy. In addition, they have to absorb the mis® t strain energy,
which grows with increasing ® lm thickness. Therefore, a continued layer-by-layer
mode is rare, and the more common mode is the formation of islands on top of a ¯ at
® rst layer (Stranski± Krastanov growth). For example, Cu on bcc Fe(100) breaks up
into large islands after ® rst wetting the surface. This mode leaves as much as possible
of the energetically favourable ® rst layer exposed and reduces strain because the
islands are able to relax laterally. If the energy balance at the interface is tipped the
opposite way, that is for

g substrate < g overlayer + g interface (2)

the overlayer has a tendency to nucleate three-dimensional islands right away, and
leave the low-energy substrate exposed. This situation generally occurs when
growing magnetic materials on top of an inert substrate, such as a noble metal or
an oxide. If the substrate atoms are mobile enough, they tend to trade places with the
deposited magnetic atoms, which blurs the interface.

Magnetic materials exhibit a relatively high surface energy (table 1), owing to
their partially ® lled d shell. Noble metal substrates have smaller surface energies, and
insulating substrates even less (table 1). They provide tight capping layers for
ferromagnetic layer structures but make it di� cult to deposit smooth ferromagnetic
layers on top. In general, one faces Murphy’s law of epitaxy when growing
multilayers of two materials A and B with substantial surface energy di� erence; if
A grows on B layer by layer, then B on A will grow in islands, since the surface
energies are reversed. To overcome this problem, one has to resort to non-
equilibrium growth at low temperatures. A brief anneal recrystallizes the ® lm before
surface di� usion begins and islands are formed. This technique has been used to
obtain smooth ® lms by suppressing Stranski± Krastanov growth. An example is the
deposition of smooth Gd ® lms on W at room temperature with a 530 K post-anneal
(Farle et al. 1993, Tober et al. 1996). For reactive materials, such as rare earths and
early transition metals, such epitaxial ® lms have better surfaces than single crystals.
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This method is applicable to noble metals, too. The smoothest Cu± Co(100)
interfaces are obtained that way (Segovia et al. 1996, WuÈ rsch et al. 1997), and
atomically ¯ at Ag ® lms have been grown on GaAs in this fashion (Evans et al. 1993,
Smith et al. 1996).

Smooth growth can be promoted by a surfactant, that is a coating that ¯ oats on
top of the growing ® lm without being incorporated into it. Surfactants promote
layer-by-layer growth in a variety of ways. Lowering the surface energy is the most
obvious, but there are other possibilities, such as lowering of the barrier for di� usion
of adatoms down from islands (van der Vegt et al. 1992) (see also ® gure 6 in section
2.4) and introducing a high density of nuclei for growing monolayer islands (Kunkel
et al. 1990, Rosenfeld et al. 1993, Terso� et al. 1994). Several boundary conditions
are imposed on a surfactant, for example low surface energy, high mobility and little
reactivity with the growing ® lm. Therefore, only a few surfactants are known for use
with the highly reactive ferromagnets, for example O, N, CO for Fe (Steigerwald et
al. 1988), CO for Fe (Wuttig et al. 1993a), Au for Fe (Bader and Moog 1987,
Himpsel 1991a) and Pb for Co (Camarero et al. 1996, Egelho� et al. 1996). Cu and
Ag exhibit low surface energy and little miscibility with ferromagnets, for example
equilibrium concentrations of less than 1% in Fe and Co and vice versa.

The interface energy comes into play when two materials are highly miscible
(Massalski 1992). Cr forms alloys with Fe, leading to a strong tendency for Cr to be
incorporated into Fe near the interface (Davies et al. 1996). The growth of Fe/Cr
layers is dominated by the strongly attractive interface energy.

In many metal-on-metal systems, one ® nds that the ® rst few atomic layers are
growing layer by layer but eventually break up into islands owing to mis® t strain.
Strain grows with increasing ® lm thickness and leads to the sudden formation of
mis® t dislocations at a critical thickness that depends mainly on the lattice mismatch.
For a 1± 2% mismatch it takes 10 nm or more for this break-up to occur, and for
4± 6% mismatch only a couple of atomic layers. Therefore, one is always looking out
for lattice-matched materials combinations in order to produce perfect epitaxial

Table 1. Surface energies g for magnetic and non-magnetic materials, listed with respect to
their atomic number (for metals see Mezey and Giber (1982) (compare also Miedema
and Dorleijn (1980), Miedema et al. (1980) and Tyson and Miller (1977); for semicon-
ductors and insulators see Jaccodine (1963), Gilman (1960), Messmer and Bilello (1981)
and Cook (19086); all these are for the low-energy cleavage surface). Note that these are
approximate values, which are dif ® cult to measure and dependent on surface orientation
and reconstruction.

Magnetic metal Cr Mn Fe Co Ni Gd
g (J m- 2) 2.1 1.4 2.9 2.7 2.5 0.9

Transition metal Ti V Nb Mo Ru Rh Pd Ta W Pt
g (J m- 2) 2.6 2.9 3.0 2.9 3.4 2.8 2.0 3.0 3.5 2.7

Simple or Noble metal Al Cu Ag Au
g (J m- 2) 1.1 1.9 1.3 1.6

Semiconductor Diamond Si Ge GaP GaAs
g (J m- 2) 1.7 1.2 1.1 1.9 0.9

Insulator LiF NaCl CaF2 MgO Al2O3
g (J m- 2) 0.34 0.3 0.45 1.2 1.4
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® lms. As shown in table 2, there are two principal groups of lattice-matched
materials, one containing bcc Fe, Cr(100), fcc Ag, Au(100), Ge and GaAs(100),
and the other based on fcc Fe, Co, Ni and Cu. For some of these materials the match
is not 1:1 but 21 /2 :1 which makes it possible to obtain atom-on-atom registry
between a fcc(100) surface and a bcc(100) surface that has 21 /2 smaller lattice
constant and is rotated azimuthally by 45ë . A more detailed account of the growth
modes under the in¯ uence of surface energy, lattice mismatch and supersaturation
has been given by Bauer and van der Merwe (1986).

2.2. Non-equilibrium growth
The thermodynamic laws of ® lm growth are too restrictive for growing the

desired variety of magnetic structures. Most of the interesting structures do not
occur naturally, and will disintegrate when annealed to temperatures higher than
about 200ë C. Interfaces become washed out by interdi� usion, surfaces of magnetic
layers become coated with noble metal atoms di� using out from the substrate,
continuous ® lms break up into platelets, and metastable phases such as fcc Fe and
fcc Co convert to their stable counterparts bcc Fe and hcp Co. A skilled ® lm grower
has a variety of non-equilibrium tricks in his bag, and more are being discovered
continuously. This is an area where science and art meet.

As a consequence, non-equilibrium growth methods have to be considered which
operate at reduced temperature or increased deposition rate. In this growth regime,
surface steps are starting to play a dominant role (Burton et al. 1951). Figure 2 shows
what happens when entering non-equilibrium growth.

At high temperatures the adsorbed atoms di� use to the nearest step, where they
® nd the bonding site with the highest coordination and become incorporated. This is
the step-¯ ow growth mode.

At reduced temperatures, or higher rates, or lower step densities, the arriving
atoms do not have enough time to ® nd the nearest step edge and nucleate
spontaneously into islands. These islands grow by incorporating atoms that arrive
nearby and eventually coalesce into a smooth monolayer. This is a popular growth

Table 2. Lattice-matched combinations of magnetic materials, substrates and spacer layers.
There are two main groups of lattice-matched systems with lattice constants close to 4.0
or 3.6 AÊ respectively, after taking 45ë rotations of the lattice or doubling of the lattice
constant into account (compare Prinz 1991).

First group:

Magnetic metal Cr (bcc) Fe (bcc) Co (bcc)
21/2a [AÊ ] (a [AÊ ]) 4.07 (2.88) 4.05 (2.87) 3.99 (2.82)
Simple or noble metal Al Ag Au
a [AÊ ] 4.05 4.09 4.07

Semiconductor Ge GaAs ZnSe
a/21/2 [AÊ ] (a [AÊ ]) 3.99 (5.65) 4.00 (5.65) 4.01 (5.67)
Insulator LiF NaCl MgO
a [AÊ ] a /21/2 [AÊ ] 4.02 (2.84) 3.99 5.65 4.20 (2.97)
Second group:

Material Fe (fcc) Co (fcc) Ni (fcc) Cu Diamond
a [AÊ ] 3.59 3.55 3.52 3.61 3.57
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mode, since it makes it easy to count the growing monolayers one by one. The
periodic change in surface roughness from smooth at integer-monolayer coverage to
rough at half-integer-monolayer coverage gives rise to oscillations in the di� raction
intensity for electrons, ions and X-rays (Egelho� and Jacob 1989, Kunkel et al. 1990,
van der Vegt et al. , Henzler 1993). The e� ect can be enhanced by going to the out-of-
phase condition, where the beam re¯ ected from the upper terrace interferes
destructively with that from the lower terrace. Ideally, they cancel out to zero at
half-integer coverage. Figure 3 gives an example of the epitaxy of Fe on Cu(100)
(Wuttig et al. 1993a). By following the amplitude of the oscillations, one ® nds a
complex growth behaviour with two abrupt changes at four and 11 monolayers. The

Figure 2. (a) Equilibrium growth modes for di� erent surface and interface free energies of
substrate and overlayer. Lattice mismatch is neglected in this picture. (b) Non-
equilibrium growth modes at low substrate temperature and high evaporation rate.

Figure 3. Oscillations in the intensity of a re¯ ected electron beam in re¯ ection high-energy
electron di� raction (RHEED). They can be used to calibrate the coverage in
monolayers (compare ® gure 2b, centre, for the mechanism) (Wuttig et al. 1993a).
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change at 11 monolayers is due to metastable fcc Fe converting into ordinary bcc Fe.
It can be delayed by using adsorbed CO as surfactant.

At the lowest growth temperatures the arriving atoms nucleate islands on top of
each other, giving rise to rather rough topographies, such as that shown in ® gure 4 for
Fe grown on Fe(100) (Stroscio et al. 1993). In this regime, di� usion along step edges
and across step edges becomes an important parameter, in addition to the di� usion
on top of terraces (Bott et al. 1992).

A recently developed non-equilibrium technique for growing ® lms with mono-
layer control is atomic layer epitaxy. this `digital’ growth method consists of two
reaction steps per layer. First, a monolayer of molecules is adsorbed on the surface
under conditions where the second layer does not stick. Then the surface is
reactivated by driving passivating ligands o� , using a chemical reaction, light or a

Figure 4. STM picture of Fe growing on Fe(100) in various growth modes at di� erent
temperatures. A correlation with RHEED oscillations is made (Stroscio et al. 1993).

F. J. Himpsel et al.518



temperature pulse. Such processes have been successful for semiconductors. For
magnetic materials, one could consider carbonyls or aromatic compounds, such as
ferrocene and bis-benzene chromium (Kaplan 1983, Matsui and Mori 1986, Stauf et
al. 1987, Henderson et al. 1991, Zaera 1991, Welipitiya et al. 1996). With carbonyls,
there is a strong tendency towards incorporating carbon and oxygen into the reactive
ferromagnets.

Electrochemical deposition allows deposition at room temeprature under near-
equilibrium conditions, which should be ideal for obtaining sharp interfaces. Its
application to magnetic layers with monolayer control is just beginning (Schindler et
al. 1997).

2.3. Interfaces
An important aspect of growing magnetic multilayers has been the quality of the

interfaces, that is lateral smoothness and vertical sharpness. For example, the
formation of quantized electronic states is dependent on interfaces that are smoother
than the wavelength of the electrons, just as standing waves in an optical
interferometer require mirrors smoother than the wavelength of the light (see section
5.3). The magnetoresistance in magnetic multilayers has been found to depend on the
interface roughness, sometimes increasing and sometimes decreasing with increasing
roughness. While roughness is mainly determined by the growth modes discussed
above, the sharpness of an interface is governed by interdi� usion and chemical
reaction (Weaver 1986). Some noble metals and ferromagnets have a large miscibility
gap in the phase diagram, such as Fe± Cu, Fe± Ag and Co± Cu. Others form alloys,
such as Ni± Cu and Fe± Au. While noble metals have little e� ect on ferromagnetic
properties, other elements have greater e� ect. Arsenic, for example, di� uses into a
growing Fe ® lm on GaAs(100), which is lattice matched to Fe (Prinz 1991). The ® rst
10nm of Fe lose part of their magnetic moment, and the interface is magnetically
dead (McGuire et al. 1984, Himpsel 1991c). Thicker epitaxial Fe ® lms on GaAs (in
the micrometre range) have excellent magnetic properties, and similarly on the less-
reactive ZnSe already at 10 nm thickness (Jonker et al. 1987). S passivation of the
GaAs surface is able to suppress As outdi� usion and allows high-quality Fe ® lms in
the nanometre regime (Anderson et al. 1995). Si as a substrate presents similar
problems, since it reacts with most magnetic materials to form silicides. On the other
hand, semiconductor substrates are highly desirable for magnetic multilayers since
they do not short out the current ¯ owing through a magnetic multilayer and are
readily available and processed. As a consequence, there has been extensive work on
bu� er layers that prevent undesirable out-di� usion and reaction with the substrate,
for example, S, Ge, Cr, Ag and Au bu� ers on GaAs and Ge (Ruckman et al. 1986,
Farrow et al. 1988, Lee et al. 1989, Sands et al. 1990, Sano and Miyagawa 1991,
Anderson et al. 1995, 1996) and Cu, Cr on Si (Nguyen-Van-Dan 1997, Parkin 1991).
Insulators, such as MgO(100), MgO(110) and Al2O3(0001) are being used as
substrates for epitaxial growth of various low-index surface, using metal seed layers
(Lairson et al. 1992).

2.4. Wires
An entry into the one-dimensional world can be gained by growth at stepped

surfaces. Fairly regular step arrays can be produced on vicinal metal and
semiconductor surfaces (Wagner 1979, Henzler and Ranke 1993). For obtaining
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the straightest possible steps, one needs to select the most stable azimuthal step
orientation, usually consisting of close-packed atom rows (Feibelman 1995, Himpsel
et al. 1994, Jung et al. 1995a, 1995b). On silicon, it is now possible to obtain steps
with only one kink in 20000 lattice sites (Viernow et al. 1998). They form the
boundaries of islands during equilibrium growth. Steps provide a template for
attaching stripes or wires by step ¯ ow growth. Analogues to all the three-
dimensional growth modes reappear in lower dimensions, such as layer-by-layer,
Stranski± Krastanov and island growth. As shown in ® gure 5, Cu grows on a stepped
Mo(110) surface in parallel stripes that correspond to a row-by-row growth mode,
the equivalent of layer-by-layer growth. On W(110), however, only the ® rst row of
Cu atoms decorates the step edge (Himpsel and Ortega 1994), and additional Cu
grows in monolayer-height islands that are attached to the step edges (Mo and
Himpsel 1994), analogous to Stranski± Krastanov growth. The analogue of island
growth has been observed for Co on stepped Cu(111), where Co islands nucleate at
the step edges and eventually coalesce higher coverage (de la Figuera et al. 1995).
Such a growth mode can be expected in general when attempting to grow the high-
energy ferromagnets on low energy substrates, such as noble metals and insulators.

An additional phenomenon at stepped surfaces is a barrier for crossing steps.
This is obvious for an uphill crossing, since the atom incorporated at the step edge
would be less coordinated on the terrace, but even in the downhill direction there is a
temporary loss of neighbours when crossing the step edge. An atom exchange
mechanism can eliminate this barrier during homoepitaxy on certain metals (® gure
6) (Lagally 1993, Stumpf and Scheƒ er 1994, Ehrlich and Hudda 1966). In a
heteroepitaxial system, such as Cu/Mo(110) in ® gure 5, the Cu atom crossing a
Mo± Cu boundary trades Mo neighbours for Cu neighbours, which provide less
binding energy. Such a barrier is re¯ ected in the width of the Cu stripes on Mo(110)
shown in ® gure 5. The wider the terrace that a Cu stripe resides on, the wider is the
stripe (Jung et al. 1995b, Petrovykh et al. 1997). Apparently, the Cu atoms are swept
towards the uphill edge of an individual terrace. It requires higher annealing
temperatures to let atoms travel across step edges and obtain a uniform stripe
width, independent of terrace width. The existence of such a uniform stripe width
despite non-uniform terrace width indicates that the binding energy increases
towards the step edge in this case. In order to make step decoration a widely
applicable technique it has been proposed to use a two-step process (Jung et al.
1995b, Himpsel et al. 1997). In the ® rst step, a template of inert stripes is grown by
step decoration. In the second step, the desired material is grown by selective
chemical vapour deposition on the remaining parts of the reactive substrate.

In addition to step decoration there are various other mechanisms that lead to
spontaneous formation of wires and stripes, for example growth on anisotropic
surfaces. Deposited atoms di� use parallel to atom rows at the fcc (110) surface, but
not perpendicular (RoÈ der et al. 1993, ® gure 7b). Adsorbates have been found to self-
organize into stripes on such surfaces (Kern et al. 1991). An unusual patterning
method uses the interference ® eld of an intense laser to focus a beam of Cr atoms
into a regular grating with line widths down to the 40 nm range (Celotta et al. 1996).
Lithographic patterning and side evaporation onto lithographic steps have been used
to produce sawtooth-shaped Si substrates for the deposition of magnetic stripes
(Prober et al. 1980, Ono and Shinjo 1995, Oepts et al. 1996). Magnetic wires
perpendicular to the surface have been obtained by ® lling pores in a polymer ® lm
with electroplated metals (Blondel et al. 1994, Piraux et al. 1994, Liu et al. 1995).
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(a)

(b)

Figure 5. Growth modes in two dimensions. Cu (a) on stepped W(110) and (b) on Mo(110)
displays the analogue of Stranski± Krastanov and layer-by-layer growth (compare
® gure 2) (Jung et al. 1995b).
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Both of these structures are designed to achieve higher magnetoresistance than in
planar multilayers.

2.5. Particles
For growing zero-dimensional magnetic structures, that is ® ne particles with

uniform size, one may either consider the processing methods for particles in
magnetic tapes or emulate the fabrication of `quantum dots’ on semiconductors.
Dots are expected to exhibit the most singular behaviour among low-dimensional
structures (see section 3), but they also present the highest di� culty in connecting
them to the macroscopic world, for example by nanometre-sized electrical contacts,
by optical read-out or by remotely sensing an electric or magnetic ® eld.

The processing of magnetic particles for magnetic tapes has experienced a long
development of ever more sophisticated processing methods (Mallinson 1987,
chapter 3). In order to achieve high coercive ® elds, that is high stability, these
particles are grown needle-shaped (acicular) with a typical length of 0.5 m m and
width of 0.1 m m. Initially, seed particles 10 nm long of Fe(OH)2 are precipitated from
a FeSO4 solution by adding NH4. Controlled ripening and reduction± oxidation
cycles eventually produce particles consisting of Fe2O3 or Fe with special coatings
that serve as chemical protection and shape the magnetic properties. With semi-
conductors, highly homogeneous nanocrystals have been obtained by seeding in a
supersaturated solution, followed by controlled ripening with passivation layers and
size-selective precipitation. The size distribution is better than 4%, which is close to
monolayer control (Alivisatos et al. 1989, Murray et al. 1993). The surface analogue
of seeding plus ripening consists of nucleating seeds with the critical nucleus size by
deposition at low temperature, where atoms are immobile. The size of these critical
nuclei can then be very uniform, for example Ag dimers on Pt(111) in the experiment

Figure 6. Di� usion across step edges. The energy barrier for di� usion is due to the reduced
coordination on top of the step. It can be reduced by exchanging atoms at the step
edge (Stumpf and Scheƒ er 1994). A new barrier appears for di� usion onto a stripe
with weak bonding to the adatom, such as in ® gure 5.
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by RoÈ der et al. (1993) shown in ® gure 7a. The size of these seeds is increased in
controlled fashion at somewhat higher temperature, where they sweep in adatoms
within a di� usion length.

The step decoration method discussed in section 2.4 can be extended to zero-
dimensional structures by letting adatoms di� use to kinks, which nucleate a regular
array of dots. This has been tried successfully for semiconductors. Likewise, a
regular array of mis® t dislocations can serve as a template for nucleation of dots
(NoÈ tzel et al. 1994, Terso� et al. 1996). A similar nucleation has been found on
reconstructed metal surfaces with dislocations, built in either by an intrinsic
reconstruction (Chambliss et al. 1991) or by a mismatched adsorbate layer (Condon
et al. 1995).

On the low end of the particle size spectrum we have clusters of a few atoms and
magnetic molecules. Cluster research has brought about several techniques for
obtaining microscopic quantities of mass-selected clusters. For example, an iron
target is vaporized by a laser, injecting hot Fe atoms and ions into a He carrier gas,
where they condense and ripen into clusters of a few atoms in size. Supersonic
expansion of the carrier gas produces a cold cluster beam that can be mass selected
(Klots et al. 1991, Wang et al. 1996a). Interesting magnetic molecules, such as the
f̀erric-wheel’ or ferritin proteins can be synthesized directly (Gatteschi et al. 1994,
Awschalom et al. 1995). Small magnetic particles are also encountered in biological
systems, for example Fe stored in the spleen and magnetic ® eld sensors in ® sh and
bacteria (Blakemore and Frankel 1981, Awschalom et al. 1992, 1995).

2.6. Writing of structures
All the growth methods discussed so far rely on parallel processing or self-

assembly. For example, decorating step edges of a vicinal surface produces 106 wires
per cm2 simultaneously. This is the economical way to produce a macroscopic
amount of material. However, there are limitations. It is impossible to write custom
patterns, and one has to cope with a ® nite size distribution, for example in the width
of wires or the diameter of dots. For writing structures down to a scale of about

(a) (b)

Figure 7. Growth of particles and wires at metal surfaces (RoÈ der et al. 1993). Homogeneous
particles are grown on Pt(111) by nucleation of Ag dimers at a low temperature and
subsequent ripening. Monatomic Cu wires are formed along the atomic rows of a
Pd(110) surface via anisotropic di� usion.
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200 nm it is feasible to use optical lithography. Electron-beam lithography reaches
15 nm (Chou et al. 1996). Such techniques have been used to produce magnetic wires
(Chou et al. 1994, Ono and Shinjo 1995, Oepts et al. 1996), as well as dots (Lederman
et al. 1994, Chou et al. 1994, New et al. 1995a, b, Chou et al. 1996, Hehn et al. 1996,
Levy et al. 1996, Runge et al. 1996, O’Barr et al. 1997).

For writing structures with atomic perfection there is the possibility of moving
atoms or molecules with the tip of a scanning tunnelling microscope (STM).
Crommie et al. (1993b) arranged Fe atoms into a corral on a Cu(111) surface (® gure
8). The idea is to approach the adatom close enough that the force holding it to the
tip overcomes the lateral forces when moving across surface corrugations. On the
other hand, the tip force should be weaker than the bond to the surface, such that the
atom does not end up on the tip. Such controlled atom movement has been achieved
only at low temperatures so far. There have been successful e� orts to move larger
entities, such as organic molecules at room temperature (Jung et al. 1996). STM has

Figure 8. Construction of a quantum corral from single Fe atoms on a Cu(111) surface. The
STM tip is used to drag evaporated Fe atoms across the surface. The ripples inside
the ring of Fe atoms are due to charge-density waves of electrons con® ned to the
corral (see section 6) (Crommie et al. 1993b).
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also been used on a much larger scale to produce 50 nm lines and dots by cracking Ni
and Fe carbonyls with the electrons emitted from an STM tip (Ehrichs et al. 1992,
Kent et al. 1993).

3. Characterization

This section de® nes the fundamental parameters that characterize electronic
structure and magnetic properties. Among the wide variety of techniques that are
available to measure these quantities we illustrate the most common methods by ex-
amples involving the elemental ferromagnetic materials Fe, Co, Ni and Gd. Photo-
emission and inverse photoemission are the standard techniques for probing occupied
and unoccupied electronic states respectively. To determine magnetic properties, on
the other hand, a much larger arsenal of techniques is required. Conventional bulk-
sensitive techniques, such as neutron scattering, have di� culties detecting the small
amount of magnetic material encountered in nanostructures. To improve surface
sensitivity it is useful to utilize probing particles with a short penetration depth, such
as low-energy electrons. For reaching nanometre spatial resolution in all dimensions
there are a number of innovative magnetic microscopies under development.

3.1. Electronic structure
Electrons in a solid are completely characterized by a set of quantum numbers.

These are energy E, momentum k, point-group symmetry (i.e. angular symmetry)
and spin. This information can be summarized by plotting E(k) band dispersions
with the appropriate labels for point-group symmetry and spin. Disordered solids
(e.g. random alloys) can be characterized by average values of these quantities, with
disorder introducing a broadening of the band dispersions. Localized electronic
states exhibit ¯ at E(k) band dispersions, for example in ionic compounds or in the 4f
levels of rare earths. In the following we shall focus on band-like or itinerant
magnetism, which is characteristic of s, p and d levels in transition metals and rare
earths. These materials have been used in most studies of magnetic nanostructures.

A complete set of quantum numbers is obtainable from photoemission and its
time-reversed counterpart, that is, inverse photoemission (® gure 9). The former
probes occupied states, and the latter unoccupied states). For reviews on photo-
emission see Plummer and Eberhardt (1982), Himpsel (1983) and Kevan (1992) and
for inverse photoemission see Dose (1985), Himpsel (1986) and Smith (1988b). At
kinetic energies of 1± 100 eV the electron’s mean free path is only a few atomic layers
(® gure 10), making it possible to detect surface states as well as bulk states in thin-
® lm structures. The local electronic states in nanostructures can be approached by
scanning tunnelling spectroscopy which gives up momentum resolution to gain
spatial resolution.

3.1.1. Energy bands
How are energy band dispersions determined? A ® rst look at the task reveals that

photoemission (and inverse photoemission) provides just the right number of
independent measurable variables to establish a unique correspondence to the
quantum numbers of an electron is a solid. The energy E is obtained from the
kinetic energy of the electron. The two momentum components k i parallel to the
surface are derived from the polar and azimuthal angles of the electron. The third
momentum component k ^ is varied by tuning the photon energy ht . A complete
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band-structure determination requires a tunable photon source, such as synchrotron
radiation, or a tunable photon detector in inverse photoemission. The polarization
of the photon provides the point-group symmetry, and the spin polarization of the
electron the spin quantum number.

For two-dimensional states in thin ® lms and at surfaces the determination of
energy bands is almost trivial since only E and k i have to be determined. These
quantities obey the conservation laws

El = Eu - ht (3)
and

Figure 9. Photoemission and inverse photoemission as probes of occupied and unoccupied
electronic states respectively. All the quantum numbers of an electron can be determined.

Figure 10. Probing depth in photoemission and inverse photoemission, represented by the
mean free path ¸ of electrons at an energy of about 5 eV above the Fermi level.
Transition metals with more d holes scatter electrons more strongly (SchoÈ nhense and
Siegmann 1993).
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k
i
l = k i

u - g i , (4)

where g i is a vector of the reciprocal surface lattice, u denotes the upper state and l
the lower state. These conservation laws can be derived from the invariance of the
crystal with respect to translation in time and in space (by a surface lattice vector).
For the photon, only its energy ht appears in the balance because the momentum of
an ultraviolet photon is negligible compared with the momentum of the electrons.
The subtraction of a reciprocal lattice vector simply corresponds to plotting energy
bands in a reduced surface Brillouin zone, i.e. within the unit cell in k i space. These
are the rules of band-mapping in a nutshell. An in-depth discussion of the practical
aspects and capabilities of these methods is given in several reviews (Plummer and
Eberhardt 1982, Himpsel 1983, Kevan 1992).

The experimental bulk bands of the elemental ferromagnets Fe, Co, Ni and Gd
are shown in ® gure 11. They are characterized by a region of ¯ at d bands embedded
into a steep s, p band. The d bands are narrower than the s, p band because d states
are more localized, giving less overlap between adjacent atoms and a smaller energy
spread between bonding and antibonding combinations of d states. As the atomic
number increases from Fe to Co and Ni, the d bands become increasingly ® lled and
move down below the Fermi level. Gd exhibits additional f states, which are so
localized that they do not exhibit any measaurable band dispersion. Since the f shell

Table 3. Empirical potential parameters for the band structures of the elemental ferromagnets
Fe, Co, Ni and Gd in ® gure 11, using the combined interpolation scheme. See Slater and
Koster (1954) for the 3d bands, Smith and Mattheis (1974) and Smith et al. (1982) for
the fcc plane waves, Smith (1988a) for bcc plane waves, and Papaconstantopoulos
(1986) for the hcp bands.

Potential (eV) Potential (eV)

Fcc Ni Fcc Co Fcc Fe Bcc Fe Hcp Co Hcp Gd

Plane waves s0p0 - 2.65 - 0.2
a 12.5 12.5 12.5 0.3 p0 16.05 9.7
V 000 - 8.8 - 8.3 - 8.0 - 8.15 d0­ - 1.6 1.9
V 200 1.65 1.7 1.4 1.2 d0̄ - 0.5 2.9
V 111 1.47 1.51 1.19 Ð d1­ - 1.3 1.9
V 110 Ð Ð Ð 1.0 d1̄ - 0.2 2.9
V 211 Ð Ð Ð 1.2 d2­ - 1.6 1.7
3d bands d2̄ - 0.5 2.7
d0 ­ - 1.241 - 1.871 - 1.450 - 1.338 pd0 0.0 - 0.04
d0 ¯ - 0.941 - 0.671 - 0.250 0.762 sss 1 - 0.475 - 0.2
dds 1 - 0.367 - 0.483 - 0.517 - 0.600 sps 1 0.9 - 0.4
ddp 1 0.200 0.275 0.250 0.167 sds 1­ 0.2 0.34
ddd 1 - 0.011 - 0.005 0.011 - 0.001 sds 1̄ 0.1 0.25
(ddx )2 : (ddx )1 0.052 0.020 0.0 0.220 pps 1 2.2 0.6
Hybridization ppp 1 0.03 - 0.18
R 3.28 3.28 3.28 4.48 pds 1 0.33 0.34
S 18.8 12.2 13.4 13.0 pdp 1 - 0.1 - 0.75
B t = B e 13.5 18.7 17.0 19.0 dds 1 - 0.41 - 0.95

ddp 1 0.21 0.38
ddd 1 - 0.03 - 0.01
x 2 :x 1 0.11 0.12
x 3 :x 1 0.02 0.03
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is half-® lled and fully polarized in Gd, one has an occupied f level with majority spin,
as well as an unoccupied f level with minority spin. The seemingly complex set of d
bands can be ® tted by a rather small set of parameters by combined interpolation
schemes, which combine a tight-binding approach for the d bands with plane waves
for the s, p bands (Smith et al. 1982). The parameters given in table 3 describe the
energy bands in ® gure 11, which are obtained from a best ® t to photoemission and

11(a) 11(b)

11(c) 11(d)
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inverse photoemission data. For bcc Fe, see Turner et al. (1984), Kisker et al. (1985),
Santoni and Himpsel (1991) and references therein, for hcp Co see Himpsel and
Eastman (1980) and Mankey et al. (1993a), for fcc Ni see Himpsel et al. (1979),
Eberhardt and Plummer (1980), Heimann et al. (1981), Smith et al. (1982), Raue et al.
(1983) and Donath (1989), for hcp Gd see Li et al. (1994a), for metastable fcc Fe and
Co see Mankey et al. (1993b) and for metastable bcc Ni see Brookes et al. (1992).

There exist ® rst-principles band calculations using local density theory (Moruzzi
et al. 1978, Papaconstantopoulos 1986), but they compute E(k) relations for the
ground state, a quantity that is not accessible to any experiment. In order to measure
the energy of an electron it is necessary to excite it above the Fermi level. Such an
excitation produces a response from the surrounding electrons, for example multi-
electron excitations and screening. Two-electron excitations lead to a narrowing of
the 3d band and reduce the magnetic exchange splitting, for example as much as
30% band narrowing and a factor of 1

2 in the magnetic splitting (Himpsel et al. 1979,
Liebsch 1979). The two-electron excitations show up directly as satellites below the
single-electron bands, for example the 6 eV satellite in Ni (Guillot et al. 1977). These
excited-state e� ects are strongest in Ni, weaker in Co and barely perceptible in Fe.
Theoretical methods do exist that take excited-state e� ects into account system-
atically from ® rst principles. Such quasiparticle calculations have been very
successful for semiconductors (Hybertsen and Louie 1986) but are just becoming
feasible for d and f electrons in magnetic materials (Steiner et al. 1992). In the
absence of such ® rst-principles calculations we provide empirical band structures as a
starting point for describing electronic states at surfaces, thin ® lms and nano-
structures.

( f )

Figure 11. Empirical bulk band structures of the elemental ferromagnets Fe, Co, Ni and
Gd, obtained from a ® t to photoemission and inverse photoemission data (see table
3). Included are metastable phases, such as fcc Fe and fcc Co. Bands with s, p
character are highlighted by bold symbols (50% or more plane-wave character for
fcc, and 40% or more for bcc).

(e)
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3.1.2. Magnetic exchange splitting
For ferromagnets the bands are split into two subsets: one with majority spin, and

the other with minority spin. The magnetic exchange splitting d Eex between majority
and minority spin bands is the key to magnetism. Owing to the exchange splitting the
minority spin band is ® lled less than the majority band, thus creating the spin
imbalance that produces the magnetic moment. Therefore, one might expect the
moment to increase with the exchange splitting (Gunnarson 1976). For example, the
values of d Eex in Fe, Co and Ni are 1.8± 2.4 eV, 0.93± 1.05 eV and 0.17± 0.33 eV
respectively (Himpsel 1991b). The corresponding moments are 2.2 m B, 1.7 m B and
0.6 m B respectively. Most of the moment is carried by the 3d electrons (about 110%),
whereas the s, p electrons are weakly polarized in the opposite direction (about
- 10% of the total moment). For Gd, one has a total moment of 7.6 m B carried
mostly by the 4f electrons (7m B), with the 5d electrons contributing 0.6 m B. The
exchange splitting is d Eex = 12.4eV for the 4f states (Ortega et al. 1994) and
d Eex = 0.8eV for the 5d states (Kim et al. 1992, Li et al. 1995a). Results for d Eex

of Fe from spin-resolved photoemission and from inverse photoemission are shown
in ® gure 12. There is some variation in d Eex with momentum k, which appears to be
mainly tied to the symmetry of the bands. Bands with t2g ( G 25 , X5) symmetry have a
larger splitting than those with eg ( G 12, X2) symmetry, for example 0.33 eV as against
0.17 eV in Ni (Liebsch 1979, Heimann et al. 1981). This variation blurs the expected
correlation between d Eex and the magnetic moment. Nevertheless, the momentum-
and symmetry-averaged value of d Eex turns out to be an indicator of the local
magnetic moment for 3d transition metals, not only for ferromagnets but also for

Figure 12. Ferromagnetic exchange splitting between majority and minority spin bands in
Fe. (a) Probed by spin-polarized photoemission at G 25 (Kisker et al. 1985). (b) Probed
by inverse photoemission at H25 (Santoni and Himpsel 1991, compare also Kirschner
et al. 1984).
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antiferromagnets and, in the absence of long-range order, for spin glasses and free
atoms (® gure 13). As an empirical rule of thumb, the 3d moment is about 1 m B per
electron volt exchange splitting. This trend provides a quick ® rst look at the size of
the local moments in thin-® lm and monolayer systems (Himpsel 1991b, Hopster
1994). It is interesting to note that the d Eex/m B ratio in ® gure 13 is connected to the
exchange integral I that determines ferromagnetismÐ see equation (5) and the
Stoner model below (Gunnarson 1976, Janak 1977, Pettifor 1980).

Antiferromagnets exhibit magnetic splittings, too. For delocalized band-like
states, such as in Cr, the splittings occur around the points in momentum space
that correspond to the reciprocal-lattice vectors of the antiferromagnetic spin
ordering. For example, along the direction of the alternating spins the antiferro-
magnetic splitting occurs half-way out to the Brillouin zone boundary of the atomic
lattice. The doubling of the unit cell in real space by the spin lattice halves the unit
cell in momentum space, and the magnetic interaction opens up bandgaps at the
magnetic Brillouin zone boundary. The upper state corresponds to a spin-down
electron at a spin-up site and vice versa, and the lower state to a spin-up electron at a
spin-up site and vice versa. The situation is similar to that in a ferromagnet when
considering the spin polarization at a particular atom; local minority states are at
higher energy than local majority states. Optical data give a magnetic splitting of
0.13 eV for pure Cr which exhibits a slightly incommensurate magnetic period
(compare ® gure 39). The splitting increases to 0.36 eV when the antiferromagnetism
becomes commensurate by 1% Mn or Re doping (Bos and Lynch 1970). In
antiferromagnets with localized states the bands have little E(k) dispersion and the
splitting extends throughout most of the Brillouin zone.

Figure 13. Approximate relation of 1 eV per Bohr magneton between magnetic exchange
splitting d Eex and local magnetic moment ¹ for 3d electrons. (a) Experimental data
compiled by Himpsel (1991b). (b) Calculation for various alloys by Turek et al.
(1992). For a connection between the d Eex /¹ ratio and the Stoner parameter I
determining ferromagnetism in ® gure 17 and equation (5) see Gunnarson (1976) and
Pettifor (1980).
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Magnetic excitations can also be described by an E(k) diagram, where E and k

are energy and momentum transfer respectively (® gure 14). One may classify them
into single- and many-electron excitations. The fundamental single-electron excita-
tion is a transition between bands of opposite spin (® gure 14(a)). It requires a
minimum energy ¢ in ferromagnets with a ® lled majority spin band, such as Co and
Ni (`strong ferromagnets’). This Stoner gap ¢ can be read o� the band structures in
® gure 11. It is 0.35 eV in CoÐ from EF to L3, G 5 (Himpsel and Eastman 1980) and
0.11 eV in NiÐ from EF to X5 (Heimann et al. 1981, Raue et al. 1983). Fe lacks such
a gap since the top of the majority spin band lies above the Fermi levelÐ 0.12 eV for
HÂ25 (Santoni and Himpsel 1991). At zero momentum transfer the energy of the spin-
¯ ip excitations corresponds to the magnetic exchange splitting d Eex. That can be
probed by spin-polarized electron-energy loss spectroscopy (Hopster 1994).

The fundamental many-electron excitation is a spin wave (equivalent to a magnon
Ð see ® gure 14 (b)). Spin waves are low-energy excitations. They start out with a
parabolic E(k) dispersion at k = 0 and broaden out when they begin to overlap with
single-electron excitations above the Stoner gap. Many of these single- and many-
electron excitations become thermally accessible near the Curie temperature, making
® nite-temperature calculations of the band structure and of the Curie temperature
rather challenging (Uhl and KuÈ bler 1996). Special spin-wave modes develop at
surfaces and in multilayers owing to the altered boundary conditions (Camley et al.
1983, Kueny et al. 1984).

3.2. Magnetism
Magnetism re¯ ects the underlying band structure. The magnetic moment is given

by the di� erence between the ® lling of majority and minority spin bands, which is
directly related to the ferromagnetic exchange splitting between the bands. Total

Figure 14. Magnetic excitations (adapted from Ibach and LuÈ th 1993). (a) Spin-split bands
crossing the Fermi level. A spin ¯ ip can occur via a single electron excitation by
lifting an electron from the majority band into the unoccupied part of the minority
band (- - - ). Such excitations require a minimum energy transfer equal to the Stoner
gap ¢. (b) Schematic E(k) diagram of magnetic excitations. One can distinguish
between single-electron (Stoner) excitations and many-electron excitations (equivalent
to spin waves or magnons). (c) Neutron scattering results for a spin wave merging
into the continuum of Stoner excitations (Mook and Paul 1985).
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energy minimization over all occupied band states yields crystal structure and
magnetic ordering. Magnetic coupling and magnetic moment are sensitive functions
of the interatomic spacing and the atomic volume respectively, as illustrated in
® gures 15 and 16. Both are dominated by the Coulomb and/or exchange interactions
at small distances. In a somewhat oversimpli® ed atomic orbital picture, the moment
is created by interaction between electrons on the same atom and the coupling
between electrons on di� erent atoms. Spins are aligned antiparallel at the smallest
distances or volumes, since Pauli’s exclusion principle prevents equal spins from
occupying the same spot. This reduces the moment of an individual atom and
produces antiferromagnetic coupling between atoms. The interaction changes its sign
as soon as the wavefunctions cease to overlap strongly. The moment increases and
the coupling becomes ferromagnetic. At even larger distances the magnetic coupling
becomes indirect, using conduction electrons as mediators. It oscillates with a period
determined by Fermi wave-vectors, thereby bringing orientation-dependent Fermi
surface parameters into the picture. More sophisticated treatments, such as local
density theory, take the band-like (itinerant) nature of the 3d wavefunctions in
metallic ferromagnets into account, which blurs the simple atomic picture.

There is much more to magnetism than the spin-split band structure. Magnetic
domains provide a large-scale texture that adds enormous complexity. As a
consequence, there are many more magnetic properties than band-structure para-
meters, and a large number of techniques to measure them. The variability of an
H( M) hysteresis loop re¯ ects a complex domain structure. Interestingly, the
situation becomes simpler in nanostructures, which are smaller than the typical
extension of a domain wall (0.1± 1 m m). They often exhibit a square hysteresis loop.
Magnetic anisotropy and magnetostriction in thin ® lms demonstrate that magnetic
ordering is sensitive to small energy changes that are induced by the presence of an
interface and by strain.

It is important to keep the characteristic energy scales for band structure and
magnetism in mind; the width of the s, p bands is given by the kinetic energy at the
Fermi level, which is of the order 10 eV. The magnetic band splitting d Eex of about

Figure 15. Coupling between magnetic layers ( ) via non-magnetic spacers of varying
thickness t ( h ). (a) In the near-contact region, direct exchange dominates (usually
ferromagnetic). (b) For spacer of a few nanometres, an oscillatory coupling is
mediated by s, p electrons (RKKY interaction; see section 5.4 and ® gures 38± 40).
(c) At the largest distances, magnetic dipole interaction orients the layers antiparallel,
like macroscopic bar magnets.
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1eV derives from the Coulomb and/or exchange interactions. The spin± orbit
coupling, which gives rise to crystalline anisotropy, is of the order of 0.1eV for
the 3d electrons in ferromagnets. The magnetic exchange coupling J is of the order of
0.01 eV atom- 1. The crystalline magnetic anisotropy is only about 10- 5 eV atom- 1 in
the bulk but can increase to 10- 4 eV atom- 1 in the lower symmetry of a surface. Then
it matches the shape anisotropy, which re¯ ects the magnetic dipole± dipole interac-
tion.

3.2.1. Magnetic properties: magnetization, magnetic coupling, magnetostriction and
anisotropy

Magnetization and magnetic coupling are calculable from ® rst principles by band
theory. Today, the most common approach uses the local density formalism, where
the spin-dependent part of the total energy is approximated by an expression derived
from an electron gas (Von Barth and Hedin 1972). The corresponding exchange±
correlation potential Vxc = Vx + Vc depends only on the majority and minority spin
densities q ­ and q ¯ . The dominant part is the exchange potential Vx, which is
proportional to - q

1 /3
­ and - q

1 /3
¯ for majority and minority spin wavefunctions

respectively. Di� erent magnetic structures, such as paramagnetic, ferromagnetic and
various antiferromagnetic con® gurations, exhibit di� erent total energies, and the
lowest-energy con® guration obtained by local density theory represents the observed
magnetic state in most cases (® gure 16) (Moruzzi et al. 1978, 1986, 1989, Moruzzi

(a)

(b)

Figure 16. Magnetic moment and total energy of fcc Fe (Ð Ð ) and bcc Fe (. . . . .) against
interatomic distance (calculations by Moruzzi et al. 1986, 1989 and Moruzzi and
Marcus 1992). Several magnetic phases are predicted by these ® rst-principles
calculations (curve NM, non-magnetic; curve AF, antiferromagnetic; curve LS, low-
spin ferromagnetic; curve HS, high-spin ferromagnetic). They are sensitive to the
interatomic distance. Constraining Fe to the lattice constant of Cu (arrow) produces
fcc Fe very close to the transition between antiferromagnetic and ferromagnetic,
explaining the complex phase diagram for Fe on Cu(100) in ® gure 20. rws is the
radius of a Wigner± Seitz sphere with the volume per atom (1 a.u. = 0.53 AÊ ).
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and Marcus 1992) (for the delicate situation near the ground state of Fe see KoÈ rling
and Ergon (1996)).

Ferromagnetism occurs in rather few elements, Fe, Co, Ni, Gd and a few rare
earths with low Curie temperatures (many fewer than superconductors!). The
stability of ferromagnetism in these elements can be explained by the Stoner criterion
(® gure 17), which takes the density D(EF) of states at the Fermi level and an atomic
exchange integral I as input (Gunnarson 1976, Janak 1977, Pettifor 1980). The
transition from paramagnetism to ferromagnetism becomes favourable if

D(EF) ´I > 1. (5)

Then the system can lower its energy by bringing enough majority spin electrons
down in energy by opening up the ferromagnetic exchange splitting. As with the
opening of a gap in superconductivity, the density of states at the Fermi level and a
coupling parameter (here the exchange integral I) are the critical quantities. The

Figure 17. The Stoner criterion for ferromagnetism. The two important factors are (a) the
density D(EF) of states at the Fermi level (per spin and atom) shown and (b) an
atomic exchange integral I shown. (c) Their product has to be larger than unity to
drive the transition to ferromagnetism (Janak 1977) (adapted from Ibach and LuÈ th
(1993)). Elements marginally below the criterion can become ferromagnetic in thin
® lms and multilayers, where the density of states is enhanced by band narrowing.
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Stoner criterion explains why Fe, Co and Ni are singled out for ferromagnetism.
several other elements are close to ful® lling the criterion, for example Pd. In some
thin-® lm structures these elements are transformed into ferromagnets, for example
V, Cr, Mn, Mo, Ru, Rh, Pd and Pt (see section 4.1). Magnetism can either be
induced by exchange coupling to a ferromagnetic substrate or occur spontaneously
owing to a higher density of states in a monolayer, caused by reduced bandwidth (see
section 5.2).

Antiferromagnetism is also driven by a large density of states at the Fermi level,
but in this case at speci® c points in k space that are related to the antiferromagnetic
reciprocal-lattice vector (Fawcett 1988). The antiferromagnetic ordering opens a
bandgap Eg at these k-points that lowers the energy of the occupied states at the
bottom of the gap and removes the high density of states from the Fermi level.
Again, one discovers similarities with the opening of a gap in superconductivity. In
fact, antiferromagnetic order in Cr can be mapped onto the superconducting order
parameter to a certain approximation. The Bardeen± Cooper± Schrie� er theory of
superconductivity then produces a relation between critical temperature and gap Eg:

Eg < 3.5kTNÂeel. (6)

This relation is only a rough guide, as the case of Cr shows, where a NeÂ el
temperature of 311 K and a gap of 0.13 eV give Eg < 5kTNÂeel.

At elevated temperatures it becomes rather di� cult to calculate magnetic
properties from ® rst principles, particularly the Curie and the NeÂ el temperatures.
The complex time-dependent magnetic microstructure near the critical temperature
presents a formidable challenge. In the atomic limit, for example using the
Heisenberg model, one assumes a magnetic moment on each atom that persists
beyond TC. The magnetization vanishes by orienting the moments at random in the
paramagnetic phase. The other extreme, that is the Stoner model of band-like
ferromagnetism, assumes that the magnetic moment gradually decreases at elevated
temperature and vanishes above TC. It gives Curie temperatures twice as high as
observed (Pettifor 1980). The basic ¯ aw is the assumption that the magnetic order
disappears by spin-¯ ip excitations across the Stoner gap ¢ (see section 3.1.2). They
cost more energy than is actually needed to disorder magnetic moments. More
realistic models contain small domains with local order whose orientations are
starting to ¯ uctuate when approaching the Curie temperature TC. Some degree of
local correlation remains even above TC. Such a picture brings in spin-wave
excitations (magnons) which are not contained in the ground-state energy bands.
recent e� orts to model the spin structure just below and above the Curie point from
® rst principles give qualitatively correct Curie temperatures (Uhl and KuÈ bler 1996).
At surfaces, an increased TC becomes possible owing to the higher density of states
at the Fermi level. In thin ® lms, TC generally decreases owing to fewer magnetic
neighbours (see sections 4 and 5).

The magnetic moment is dominated by the electrons with high angular momen-
tum, the 3d electrons in Cr, Mn, Fe, Co, Ni and the 4f electrons in the rare earths.
With increasing atomic volume, one approaches the free-atom limit where Hund’s
® rst rule postulates maximum spin, that is all the individual spins of the electrons in a
shell are aligned parallel. Electrons with parallel spin have di� erent spatial
wavefunctions, owing to Pauli’s exclusion principle which is re¯ ected in the exchange
interaction. That reduces their Coulomb repulsion. When the atoms are squeezed
into a solid, some of the electrons are forced into common spatial wavefunctions
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which forces their spins antiparallel and reduces the overall magnetic moment. For
example, the moment of 5¹B in the free Cr atom is reduced by an order of magnitude
in the solid. Figure 16 (a) shows how the magnetic moment of fcc and bcc Fe
decreases in local density calculations when the atomic volume is reduced. At
surfaces and interfaces, and in thin ® lms the atomic volume is able to expand, which
allows part of the atomic moment to be recovered. This type of enhanced surface
magnetism will be discussed in section 5.2.

Another consequence of the volume-dependent magnetic moment is magneto-
striction, that is, a change in the magnetization with strain and vice versa. This e� ect
severely a� ects the functioning of magnetic devices as they become smaller and are
able to sustain ever higher strain. Therefore magnetic devices are often composed of
alloys with zero ® rst-order magnetostriction, such as permalloy (Ni0.8Fe0.2) or
analogous ternary compounds (along the line Ni0.8Fe0.2 ± Ni0.65Co0.35 and along
Ni0.25Co0.3Fe0.45 ± Ni0.05Co0.9Fe0.05 (Miyazaki et al. 1994)). In strained epitaxial layers
the magnetic ordering may change completely, for example from ferromagnetic to
antiferromagnetic in thin Fe ® lms on Cu(100) ( ® gure 16; compare section 4.1).

Magnetic coupling between spins on di� erent atoms determines the magnetic
order, for example ferromagnetic as against antiferromagnetic in bulk solids.
Magnetic multilayers exhibit analogous con® gurations, where the magnetizations
of two layers lie parallel or antiparallel to each other, while each layer exhibits
ferromagnetic order internally (® gure 15 (b)). The overall magnetic con® guration can
be analysed by breaking the magnetic energy up into pairwise interactions. The
lowest-order term is bilinear in the magnetic moments M i of individual atoms:

E1 ~ - å J1(rik) (M i ·Mk), M =
M

|M | . (7a)

The coupling constant J1 strongly depends on the distance rik between atoms.
For distances close to an atomic spacing the direct exchange interaction

dominates. A typical case is fcc Fe in ® gure 16 (b) (full curves). At the shortest
interatomic distances rws the non-magnetic state (curve NM) is most stable, then the
antiferromagnetic state (curve AF) takes over with increasing rws, and eventually the
ferromagnetic state (curve HS) becomes favourable at the largest rws. Qualitative
arguments are able to rationalize this behaviour: when highly compressed, electrons
are forced into similar spatial wavefunctions with opposite spin to satisfy Pauli’s
exclusion principle. That reduces the magnetic moment and eliminates it altogether
at the shortest distances (® gure 16 (a), full curves). The antiferromagnetic coupling at
intermediate distances can be viewed as the exchange hole carried by an electron,
which excludes parallel spins from its neighbourhood. At larger distances, electrons
are able to reduce their Coulomb repulsion by occupying di� erent spatial wavefunc-
tions with equal spins.

An indirect exchange interaction takes over at distances beyond a few atomic
spacings. It is mediated by the s, p electrons. Spin i polarizes the s, p-electron gas and
a second spin k feels the induced polarization. This interaction starts out ferromag-
netic at small distances and oscillates with a period of ¸F /2, where ¸F = 2p /kF is the
Fermi wavelength and kF is the Fermi wave-vector. The ferromagnetic coupling at
small distances follows from a symmetry argument. Both spins interact in the same
way with the s, p electrons, such that one has either a ­ ¯ ­ or a ­ ­ ­ spin con® guration.
The oscillatory behaviour at larger distances arises because the s, p-electron gas
responds to an extra spin by setting up a static spin wave. This wave contains spatial
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frequencies up to the wave-vector 2kF, which is the largest wave-vector of zero-
energy excitations across a spherical Fermi surface. In real space, the occupied states
contain wavelengths from in® nity down to ¸F. Charge and spin density are given by
the square of the wavefunction, which oscillates with ¸F /2, twice as fast as the
wavefunction itself. This indirect coupling via the s, p electrons is described to lowest
order by the Ruderman± Kittel± Kasuya± Yosida (RKKY) interaction (see Majkrzak
et al. 1991 for the prototype rare-earth superlattices and section 5.4 for transition
and noble metals). In order to obtain the magnetism of a bulk solid, one has to
integrate over couplings between atom pairs in all directions and at many distances.
Thus RKKY oscillations tend to become averaged out. In well de® ned layer
structures, however, they remain visible and produce an oscillatory magnetic
coupling (section 5.4). The sum in equation (7 a) is often simpli® ed by dropping
weaker couplings at larger distances. In the limit of retaining only nearest-neighbour
terms, one arrives at the Heisenberg, the xy or the Ising model, depending on
whether the magnetic moment vectors M have three, two or one degree of freedom.
These are important for classifying magnetic phase transitions (section 4.2).

Higher-order magnetic couplings are starting to be observed in small structures,
particularly where the lowest-order J1 term in equation (7 a) goes through zero
during one of the RKKY oscillations. The next term is the biquadratic coupling:

E2 ~ + å J2(r ik) (M i ·M k)2, M =
M

|M | . (7b)

It varies as cos2 " with the angle " between two moments M i and Mk and thus
exhibits energy minima either at 6 90ë (J2 positive) or at 0ë and 180 ë (J2 negative).
The ordinary bilinear coupling in equation (7 a) exhibits either a minimum at 0ë (J1

positive; ferromagnetism) or at 180 ë (J1 negative; antiferromagnetism) but cannot
explain 90ë coupling. The 90ë coupling has been found in thin-® lm systems, such as
Fe/Cr(100) when the ® lm thickness is adjusted to the point where J1 switches from
ferromagnetic to antiferromagnetic (Slonczewski 1993).

At distances larger than about 10 nm the magnetostatic dipole interaction takes
over from the exchange coupling and orients particles or layers as if they were
macroscopic bar magnets (compare ® gure 15 (c)).

Magnetic anisotropy is another magnetic variable that becomes rather volatile as
the bulk symmetry is reduced in small structures. In general, the magnetic energy
density E varies quadratically with the angle " of the magnetization with respect to a
symmetry axis in a crystal or ® lm:

E = Kcos2
" . (8)

The anisotropy constant K can be negative ( èasy’ axis) or positive (`hard’ axis). If K
vanishes by symmetry, such as in a cubic environment, fourth-order terms in " take
over. A variety of phenomena cause anisotropy, which may be grouped into
crystalline and dipole anisotropy. The source of crystalline bulk anisotropy is the
spin± orbit interaction. While atomic spin wavefunctions are isotropic by themselves,
they become tied to the crystal lattice by spin± orbit interaction. Therefore the total
magnetic moment (spin plus orbital moment) is coupled to the crystal axes. For the
common ferromagnetic materials the easy axes are [100]in bcc Fe, [0001]in hcp Co,
[111]in fcc Ni, and [0001]in hcp Gd. In nanostructures the symmetry of the system is
lowered by the existence of a surface or interface, where orbitals perpendicular and
parallel to the interface become inequivalent. This symmetry breaking propels the
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anisotropy from a fourth-order e� ect to a second-order e� ect in Fe and Ni. Some
surfaces exhibit an additional in-plane anisotropy, which can be intrinsic, for
example for (110) surfaces of fcc and bcc structures, or step induced. If there is
lattice mismatch between a magnetic layer and the substrate, one encounters a
magnetoelastic anisotropy which is related to magnetostriction. The second major
source of anisotropy is the magnetic dipole interaction, which can be viewed as the
energy density E = - 1

2 M ·Hd of the magnetic moment M in the demagnetizing ® eld
Hd. This shape anisotropy becomes important in thin ® lms (Kdipole = - 2p M2) and
for wires (Kdipole = - p M2) , where it aligns the magnetization to the plane of a thin
® lm or to the axis of a wire. For the analysis of the magnetic data in thin ® lms, the
bulk expression for magnetocrystalline anisotropy Kbulk has to be augmented by a
thickness-dependent term Kinterface /d, which describes surface, interface and strain-
induced contributions to the magnetic energy density, averaged over the thickness of
the ® lm (Heinrich and Cochran 1993). To this ® rst approximation, the bulk terms
are independent of thickness, while the surface and interface terms decrease in
relative weight as the ® lm becomes thicker. However, the bulk contribution is not
necessarily independent of thickness either, since strain and alloying with the
substrate may be thickness dependent. An example is the double transition from
parallel to perpendicular and back to parallel, observed in Ni ® lms on Cu(100) with
increasing thickness (Schulz and Baberschke 1994, O’Brien et al. 1996). The Ni ® lm
is magnetized parallel to the surface up to seven atomic layers, driven by surface,
interface and shape anisotropy. Between seven and about 40 monolayers, the
magnetization orients itself perpendicular, along the axis preferred by the strained
Ni ® lm. Above the critical thickness of about 40 monolayers, the Ni ® lm begins to
relax into the bulk Ni structure, which is isotropic to second order. Therefore the
shape anisotropy takes over again and forces the magnetization parallel to the ® lm.

Thin ® lms often exhibit a competition between the shape anisotropy, which
wants to orient the moment parallel to the surface, and the crystalline anisotropy
(for an overview see Pappas (1996)). The crystalline anisotropy often favours a
magnetization perpendicular to the surface (NeÂ el 1954, Daalderop et al. 1994, Wang
et al. 1994). A simple estimate of the relative strengths shows that with decreasing
® lm thickness the interface anisotropy will eventually dominate, because its energy
density scales like 1/d. This explains a frequently observed switch from parallel to
perpendicular magnetization in epitaxial ® lms below about ® ve monolayers cover-
age, for example in bcc Fe on Ag(100) and fcc Fe on Cu(100) (compare section 4 and
® gure 20).

Two-dimensional magnetism in thin ® lms is dependent on the presence of
anisotropy in a rather general fashion, because long-range magnetic ordering occurs
only for the uniaxial Ising model, whereas an isotropic Heisenberg system cannot
establish long-range order at ® nite temperatures (Mermin and Wagner 1966) (see
section 4.2).

Steps have a strong in¯ uence on the anisotropy, which will be discussed in
section 6.

3.2.2. Charge and spin transport: magnetoresistance
In order to understand magnetic transport phenomena, such as magnetoresis-

tance, spin-polarized tunnelling, and the spin transistor we have to know the
electronic carriers of charge and spin in magnetic materials (Prinz 1995). It is clear
that the relevant electronic states have to lie close to Fermi level, for example a few
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kT in conductance, and a few tenths of an electronvolt in planar tunnelling through
insulators, vacuum tunnelling and ® eld emission, depending on the barrier height
(Alvarado 1995). Beyond that there is no obvious answer. Are these the s,p electrons
or the d electrons? Are they majority spin or minority spin? The argument for
transport by s, p electrons is based on the high group velocity dE /dp of the steep s, p
band (see ® gure 11). The d bands are ¯ at, with a low group velocity and a high
e� ective mass. The density of states at the Fermi level, on the other hand, is smaller
for the s, p band than for the d bands. To estimate the spin polarization of the
current one could argue that the minority spin d electrons dominate the total density
of states at the Fermi level, at least in Ni and Co where the majority spin d bands are
full (Fe has majority spin polarization at EF). However, the s, p electrons tend to be
magnetized opposite to the d electrons, albeit much less (only about 10% of the total
moment; see section 3.1.2). They always exhibit majority spin polarization at the
Fermi level since the s, p Fermi surface is larger for majority spin due to the larger
band ® lling, not only for Ni and Co but also for Fe (see ® gures 11 and 18). To
complicate the issue further, one may note that in Ni and Co the spin polarization at
the Fermi level is opposite to the energy-integrated overall moment. Minority d
states dominate at EF whereas the overall spin polarization is, of course, majority.
For s, p states the same holds in reverse.

Taking realistic energy bands, the distinction between s, p and d states becomes
blurred. They hybridize since the spherical symmetry of the atom is broken by the k

vector, leaving only the point-group symmetry. Even along high-symmetry direc-
tions there is mixing, for example, between s, pz and dz2 states in the D 1 band that
crosses the Fermi level along the [100]direction in fcc and bcc structures (® gures 11
and 18). The steep section of this band (bold in ® gure 11) is usually labelled the s, p
band because it tracks a free-electron parabola for a signi® cant portion of k space.
At the G point the character of the D 1 band is mostly d like, with a large exchange
splitting d Eex and ¯ at bands, whereas it becomes s, p like with small d Eex and large
dispersion at the Brillouin zone boundary. The Fermi level lies in between, giving the
band a highly mixed character. A quantitative projection onto the di� erent angular

Figure 18. Greatly simpli® ed view of the energy bands contributing to magnetic coupling,
transport and quantum con® nement at the Fermi level EF. The s, p band sections that
hybridize with the 3dz2 states near the Fermi level (highlighted in ® gure 11) are
approximated by free-electron parabolae in a potential V0.
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momenta produces about three to four times as much d character as s, p for the s̀, p
band’ (taking the character of the majority spin states at EF in Ni and Co from
Papaconstantopoulos 1986). Therefore the s, p band has been occasionally labelled
an itinerant d band (di) (Stearns 1977). It dominates conductivity and tunnelling (see
below and section 5.5) and also determines magnetic coupling across layers (sections
5.3 and 5.4). A parabolic approximation to the s, p band is often used to describe
these phenomena (compare ® gure 18 and section 3.2.2). The d bands make their
presence felt via scattering. They determine the lifetime and mean free path of s, p
carriers at the Fermi level. Minority spin electrons are scattered more strongly,
leaving majority spin s, p electrons as the principal carriers. The reason for the strong
minority spin scattering is the high density of minority spin d-states at the Fermi level
in Ni and Co, combined with a spin-conserving electron± electron scattering process
(compare section 5.5).

In other types of experiment, such as photoemission and inverse photoemission,
the weight can be shifted from s, p to d bands and back. For example, s, p bands
dominate at low photon energies (below 10 eV) and d bands at higher energies
(Ortega and Himpsel 1993, Mankey et al. 1994). f states in rare earths turn on at
higher energies yet (above 30 eV). These cross-sections are determined by the match
between the wavelength of the photoelectron and the radius of the orbital (for a
tabulationÐ see Yeh and Lindau 1985). Higher-angular-momentum states have a
smaller radial quantum number and thus require shorter-wavelength photoelectrons
for a match.

Magnetoresistance, that is a change in the resistivity under the in¯ uence of a
magnetic ® eld, has generated rapidly growing attention. As the capabilities of
producing tailored materials have grown, the e� ect as well as the terminology has
become in¯ ated, starting with anisotropic magnetoresistance (AMR), a 2% e� ect in
Permalloy (Ni0.8Fe0.2), processing to giant magnetoresistance (GMR), a 200% e� ect
in multilayers, and currently peaking with colossal magnetoresistance (CMR), which
gives a factor of 105 in magnetic perovskites. Even the traditional, bulk magneto-
resistance (Pippard 1989) can take on dramatic values in ultrapure metals at low
temperatures, for example an increase by a factor of 108 at 1 T in Mg. The direct
connection between magnetism and electrical properties makes this phenomenon
ideal for magnetic sensors (section 8.2). Various physical phenomena lead to the
di� erent kinds of magnetoresistance. They may produce an increase in the resistance
in a magnetic ® eld (positive magnetoresistance, e.g. in AMR and in metals at low
temperatures), as well as a decrease (negative magnetoresistance, e.g. in GMR, CMR
and magnetic tunnelling). Hysteretic behaviour has also been observed as in GMR
and spin-polarized tunnelling. Positive magnetoresistance in pure metals at low
temperatures can be attributed loosely to the longer e� ective path of electrons as
they travel along helical paths around the magnetic ® eld lines. Electrons moving
perpendicular to the ® eld lines are a� ected the most, leading to a maximum in the
resistance along this direction. AMR occurs at room temperature, where the mean
free path is much too short for a helical orbit (Thompson et al. 1975, Hong and
Giordano 1995). It leads to a maximum in the resistance parallel to the magnetiza-
tion, not perpendicular. The majority spin s, p electrons that dominate conductivity
are scattered more strongly when propagating parallel to the magnetization direction
and less when moving perpendicular to it. This e� ect is currently used for magnetic
reading heads in data storage (section 8.2). GMR produces a decrease in the
resistance in magnetic± non-magnetic± magnetic multilayers when consecutive mag-
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netic layers with antiparallel magnetic orientation are forced parallel by an external
® eld. It can be rationalized by an optical analogue; each interface acts as a polarizer
for electrons. The parallel magnetic orientation corresponds to parallel polarizers,
whereas the antiparallel orientation is represented by crossed polarizers. A similar
decrease in resistance is produced by spin-dependent tunnelling in ferromagnet±
insulator± ferromagnet junctions when the magnetic orientation is forced from
antiparallel to parallel. The key to the resistance change is the injection of majority
spin s, p electrons at the Fermi level into empty majority states on the other side of
the junction. GMR and magnetic tunnelling depends on the existence of interfaces in
a multilayer structure with nanometre thickness. Therefore it is explained in more
detail in the context of electronic states in thin ® lms (section 5.5). The cause of the
CMR e� ect in perovskites is still under investigation. A characteristic feature of
these materials is a phase transition from a semiconductor at high temperatures to a
ferromagnetic metal at low temperatures. An external ® eld a� ects this transition and
causes a distinct maximum in the magnetoresistance near the transition temperature.
The key role is played by electrons hopping between spin-polarized Mn3+ and Mn4+

ions (Prinz 1995). In order to obtain the full resistance change, one generally needs
® elds of several tesla.

3.2.3. Experimental techniques: microscopies
Magnetic measurements can be performed on small quantities of magnetic

materials by a wide variety of experimental methods (for an overview see Falicov
et al. (1990) and McWhan (1994)). Traditional bulk techniques, such as neutron, X-
ray and Brillouin scattering, need relatively thick superlattice structures to obtain
su� cient signal. Neutrons have been sued to map the elaborate spin structures of
rare-earth superlattices (Borchers et al. 1988) and Fe/Cr multilayers (Schreyer et al.
1995). The scattering intensity I is determined by the vector product of the
momentum transfer q = kÂ - k and the Fourier component M (q) of the magnetiza-
tion (Fawcett 1988):

I(q) ~ |M (q) ´ q|2 , q =
q

|q| . (9)

Magnetic X-ray scattering (McWhan 1994) is generally a very weak e� ect but can be
enhanced by resonances at core level absorption edges, which also makes the process
element speci® c. By using circularly polarized light and taking the di� erence between
opposite magnetization directions, the magnetic roughness of interfaces can be
determined (MacKay et al. 1996). Brillouin scattering probes spin waves but can
also be used to obtain magnetization, magnetic coupling, and anisotropy by
modelling the magnon dispersion curves (GruÈ nberg 1989, Krams et al. 1992). Quite
a few magnetometry techniques have become sensitive enough to detect monolayer
quantities, for example the superconducting quantum interference device (SQUID)
magnetometer, the torsion magnetometer (Gradmann and Przybylski 1987) and the
alternating-gradient magnetometer (Turtur and Bayreuther 1994). Magnetic aniso-
tropy can be determined by angle-resolved magnetic resonance (Heinrich and
Cochran 1993). Apart from these direct methods there are a number of indirect
techniques for measuring magnetization in thin ® lms. Conversion electron MoÈ ss-
bauer spectroscopy measures the hyper® ne ® eld (Shinjo 1991), which is related but
not directly proportional to the magnetization. Magneto-optical techniques produce
signals related to the magnetization. They are very useful for obtaining hysteresis
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loops but di� cult to calibrate in absolute units. A popular method is the surface
magneto-optic Kerr e� ect (SMOKE) which measures the rotation of the polarization
when light is re¯ ected o� a magnetized surface (Bader 1990). It comes in several
varieties: polar, longitudinal and transverse. The signal is largest when the electric
® eld of the light is perpendicular to the magnetization (Falicov 1993). Thereby, in-
plane magnetization is probed by the longitudinal Kerr e� ect and perpendicular
magnetization by the polar e� ect. The Kerr signal of a monolayer originates from a
small fraction of the optical penetration depth in metals (10± 20 nm) and thus is
rather small (a fraction of a degree rotation). Surface sensitivity and Kerr rotation
can be enhanced dramatically by going to the nonlinear Kerr e� ect, where the
rotation in the second harmonic of a pulsed laser is measured (Rasing et al. 1996,
Straub et al. 1996). Second-harmonic generation requires a breakdown of the
inversion symmetry, which only happens at a surface or interface in centrosymmetric
crystal structures. Other magneto-optic techniques probe the change in absorption of
linearly or circularly polarized light when the sample magnetization is reversed. The
most common method is magnetic circular dichroism (MCD), applied to transitions
from a core level to magnetic valence states just above the Fermi level (Rudolf et al.
1992, StoÈ hr 1995, SchuÈ tz et al. 1997). It can be used in conjunction with approximate
sum rules (de Groot 1994, Wu et al. 1994b) to obtain the orbital and spin moment of
a speci® c element from the two spin± orbit split components of a core level
absorption edge. Inherently surface-sensitive probes are based on spin-polarized
electrons. Spin-polarized secondary-electron emission is particularly useful for
surface magnetization measurements (Falicov et al. 1990, Scheinfein et al. 1990,
Siegmann 1992, Allenspach 1994).

Magnetic microscopes are essential to detect the magnetic domain structure.
Domains at the submicrometre level have to be resolved to analyse today’s magnetic
storage devices with bit sizes of 0.1 ´ 5 m m. Likewise, such small domains need to be
resolved to understand the micromagnetic behaviour near phase transitions. the
following gives a brief tour through the large variety of magnetic microscopes,
proceeding roughly towards increasing spatial resolution. Direct magnetic measure-
ments with small SQUID detectors integrated onto a Si chip can provide very
sensitive magnetic maps. For example, single ¯ ux quanta are easily detected
(Ketchen and Kirtley 1995). Optical microscopes can be adapted to produce a
contrast based on the Kerr rotation of linearly polarized light re¯ ected o� domains
with di� erent magnetization (Schmidt et al. 1985, Trouilloud et al. 1994). The
di� raction limit of the resolution is about 500 nm, but it can be overcome by near-
® eld scanning optical microscopy, where evanescent light from a narrow capillary
scans the sample (Betzig et al. 1992). Magnetic imaging with circularly polarized
light has produced images with about 100 nm resolution (Levy et al. 1996). Another
scanning probe is magnetic force microscopy (MFM), which measures the force that
the magnetic stray ® eld of the surface exerts onto a small magnetic tip. The
magnetization is probed indirectly via the magnetic poles of the sample (Lederman
et al. 1994, Proksch et al. 1994, New et al. 1995a, b, Hehn et al. 1996, Hug et al. 1996)
(see also ® gure 51 in section 8). Thereby it is possible to detect local magnetization on
a scale of 10± 50 nm. The force can be detected in a static mode via the de¯ ection of a
cantilever, which can be measured very accurately by a laser beam re¯ ected o� the
cantilever into a split diode. Surface and tip interaction limit the resolution in this
static contact mode. New non-contact techniques, where the shift in the resonance
frequency of an oscillating cantilever is measured, have produced atomic resolution
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on Si surfaces and raise hopes for high-resolution magnetic imaging. Recent
developments in magnetic resonance force microscopy promise additional chemical
information (Zhang et al. 1996).

Electron-based microscopes push the resolution further. Secondary-electron
microscopy with polarization analysis (SEMPA) measures the spin polarization of
secondary electrons emitted from a magnetized sample (about 20 nm resolution)
(Pierce et al. 1989, Scheinfein et al. 1990, Allenspach 1994) (see also ® gure 50 in
section 8). In low-energy electron microscopy (LEEM) and photoemission electron
microscopy (PEEM), low-energy electrons emitted from a surface are accelerated to
about 20 keV and then are imaged through a conventional electron lens system.
Magnetic contrast is obtained by using spin-polarized electrons in LEEM
(Grzelakowski et al. 1994, Duden and Bauer 1996), or by using circularly polarized
light in PEEM (StoÈ hr et al. 1993). A resolution of 20 nm has been achieved in
LEEM, and 300 nm in PEEM. In PEEM, the broad energy spectrum of photoelec-
trons limits the resolution when combined with the chromatic aberration of the
electron optics. Improved electron optics should be able to improve the resolution by
an order of magnitude. Particularly interesting is the inclusion of re¯ ecting electron
optics, which have opposite spherical and chromatic aberrations compared with
transmission optics and thus are able to compensate the aberrations (Rempfer and
Mauck 1992). The highest resolution is achievable by high-energy electron micro-
scopes, for example in Lorentz microscopy where the de¯ ection of the beam in an
electron microscope by magnetic domains is detected. Several re¯ ection and
transmission techniques have been tried, some of which measure the magnetization,
and others its spatial derivative (Falicov et al. 1990, Runge et al. 1996) (for the
holographic version that can measure ¯ ux quantitatively, see Beeli et al. 1995). A
resolution of 2nm can be achieved.

The ultimate magnetic microscope would be a scanning tunnelling microscope
with a tip emitting spin-polarized electrons (Wiesendanger et al. 1990, Alvarado and
Renaud 1992, Shvets et al. 1992, VaÂ squez de Parga and Alvarado 1994, Alvarado
1995, Mukasa et al. 1995, Wiesendanger et al. 1997). So far, it has been di� cult to
obtain spin contrast in STM on a routine basis. A possible explanation is the
localized nature of the spin-polarized d and f electrons which prevents overlap
between the magnetic states on tip and sample. The dominant part of the tunnel
current is carried by the delocalized s, p states, which are only weakly polarized.
There are hopes, however, that at short tunnelling distances, that is high tunnelling
currents, spin-polarized tunnelling through 3d states becomes appreciable. An
increase in the spin polarization of tunnelling electrons with increasing tunnelling
current up to value of 50% has been observed (Alvarado 1995). In this experiment,
spin-polarized electrons tunnelling from a magnetized Ni tip into a Ga1- xAlxAs
surface induce bandgap luminescence with circular polarization (Alvarado and
Renaud 1992). Magnetic tunnelling is also observed in planar ferromagnet±
insulator± ferromagnet structures (Meservey and Tedrow 1994, Miyazaki and
Tezuka 1995, Moodera and Kinder 1996). The measured spin polarization of
electrons emitted from ferromagnets into an Al2O3 tunnel barrier is encouraging:
+ 40% for Fe, + 35% for Co, + 23% for Ni and + 14% for Gd. Recent
observations of d-like surface states at Fe and Cr surfaces by scanning tunnelling
spectroscopy (Stroscio et al. 1995) suggest that element-speci® c magnetic tunnelling
measurements might be feasible. It will be critical to prepare well de® ned
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ferromagnetic or antiferromagnetic tips and to keep the magnetic tip± sample
interaction under control (Shvets et al. 1992).

4. Thin ® lms

This section addresses the transition from three dimensions to two. Even though
many properties of thin ® lms can be described by three dimensional bands, or by
magnetic energies that are proportional to the volume of the ® lm, they are
dramatically modi® ed by the in¯ uence of the substrate. As the ® lm thickness is
reduced, one can ask the question when and how the transition to two-dimensional
behaviour takes place. Magnetic data from thin ® lms and interfaces have been
compiled by Gradmann (1988).

4.1. Metastable phases
In this ® lms it is possible to grow new crystal structures of a material by

constraining them to the lattice of a single-crystal substrate. These àrti® cial solids’
grow to a critical thickness, where the adhesion at the interface cannot support the
increasing strain any longer. It becomes energetically favourable to have small
patches of the normal structure separated by mis® t dislocations. Ferromagnets can
be grown in several di� erent crystal structures. Co, for example, which is hcp at
room temperature, grows fcc on Cu(100) and bcc on GaAs(100) and ZnSe(100)
(Prinz 1991). In order to assist with the design of epitaxial multilayers we give an
overview of lattice-matched crystal structures in table 2.

The growth of fcc Fe on Cu(100) illustrates the richness of magnetic phases in
thin-® lm structures (see ® gures 3, 16, 19 and 20). The amplitude of the RHEED
oscillations in ® gure 3 indicates three thickness regimes with di� erent growth modes

Figure 19. Structural models for Fe on Cu(100) in a top view. A continuous transition from
fcc (100) to bcc (110) can be achieved by shifting the rows of a fcc (100) plane along
the y axis. Three ® lm thickness regions can be distinguished experimentally (compare
® gures 3 and 20). Region I: the 5 ´ 1 structure for zero to four monolayers of Fe
(Landskron et al. 1991). Region II: the 2 ´ 1 structure for ® ve to ten monolayers of
Fe (MuÈ ller et al. 1995). Region III: the quasi 3 ´ 1 structure for more than 11
monolayers of Fe. Its di� raction pattern is explained by multiple bcc (110) domains
in near registry with the fcc (100) surface (Wuttig et al. 1993a, Schmailzl et al. 1994).
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(Wuttig et al. 1993a). The boundaries lie at about four and 11 monolayers of Fe and
vary somewhat in the literature owing to di� erences in the growth conditions and
thickness calibration. Electron di� raction shows that the three regions have di� erent
surface structures, that is 4 ´ 1 and 5 ´ 1 in region I, 2 ´ 1 in region II, and quasi-
3 ´ 1 in region III. Quantitative analysis gives a distorted fcc(100) structure in
regions I and II (labelled fct in ® gure 20), and bcc(110) in region III (for region I see
MuÈ ller et al. (1995), for region II, see Landskron et al. (1991); for region III see
Wuttig et al. (1993a) and Schmailzl et al. (1994)). The critical thickness for the fcc to
bcc conversion is 11 monolayers (2nm). It is interesting to note that a bcc (110) plane
can be obtained from the fcc (100) plane by a continuous, longitudinal shift of atom
rows (along the y axis in ® gure 19 (c)). About every three rows the atoms are back in
registry with the substrate again, leading to a quasi-3 ´ 1 di� raction pattern.
Similarly, the observed n ´ 1 patterns in regions I and II can be viewed as shifted-
row structures. Kerr e� ect and magnetic dichroism measurements give speci® c
magnetic characteristics for the three structural regions (® gure 20). In region I, the
® lm is ferromagnetic perpendicular to the surface (F̂ ). In region IIa (above room
temperature) the surface is ferromagnetic while the underlying bulk is antiferromag-
netic. In region IIb (below room temperature), the ® lm is in-plane ferromagnetic. In
region III it is in-plane ferromagnetic (Li et al. 1994b). Analogous sequences are
observed for other overlayer± substrate combinations (for fcc Fe(100) on various
substrates see O’Brien and Tonner (1995)). These multiple magnetic structures are
understandable when looking at the calculated total energy for fcc Fe in ® gure 16
(Moruzzi et al. 1986, 1989). At the lattice constant of Cu, the antiferromagnetic and
ferromagnetic energy curves are just crossing each other. In addition, there are two
ferromagnetic phases, a low-spin phase and a high-spin phase, upon further
expansion of the lattice. The instability against bcc-like n ´ 1 reconstructions has
been demonstrated theoretically by NordstroÈ m and Singh (1996).

Band structure and exchange splitting of thin-® lm phases are quite di� erent from
those of the equilibrium bulk phases. The fcc and bcc structures have distinct band

Figure 20. Phase diagram for fcc Fe on Cu(100). In region I, the ® lm is ferromagnetic
perpendicular to the surface (F̂ ). In region IIa the surface is ferromagnetic while the
underlying bulk is antiferromagnetic. In region IIB, the ® lm is in-plane ferromagnetic.
For fewer than 11 monolayers the structure is fct, a distorted fcc structure, and for
more than 11 monolayers bcc (110) (compare ® gure 19). (From Li et al. 1994b. )
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topologies (compare ® gure 11), and the fcc and hcp structures can only be compared
along the threefold direction after unfolding the hcp bands (® gure 11) (Himpsel and
Eastman 1980). The fcc phase of Fe has an exchange splitting of 1 eV, only half that
of bcc Fe (Himpsel 1991b, Glatzel et al. 1992) (these data and the corresponding
band structure in ® gure 11 are for phase II at room temperature). However, the
complex magnetic structure of these ® lms with ferromagnetic interface layers and an
antiferromagnetic bulk makes a band-structure and spin analysis di� cult.

Spin polarization can be induced in thin ® lms of various 3d and 4d metals that
are on the threshold of being ferromagnetic. The ordering is induced by a
ferromagnetic substrate in most cases, but it may occur spontaneously in a
monolayer (see section 5.2). Element-speci® c circular dichroism experiments have
revealed ordered magnetic moments in V, Cr, Mn (O’Brien et al. 1994), Cu (Samant
et al. 1994), Mo, Ru, Rh (Tomaz et al. 1997), Pd (Fullerton et al. 1995) and Pt
(SchuÈ tz et al. 1992, 1997, Koide et al. 1996).

4.2. Magnetism between three and two dimensions
As the thickness of a ® lm decreases, one expects to make a transition from three-

to two-dimensional behaviour. To quantify this transition, for example to see
whether it is abrupt or continuous, we have to ® nd characteristics of three- and
two-dimensional magnetism. Near a magnetic phase transition there exist character-
istic power laws for magnetic quantities, such as the magnetization. They are
described by critical exponents that cross over from the three- to the two-dimensional
value near a certain thickness (Fisher 1974, Mills 1991). Two-dimensional magne-
tization curves fall o� more abruptly near TC than three-dimensional curves do. The
Curie temperature itself is thickness dependent because the reduced number of
neighbours in a thin ® lm reduces the overall magnetic coupling. Again, there exists a
power law and a critical exponent to describe this phenomenon in the thick-® lm limit
(Erickson and Mills 1991). The magnetic orientation may change in thin ® lms as
well, for example from parallel to perpendicular. That changes the number of
degrees of freedom and, thus, the critical exponents. Perpendicular orientation
corresponds to the Ising model, in-plane orientation to the xy model (if isotropic)
or to the Ising model (if there is a preferred in-plane axis).

The reduction of the magnetization M near TC can be quanti® ed by a critical
exponent b :

M ~ 1 - T
TC( )

b

, T ® TC. (10)

The value of b depends on the dimensionality and the number of degrees of freedom
for the spin orientation, that is three for the Heisenberg model, two for the xy model
and one for the Ising model. The predicted three-dimensional values are b < 0.365
for the Heisenberg model and b < 0.325 for the Ising model (® gure 21). In two
dimensions, only the Ising model exhibits true long-range order, with b = 1

8 = 0.125
given by the famous Onsager (1944) solution. The Heisenberg model does not
(Mermin and Wagner 1966). The xy model lies in between and is able to order into a
® nite two-dimensional system with a critical exponent b = 3p 2 /27 < 0.23 (Bramwell
and Holdsworth 1993). Experimentally, one ® nds two groups of b values. One set lies
close to the b = 0.125 of the Ising model and the other near b < 0.23 of the ® nite-size
xy model. Examples for an Ising-like exponent are b = 0.127 for Fe/Pd(100) from
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Bader (1990), b = 0.137 for Fe(110)/Ag(111) from Qiu et al. (1991) and b = 0.123
for Fe/W(110) from Elmers et al. (1994). Exponents representative of the xy model
are b = 0.22 for Fe/Au(100) from DuÈ rr et al. (1989), b = 0.24 for Ni/Cu(111) from
Ballentine et al. (1990), b = 0.28 for Ni/Cu(111) from Huang et al. (1994), b = 0.24
for Ni/Cu(100) from Huang et al. (1994) and b = 0.22 for Fe on W(100) from Elmers
et al. (1996). It has been argued, however, that the true power law is di� cult to
extract because it holds only within a few per cent of TC (Kohlhepp et al. 1992).
There exists another way to determine the critical exponent b , that is, from the
diverging line width d H( T ) of the ferromagnetic resonance near TC:

d H( T ) - d H(0) ~ 1
(1 - T /TC) b , T ® TC. (11)

Figure 21 gives the result from Li and Baberschke (1992) for Ni(111) ® lms on
W(110). Here, a rather abrupt transition from the three-dimensional to the two-
dimensional value is observed at a Ni thickness of about six monolayers. Huang et
al. (1994) see a similar switch in Ni/Cu(100) between six and seven monolayers,
except that the two-dimensional b is characteristic of the ® nite-size xy model instead
of the Ising model. A theoretical estimate of this cross-over has been derived from
the spin-wave excitation spectrum (Erickson and Mills 1991, Mills 1991). Spin waves
are quantized when con® ned to a thin ® lm, analogous to electron energy bands
(compare section 5.3). The energy spacing between these quantized states increases
as the thickness of the ® lm decreases. When it exceeds kT, only the lowest state is
thermally accessible and the system becomes two dimensional.

A second quantity characteristic of the dimensionality can be extracted from the
reduction in TC in thin ® lms (® gure 22). It re¯ ects the cooperative nature of
ferromagnetism, where the absence of layers on the vacuum side is felt by the deeper
layers. Typically, TC is reduced to half its bulk value at a ® lm thickness of about ® ve

Figure 21. Transition from a three-dimensional to a two-dimensional critical exponent b in
thin Ni(111) ® lms on W(110). The exponent switches at a ® lm thickness of about six
atomic layers, indicating a rather abrupt transition from three- to two-dimensional
behaviour (Li and Baberschke 1992).
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monolayers (Gradmann and Przybylski 1987, Li and Baberschke 1992, Engel et al.
1994, GuÈ ntherodt et al. 1994, Wu et al. 1996). A systematic analysis of this reduction
comes from the theory of ® nite-size scaling (Domb 1973, Schmidt and Schneider
1992). The decrease in TC with increasing thickness becomes independent of the
material after normalizing it to TC( ¥ ) , the Curie temperature of the bulk. In the
limit of a large number of atomic layers n, one obtains again a power law for TC

which is characterized by a critical exponent ¸, the inverse in the exponent v for the
correlation length:

TC(n)
TC( ¥ ) = 1 - n0

n( )
¸

, n ® ¥ . (12)

Predictions of ¸ < 1.56 and ¸ < 1.49 are obtained for the exponent from the three-
dimensional Ising and xy models respectively. Below a certain thickness n0 a ® lm
becomes paramagnetic (TC = 0). The actual curves ® tted to the data in ® gure 22
(Huang et al. 1994, Wu et al. 1996) have a di� erent form at small n where equation
(12) is not applicable. The zero crossing of TC happens close to one monolayer. It
appears that the scaled TC(n) curves of various materials in ® gure 22 fall into the
same two classes that distinguished themselves by their b values already, that is the
uniaxial Ising and the planar xy systems (Huang et al. 1994). The experimental
exponents ¸ at large n are rather uncertain, but in the expected range, for example
¸ = 1.25-1.66 for the xy model class (Ballentine et al. 1990, Huang et al. 1994) and
higher for the Ising class. Going down by one dimension, one has a transition from a
monolayer to a single string of atoms. That can be achieved by producing stripes by
step-¯ ow growth at a surface with regular steps (see section 2.4 and ® gure 5).
Experiments have been carried out for Fe/W(110) and a scaling parameter ¸ = 1.03
has been found in agreement with ¸ = 1 for the two-dimensional Ising model

Figure 22. Decrease in the Curie temperature TC with the number n of layers in a ® lm,
caused by the decreasing number of neighbours: ( h ), Ni(111)/W(110); ( s ), Fe(110)/
Ag(111); ( n ), Ni(111)/Re(0001); ( j ), Ni/Cu(100); ( d ), Ni9Co1/Cu(100); ( m ),
Ni3Co1/Cu(100). Two classes of materials can be distinguished after normalizing TC
to the bulk value TC( ¥ ) , one representing uniaxial Ising systems, and the other
planar xy systems. TC is reduced to half its bulk value at a thickness of about ® ve
monolayers in the xy systems and reaches zero at about one monolayer Ð see Huang
et al. (1994) and references therein.
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(Elmers et al. 1994, 1995). The value n0 where TC vanishes corresponds to
approximately four rows.

A third signature of two-dimensional behaviour is the transition from parallel to
perpendicular anisotropy in a thin ® lm (see section 3.2.1, ® gure 20). This can happen
when the surface or interface anisotropy overcomes the shape anisotropy. The
former scales with the surface area, whereas the latter scales with the ® lm volume.
Typically, the transition occurs at ® ve monolayers ® lm thickness, for example in fcc
Fe/Cu(100) and bcc Fe/Ag(100) (Engel et al. 1991, GuÈ ntherodt et al. 1994, Pappas
1996). It is interesting to note that the symmetry of the spin arrangement changes
from the xy model for in-plane magnetization to the Ising model for perpendicular
magnetization. At the cross-over point, one might expect a Heisenberg-like interac-
tion since the anisotropies are balanced. This does not happen. Instead, the ® lm
breaks up into striped magnetic domains akin to a smectic liquid crystal (Allenspach
and Bischof 1992, Speckmann et al. 1995).

These clues from a variety of measurements suggest that magnetic ® lms change
their character from three to two dimensional at about ® ve atomic layers thickness.
To get at the underpinnings of this change we note that a ® ve-layer critical thickness
implies spin± spin interactions up to the second-nearest neighbour, that is from the
centre of the ® lm to the interface or surface. There are indications that the band
structure of thin ® lms undergoes a change at this thickness as well. Quantum well
states in ® lms thicker than ® ve monolayers are described fairly well by a model that
uses the bulk Hamiltonian with thin-® lm boundary conditions (see section 5.3). This
approximation breaks down in thinner ® lms since the interface atoms have di� erent
bonding partners (see ® gure 32).

5. Two-dimensional systems

As typical two-dimensional systems we consider surfaces, interfaces, monolayers
and multilayers. The electronic and magnetic structure of surfaces is governed by
dilution. It enhances the magnetic moment towards its atomic high-spin limit but also
tends to decrease the Curie temperature, owing to the reduced interaction between
fewer neighbours. Monolayers have an added interaction with the substrate, which
enhances or reduces the magnetic moment, depending on whether the substrate is
magnetic or not. These opposing trends produce a rich variety of magnetic
phenomena, ranging from monolayers with enhanced magnetism to magnetically
dead layers. Although there are many theoretical predictions of enhanced surface
and monolayer magnetism, it has been di� cult to fabricate the idealized structures
that are assumed in the calculations. The lower symmetry at a surface or interface
a� ects the magnetic anisotropy. For example, the in-plane d orbitals have a bond
strength di� erent from that of out-of-plane orbitals (Wang et al. 1994, StoÈ hr 1995).
Surface magnetism has been reviewed by Siegmann (1992), and magnetic data from
surfaces have been compiled by Gradmann 1994.

5.1. Surfaces and interfaces
As in the bulk, we can characterize the electronic structure of a surface by band

dispersions, except that the momentum perpendicular to the surface ceases to be a
good quantum number (see Himpsel 1983). The states truly speci® c to the surface are
distinguished by their lack of interaction with bulk states, which usually requires that
they are located at points in the E(k i ) diagram where bulk states of the same
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symmetry are absent. This is revealed in band diagrams where the E(k i ) band
dispersions of surface states are superimposed on the regions of bulk bands projected
along k ^ . As in the bulk, there exist d-like surface states (® gure 23) and s, p-like
surface states (® gures 24± 26), with d states carrying most of the spin polarization in
ferromagnets. Typically, the ferromagnetic exchange splitting of d states is more
than twice that of s, p states.

A very basic type of s, p surface state occurs on metal surfaces. These are image
states, that is electrons bound to a metal surface by their image charge and kept away
from the bulk by Bragg re¯ ection (® gures 24 and 26) (for a review see Echenique and
Pendry (1990)). They can be observed by two-photon photoemission (® gure 26), by
inverse photoemission and by scanning tunnelling spectroscopy. The - 1

4 z image
potential gives rise to a hydrogenic series of bound states converging towards the
vacuum level, with the lowest n = 1 state bound by about 1

16 Ryd = 0.85 eV below the
vacuum level. Image states track the work function, which is the di� erence between
the vacuum level and the spectroscopic reference level, that is the Fermi level. A
broad image state peak energy signi® es an inhomogeneous work function and high
probability of island formation (see section 5.2 for an example). Although the image
potential itself is non-magnetic, it is possible to observe a small ferromagnetic
exchange splitting of image states that is induced by spin-dependent Bragg re¯ ection
at a ferromagnetic material (Donath 1989, De Rossi et al. 1966).

It is interesting to see how surface states are modi® ed by adlayers. Localized d
states tend to form bonding± antibonding pairs of states with nearby adsorbate
orbitals. With delocalized s, p states, on the other hand, one often sees a simple

(a) (b)

Figure 23. (a) Two-dimensional E(k i ) band dispersion of a d-like surface state with
minority spin on Fe(100). The photoemission data points are superimposed on a ® rst-
principles calculation of the minority spin bands: (Ð Ð ), surface state: ( ), bulk
bands. (b) A cut across the charge density perpendicular to the surface indicates d2

z
character for the surface resonance at G (Brookes et al. 1990).

Magnetic nanostructures 551



energy shift of a surface state band, which represents a depletion or ® lling of the
surface state band by electronegative or electropositive adatoms respectively. The
® lling of magnetic surface states is tied to the enhancement or decrease in the
magnetic moment at the surface, and ® rst attempts are being made to ¯ esh out this
correlation in a practical case (Donath et al. 1993). Depending on the growth mode
the shift happens gradually with increasing coverage (for a lattice gas growth mode),
or in a single jump with two states coexisting at incomplete coverage (two-
dimensional island growth mode).

Figure 24. Two types of s, p-like surface state on transition and noble metals, exempli® ed on
Cu(111) (Weinert et al. 1985). Firstly the pz-like surface state is located near the
Fermi level EF with a charge density decaying exponentially over several lattice
constants. This state is involved in ® gures 8, 25 and 48. Secondly the image state is
located near the vacuum level Evac and has its centre of gravity outside the surface. It
can be seen in ® gures 26 and 49.

Figure 25. E(k i ) diagram for a pz-like surface state on Ni(111). Two branches S and SÂ are
split from the combined edges of the bulk bands ( ), that is the s, p band near the
L2Â

point and the 3d band near the L3 point (Himpsel and Eastman 1978, Borstel et
al. 1985, Donath et al. 1993).
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A well studied but still controversial case for enhanced surface magnetism is the
Gd(0001) surface, where a surface Curie temperature 20± 28 K higher than in the
bulk has been reported (Tang et al. 1993, Weller et al. 1995). As a consequence, one
has a ferromagnetic surface layer on top of a paramagnetic bulk between the two
critical temperatures. It has been argued, however, that this enhancement is due to a
complex ® lm morphology and is not present in ¯ at ® lms (Donath et al. 1996). This
surface exhibits a well pronounced spin-polarized surface state that straddles the
Fermi level (Mulhollan et al. 1992, Li et al. 1994a, Donath et al. 1996). The magnetic
Gd 4f states are shifted at the surface as well (Ortega et al. 1994). The Cr(100) surface
might have an enhanced moment, giving it a ferrimagnetic character together with
the antiferromagnetic bulk (Klebano� et al. 1985). Such enhanced moments are
predicted for the surface layer of many ferromagnets (Freeman and Wu 1991). A
candidate for a ferromagnetic surface on a paramagnetic bulk material is Rh(100)
(Wu et al. 1994b).

Magnetic interface states are conceptually similar to surface states (for examples
see Houston et al. (1988), Weber et al. (1992) and Rader et al. (1994)). They are
important for perpendicular anisotropy (Daalderop et al. 1994, Engel et al. 1994,
Wang et al. 1994, StoÈ hr 1995). The two ingredients determining the sign of the
anisotropy are the di� erence between the 3d energies of the atoms on both sides of
the interface and the relative strength of in-plane bonds as against bonds across the
interface (Wang et al. 1994). Heavy interface atoms with large spin-orbit interaction,
such as Ir, Pt and Au promote strong perpendicular anisotropy. Interfaces also
govern spin-dependent electron re¯ ectivity and con® nement of electrons (sections
5.3± 5.5) (Hwang and Himpsel 1995, Li et al. 1995b).

5.2. Monolayers
To start out with a conceptually simple system, we initially consider free-standing

and weakly bonded monolayers. The e� ects of bonding to the substrate will be
included later. When a solid is spread out into a monolayer, one expects an increase
in the magnetic moment for materials with a nearly half-® lled d shell, for example V,
Mn, Cr and Fe. They approach the dilute atomic limit where the magnetic moment is
maximized according to Hund’s ® rst rule. The underlying physics is Pauli’s principle

Figure 26. Observation of a hydrogenic series of image states on the densely packed
Fe(110), Co(0001) and Ni(111) surfaces by two-photon photoemission (Fischer et al.
1992).
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and the Coulomb interaction. In order to have the same spin wavefunctions, the
spatial wavefunctions have to be di� erent. Being farther apart helps the electrons to
reduce their Coulomb repulsion. In a solid it is the energy cost associated with ® nite
bandwidth which acts against spin alignment. As one goes from the bulk to a
monolayer, the bands become narrower, more like atomic levels, and the magnetic
moment increases towards the maximum that is prescribed for the atom by Hund’s
rule. In a simple Stoner model the narrower bands mean a higher density of states at
the Fermi level, which in turn drives a larger magnetic moment. Such ideas are
con® rmed by ® rst-principles calculations for free-standing monolayers and mono-
layers and monolayers on weakly interesting noble metals and oxides. Figure 27
shows the calculated density of states for majority and minority spins across a series
of 3d transition metals on the Ag(100) surface (BluÈ gel et al. 1989). In all cases a

(a) (b)

Figure 27. Density of states for transition-metal monolayers on Ag(100), showing the spin-
split 3d bands ® lling up and crossing the Fermi level. Note the large magnetic
splitting that is characteristic of high local moments. (a) Inverse photoemission results
on unoccupied states obtained by Ortega and Himpsel (1993). (b) Local density
calculation by BluÈ gel et al. (1989).
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magnetic con® guration has a lower calculated total energy for the monolayer than
the non-magnetic state, despite the fact that some of these metals are non-magnetic
in the bulk, for example V. The right-hand side of the 3d row orders ferromagne-
tically, and the left-hand side antiferromagnetically. Such calculations have led to
predictions of enhanced magnetism in monolayers, where not only magnetic
materials display enhanced moments, but non-magnetic materials may sponta-
neously become ferromagnetic (Fu et al. 1985, Richter et al. 1985, BluÈ gel et al.
1989, Eriksson et al. 1991, Zhu et al. 1991).

Experimentally, it has been di� cult to ® nd clear evidence for spontaneous or
enhanced monolayer magnetism. The search faces a general surface energy dilemma.
Transition-metal monolayers are unstable thermodynamically on inert substrates,
where the enhancement is predicted to be largest. To keep the surface energy low
they tend to exchange atoms with the substrate or grow in clusters. The growth
behaviour of transition metals on noble metals in general is re¯ ected in the surface
electronic structure, and particularly in the sharpness and intensity of their image
states. Elements in the middle of the 3d series, that is Cr and Mn, exhibit the sharpest
image states and, therefore, the most homogeneous growth (Ortega and Himpsel
1993). This is explained by a magnetic e� ect that lowers the surface energy for a half-
® lled 3d shell (AldeÂ n et al. 1992). In this case, the 3d spins all line up according to
Hund’s rule. Thus each spin subshell behaves like a noble metal, the majority spins
being completely ® lled and the minority spins empty. A similar high-spin con® gura-
tion occurs in surface alloys of transition metals on noble metals, for example the
c(2 ´ 2) structure of half a monolayer of Mn on Cu(100) (Wuttig et al. 1993b). Such
alloys do not exist in the bulk because of size mismatch but become possible at the
surface because the Mn atoms can expand outwards. In the process of increasing
their atomic volume they develop a large local moment, which is re¯ ected in a large
magnetic exchange splitting (Rader et al. 1997). Direct evidence of long-range
magnetic order is scarce in such systems despite extensive search. The best example
is a Fe monolayer on Au(100) (see below). Spontaneous magnetization of para-
magnetic metals was reported for V on Ag(100) but could not be con® rmed. There
have been indications for spontaneous magnetization for Rh/Ag(100) (Wu et al.
1994b) and Ru on graphite (Pfandzelter et al. 1995).

In order to obtain stable layer-by-layer growth, we need a substrate with high
surface energy, or at least high interfacial bonding, since the surface energy of the
transition-metal monolayer plus the interface energy has to be lower than the surface
energy of the substrate (see section 2.1). On the other hand, strong bonding to a non-
magnetic substrate will transfer the substrate paramagnetism to the overlayer.
Typical examples are transition-metal ® lms on W and Mo, which exhibit perfect
initial epitaxy but tend to become paramagnetic at monolayer coverage. An
exception is the closely packed W(110) surface, where a monolayer (and even
submonolayer) is still magnetic (Elmers et al. 1989, 1994, 1995, Weber et al. 1990).
Extrapolation to T = 0 yielded a 14% enhancement of the Fe moment of a Ag-
coated Fe monolayer (Elmers et al. 1989). Another possibility is the growth of
transition metals with comparable surface energy onto each other, which minimizes
the surface energy di� erence. A popular example is Cr on Fe(100) where the strong
Fe± Cr interface bond provides additional help. A magnetic moment of 3¹B has been
measured for a monolayer of Cr on ferromagnetic Fe(100) and values of 4¹B or
greater have been found at submonolayer coverage (Hopster 1994, Turtur and
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Bayreuther 1994, Pizzagalli et al. 1997). This is much larger than the moment of
0.4 ¹B for antiferromagnetic bulk Cr.

One of the best-understood magnetic monolayers is Fe/Au(100). In this case, one
has the good fortune that a monolayer of Au automatically di� uses onto the growing
Fe monolayer, thereby lowering its surface energy and preventing it from breaking
up into islands. As a consequence of this s̀urfactant’ action, Fe ® lms on Au(100)
remain ferromagnetic down to a monolayer (Bader and Moog 1987, DuÈ rr et al.
1989), while for many other transition-metal overlayers the Curie temperature is
reduced to zero at monolayer coverage (Wu et al. 1996) (see Kohlhepp et al. (1992)
for other magnetic monolayers). The positions of the spin-split 3d bands for the Fe/
Au(100) monolayer were obtained from spin-polarized photoemission and from
inverse photoemission (® gure 28). The magnetic splitting of the D 5 (dxz,yz) band is
enhanced from 1.8± 2.1 eV in the bulk to 2.7 eV in the monolayer. This points
towards an enhanced magnetic moment when using the relation between magnetic
moment and exchange splitting in ® gure 13 as a guide. This result is in line with ® rst-
principles calculations for this system (Li et al. 1990) which predict enhanced
magnetic splitting combined with enhanced moment. Only the splitting of the broad
D 1 (dz2 ) band remains unchanged at 2.4 eV in contrast with theory, but that may be
due to uncertainties in determining the peak position near the Fermi cut-o� . In
addition to the spin-split d-like states there is an additional s, p-like state with a very
small magnetic splitting. It can be viewed either as a quantum well state extrapolat-
ing down from thicker Fe layers (see section 4.1) or as a Au(100) surface resonance,
coming from the zero-coverage limit. It shows up in ® rst-principles calculations as
well (Crampin 1993). This type of state is visible in a series of transition-metal
monolayers on Ag(100). It can be separated from the d-like states at photon energies
below 10eV where the 3d cross-section drops rapidly (Ortega and Himpsel 1993).

5.3. Quantum wells
A key feature of magnetic layer structures is the re¯ ection of electrons at

interfaces. It con® nes electrons to layers with lower inner potential and quantizes
momentum and energy perpendicular to the layers. The re¯ ectivity is spin dependent

Figure 28. Electronic states of a Fe monolayer on Au(100) at k i = 0. A large magnetic
exchange splitting d Eex is observed for the 3d states ( D 1 = dz2 ; D 5 = dxz,yz), but not
for the s, pz-like D 1 quantum well state (Heinen et al. 1990, Li et al. 1990, Himpsel
1991a, Crampin 1993).
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owing to the spin dependence of the inner potential in ferromagnets. Therefore, these
quantized states become spin polarized. Particularly important are quantum well
states at the Fermi level (compare ® gure 1). The density of states at the Fermi level
triggers electronic phase transitions, such as superconductivity, charge-density
waves, ferromagnetism and antiferromagnetism. It also provides carriers for
electrical and thermal transport. These phenomena can be tailored via quantum
well states to produce novel electronic materials. Thus, quantum well states are at the
heart of the `designer solids’ programme outlined in the introduction. Spin waves are
re¯ ected at interfaces, too. The resulting quantization of the perpendicular spin wave
spectrum triggers the transition from three- to two-dimensional magnetism in thin
® lms, as discussed in section 4.2.

One expects quantum well states to be a common phenomenon in thin ® lms.
Nevertheless, they have been the exception rather than the rule. The main culprit has
been rough ® lm morphology. Quantum well states require interfaces smoother than
the electron wavelength (compare the interferometer model in section 5.4 and ® gure
41). That has not been easy to achieve in the past, but is becoming more prevalent as
better growth techniques are being developed for metal ® lms (Thomas 1970, Jaklevic
and Lambe 1975, Iwasaki et al. 1985, Lindgren and WalldeÂ n 1987, 1988, Zhu et al.
1987, Miller et al. 1988, Mueller et al. 1990, Himpsel 1991a, Brookes et al. 1991,
Jalochowskiet al. 1992b). Quantum well states connected with magnetic phenomena
were originally found by inverse photoemission and photoemission (Ortega and
Himpsel 1992, Ortega et al. 1993a), but they also show up in the magnetic anisotropy
(Weber et al. 1996) and in the magneto-optical response, such as the linear Kerr
e� ect (Hayashi et al. 1993, Katayama et al. 1993, Carl and Weller 1995) and
nonlinear Kerr e� ect (Kirilyuk et al. 1996). Quantum well states in¯ uence many
other phenomena beyond magnetism, such as electrical conductivity (Jalochowski et
al. 1992a), Hall e� ect (Jalochowski et al. 1996), superconductivity (Orr et al. 1984)
and ® lm growth (Hinch et al. 1989, Smith et al. 1996, Braun and Toennies 1997).

The band structure features of layer structures can be inferred from their unit,
that is a single ® lm con® ned by two interfaces. Taking vacuum on either side, one
ends up with the geometry familiar from many slab calculations of surfaces. The
band dispersion E(k i ) parallel to the surface of the slab is not a� ected by the
con® nement. Perpendicular to the surface, however, simple electron counting tells us
that the continuous E(k ^ ) spectrum of the in® nite solid should be broken up into n
discrete states per band, where n is the number of atomic layers in the slab (® gure
29 (a)). These are often labelled quantum well states. Moving to ® gure 29 (b) brings us
from reciprocal space to real space. The wavefunctions associated with the discrete
states are characterized by a quickly oscillating Bloch function that is modulated by
a slowly varying envelope function. The number of nodes in the envelope function
determines the index of the discrete states. The farther away they are from the band
edge, the larger the number of nodes becomes. The mathematical formalism for such
states is well known from semiconductor quantum wells (Bastard 1988, Weisbuch
and Vinter 1991). Roughly speaking, the Bloch function solves the bulk
Hamiltonian, and the envelope function ensures that the boundary conditions at
the surface of the slab are met, for example a node in the wavefunction at the
boundary as shown in ® gure 29. In our example, the Bloch function wavelength is
given by the atomic layer spacing via ¸Bloch = 2a because the wavefunction is
expanded from states at the band edge at kedge = p /a. The envelope function
wavelength ¸env is determined by the thickness d of the slab. With the speci® c
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boundary conditions chosen in ® gure 29 (nodes at the surfaces of the slab) we have
the simple condition that n half-wavelengths must ® t into the slab, that is,
¸env = 2d /n. This implies that the wave-vector kenv = 2p / ȩnv comes in quanta of
p /d, that is kenv = np /d. Strictly speaking, kenv is not completely sharp owing to the
® nite extent of the wave train, and the uncertainty in k ^ is comparable with the
spacing between adjacent k ^ points. The discrete energy levels are sharp, however, as
long as the wavefunction is truly con® ned to the slab. For general boundary
conditions, for example for the more realistic case of maxima in the wavefunction
at the interfaces, the energy levels and k ^ points move but remain discrete.

The envelope function model for wavefunctions in a slab provides a good
qualitative description of the phenomena encountered in multilayers and quantum
wells. It has implicit limitations, however. By just combining the Hamiltonian for the
bulk band structure with the boundary conditions of a slab, one neglects modi® ca-
tions of the wavefunctions near the interfaces, for example bonding with new
neighbours across the interface. Therefore, such a model is expected to break down
for slabs only a few atomic layers thick. This can already be guessed from the fact
that the wavelengths of the envelope function and the Bloch function, that is ¸env and
¸Bloch become comparable when d is not much larger than a. In this case it is di� cult
to tell which of the two modulates the other. For obtaining information about the
interfaces, one has to resort to more sophisticated calculations, such as ® rst-
principles local density theory (Crampin 1993, Mirbt et al. 1993, Samant et al.
1994, Crampin et al. 1996, Wu and Freeman 1996) (see also discussion of empirical
tight-binding methods by Smith et al. (1994)). Figure 30 gives the calculated total
spin density for a fcc Co/Cu(100) interface from Wu and Freeman (1996). It shows
that the spin density induced in the Cu interface layer is much higher than in the
deeper Cu layers. It also changes nodal character from d like to p like. One is
tempted to assign the strong d-like interface spin density to direct exchange±

(a) (b)

Figure 29. Quantum well states in a thin ® lm. A band calculation for bulk Ag(100) from
Eckhardt et al. (1984) is compared with an 11-layer slab calculation from
Erschbaumer et al. (1991). The continuous bulk band breaks up into discrete states
along k ^ . The wavefunctions of the discrete quantum well states consist of a rapidly
oscillating bulk Bloch function that is modulated by a slowly varying envelope
wavefunction (Ortega et al. 1993a, b).
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hybridization with the Co neighbours, and the deeper p-like spin density to quantum
well states derived from the s, p band.

Spectra of quantum well states in a simple magnetic layer structure are given in
® gure 31. Epitaxial Cu(100) ® lms of varying thickness are deposited on top of a fcc
Fe(100) or Co(100) ® lm, which in turn is grown epitaxially on a Cu(100) surface.
Compared with the continuum of a bulk Cu(100) crystal (top curve ® gure 31b) the
spectra of thin Cu ® lms exhibit discrete peaks due to individual quantized states.
When numbered from the top down, all these peaks appear to move up in energy
with increasing Cu ® lm thickness. Eventually they converge towards the X4Â

point of
Cu at 1.8 eV, which corresponds to the upper edge of the s, p band (compare the very
similar band structure of Ag(100) in ® gure 29). Such a behaviour is exactly what we
expect from a quantization of the s, p band into n discrete states, where n is the
number of atomic layers in the ® lm. For thicker ® lms the density of k ^ points is
higher, and the uppermost states move closer to the band edge. Such behaviour has
been found for a number of magnetic multilayers using both inverse photoemission
and photoemission (Ortega et al. 1993a).

The energy positions and movements of the quantized states with ® lm thickness
are described rather well by the simple envelope wave function model. Figure 32
shows a structure plot of the energy levels against Cu ® lm thickness (full circles),
obtained from photoemission and inverse photoemission data, such as those in

Figure 30. Calculated spin density across a Co± Cu(100) interface (Wu and Freeman 1996).
The highly polarized Co 3d orbitals induce a d-like polarization at the Cu interface
atoms (two nodal planes), which decays into a weaker pz-like polarization towards
the interior of the Cu spacer (single nodal plane). The latter is consistent with
polarized s, p quantum well states in Cu.

Magnetic nanostructures 559



® gure 31. The curves represent the envelope function model, which uses the bulk
bands of Cu along the [100] direction as input (Ortega et al. 1993a):

dn(E) =
n - 1 + u (E)
1 - kbulk(E) , (13)

where dn is the thickness (in monolayers) at which the nth quantum well state
appears at the energy E, kbulk(E) is the inverted bulk band dispersion (with kbulk in
units of the Brillouin zone boundary), and u (E) is the sum of the phase shifts for
re¯ ection at the two surfaces of the Cu slab (see below). The phase function u (E)
could, in principle, be determined from bulk band calculations. Here, it is obtained
empirically by ® tting a linear u (E) relation to the n = 2 state. All the other states
follow without adjustable parameters. For very thin Cu ® lms (® ve atomic layers and
less), one notices systematic deviations between the data and the simple envelope
function model. This indicates that the approximation of a bulk Hamiltonian with
thin-® lm boundary conditions breaks down. Rebonding across the interface becomes
signi® cant. Since the deviation starts already at ® ve layers, not only the atoms right
at the interface are a� ected, but also the next deeper layer. It is interesting to
speculate that magnetic interactions might have a similar range. That would explain

(a) (b)

Figure 31. Quantum well states in thin Cu ® lms on fcc Co(100) as seen by photoemission
and inverse photoemission at k i = 0. The s, p-band continuum of bulk Cu is split up
into discrete quantum well states that are numbered from the top of the band down
(compare ® gures 29 and 32) (Ortega et al. 1993a, Segovia et al. 1996).
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why the Curie temperature of thin magnetic ® lms is reduced to half its bulk value at a
thickness of about ® ve layers and why critical exponents switch from three
dimensional to two dimensional at that thickness (see section 4.2).

For transmitting magnetic e� ects the quantum well states need to be spin
polarized, even in a noble metal ® lm, such as Cu. This rather counter-intuitive
picture of a `magnetized’ noble metal has been con® rmed, indeed. Figure 33 (a)
shows a spin-polarized photoemission spectrum of a quantum well state in a Cu on
fcc Co(100) near the Fermi level (Garrison et al. 1993). It corresponds to state 2 in
® gures 31 and 32. The state has predominantly minority spin character. A ® rst-
principles local density calculation (NordstroÈ m et al. 1995) arrives at the same

Figure 32. Energy against thickness diagram for quantum well states in Cu on fcc Co(100),
where the states become denser in thicker ® lms and appear to converge towards the
upper band edge at X4Â

: ( Ð Ð ), from a simple envelope function model (equation
(13)); ( d ), from ® gure 31 (Ortega et al. 1993a, Segovia et al. 1996).

Figure 33. Spin polarization of quantum well states for Cu on Co(100). (a) Spin-polarized
photoemission data obtained by Garrison et al. (1993). (b) First-principles calculation
by NordstroÈ m et al. (1995).
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conclusion (® gure 33 (b)). MCD results from the Cu 2p and Cu 1s core levels (® gure
34) show clearly that there is some spin polarization in the Cu ® lm, albeit 50 times
smaller than in the Co ® lm (Samant et al. 1994, Pizzini et al. 1995). Both the 3d and
the s, p states are spin polarized, but in opposite directions. Most of the Cu
magnetization appears to reside near the interface (Samant et al. 1994), where
hybridization with the magnetic Co states is strongest (compare ® gure 30). However,
for explaining the observed magnetic coupling across the Cu layer (see section 5.4) it
is necessary to have spin-polarized states all the way across the Cu layer. In fact the
weakest link in the centre of the spacer layer is expected to determine the strength of
the coupling.

There is a rather simple and general explanation for the spin polarization of
quantum well states in magnetic multilayers. Quantum well states are formed by
re¯ ection of electrons at interfaces. The averaged inner potential of majority and
minority states di� ers by the magnetic exchange splitting, leading to a spin-dependent
re¯ ectivity. Only states with signi® cant band o� set to the non-magnetic spacer band
are being con® ned. For metals to the right of the ferromagnets (particularly noble
metals) the majority bands are nearly lined up (® gures 18 and 35). Therefore
minority spins experience a band o� set and are con® ned into quantum well states,
but majority spins behave like a continuous bulk band that extends throughout
noble metal and ferromagnet. For spacers to the left of the ferromagnets, for
example Cr, the minority bands line up, and a majority spin polarization is expected
for the quantum well states. This argument works independent of the speci® c band
topology, but it does not guarantee full con® nement, that is 100% re¯ ectivity at the
interface. Only in particular cases does one encounter a situation where minority

Figure 34. MCD data showing that Cu becomes spin polarized between Co layers. The
magnetic moment at the Cu is only about two per cent of the Co 3d moment, but
comparable with the Co 4p moment. (a) 4p-like magnetism probed by transitions
from the 1s core level (Pizzini et al. 1995). (b) 3d magnetism probed by transitions
from the 2p core level (Samant et al. 1994).
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spins become totally Bragg re¯ ected since they run into a bandgap in the ferro-
magnet (® gure 36).

It has been debated whether the spin polarization in noble-metal spacer layers is
carried by 3d or by s, p electrons. A ® rst glance at the Cu band structure, for
example, shows only s, p bands near the Fermi level. The 3d bands beginning 2 eV
below the Fermi level are apparently completely ® lled and are therefore not spin
polarized. However, an angular momentum analysis of the s, p band shows that it
contains signi® cant 3d character due to hybridization with the 3d band (49%, 23%
and 61% at the Fermi level for Cu, Ag and Au respectively, according to a tight-
binding ® t to local density calculations by Papaconstantopoulos (1986)). Since the
moment carried by an s, p state is much smaller (and opposite) to that of a 3d state,
one has the peculiar situation that the magnetization in the Cu ® lm is likely to be
carried by 3d states, even though they are part of the so-called s, p band. A proper
angular momentum projection can be achieved by magnetic circular dichroism of
transitions from di� erent core levels, due to the l ® l 6 1 dipole selection rule.

Figure 35. Schematic diagram of the possible wavefunctions in trilayers, where two
magnetic layers are separated by a non-magnetic spacer (Himpsel and Rader 1995).
Quantized states exist for parallel magnetization only (bottom) and not for
antiparallel magnetization. This restriction is lifted in photoemission experiments on
a bilayer, where the states are always con® ned on the vacuum side.

Figure 36. Explanation of the spin polarization of quantum well states by spin-dependent
re¯ ectivity, taking fcc Ag(100) on bcc Fe(100) as example. The minority spin
electrons at EF cannot propagate from Ag into Fe, owing to a D 1 symmetry gap in
Fe(100). Therefore, they form standing waves, that is quantum well states in Ag(100).
Majority spin states are able to propagate and remain band like (Ortega et al. 1993a).
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Figure 34 gives the result, which shows polarization in both the 3d and the 4p states.
A real-space picture at the orbitals can be obtained from self-consistent calculations
(® gure 30) which suggest strong Cu 3d polarization at the interface and weaker Cu
4pz + 3dz2 polarization throughout the Cu spacer. The former may be viewed as
hybridized Co± Cu states, the latter as s, p-like quantum well states.

The in¯ uence of interface roughness on quantum well states can be quanti® ed by
using stepped surfaces. Figure 37 shows that quantum well states in Cu on fcc
Co(100) are broadened signi® cantly on a stepped substrate with 1 nm terrace width
(Ortega and Himpsel 1994). The modulation in the density-of-states oscillations at
the Fermi level drops by a factor of two at this step spacing. In the future it would be
interesting to prepare highly perfect multilayers and to explore the intrinsic width of
quantum well states at the Fermi level. It should be much smaller than the widths
observed so far if the states are truly two dimensional, that is in a gap of bulk states
(such as the quantum well states responsible for the short-period oscillations in Cu/
Co(100), (see section 5.4)). Such states do not exhibit k ^ broadening and are only
broadened by k i transfer at defects.

Most quantum well states observed so far occur in s, p bands. A quantization of
3d bands is not easy to detect. The narrow band width places quantized states closely
together such that they tend to overlap within their lifetime broadening (for d-like
quantum well states see Hartmann et al. (1993), Ortega et al. (1993c), Mankey et al.
(1994) and Li et al. (1995b)). Transition-metal spacers with their high density of d-
states at the Fermi level and large lifetime broadening make it even more di� cult to
detect quantum well states. Nevertheless, density-of-states oscillations and shifts due
to con® nement have been observed for Cr on Fe(100) (Ortega et al. 1993c, Li et al.
1997). Quantum well states have even been seen for rather localized electrons, such
as the valence states in solid Xe (Schmitz-HuÈ bsch et al. 1995).

More sophisticated multilayer structures than quantum wells are starting to be
explored by photoemission and inverse photoemission, for example trilayers and
interface doping (Himpsel and Rader 1995, Hwang and Himpsel 1995, Li et al.
1995b). In trilayers, one can have standing waves not only in the non-magnetic

Figure 37. In¯ uence of interface roughness on quantum well states (Ortega and Himpsel
1994). At a Cu/Co(100) surface with 1 nm step spacing the discrete states are smeared
out owing to momentum transfer at the step lattice.
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spacer, but also in the ferromagnetic outer layers. The simple interferometer picture
is again helpful. Instead of a mirror at each interface, one has now a mirror with an
antire¯ ective or re¯ ective coating, depending on the thickness of the ferromagnetic
layers. The re¯ ectivity changes periodically with the thickness of the ferromagnetic
layers with a period characteristic of the Fermi wave-vector of the ferromagnet. This
e� ect has repercussions on the magnetic coupling since the strength of the magnetic
coupling is sensitive to the spin-dependent re¯ ectivity (see section 5.4) (Stiles 1996).
Indeed, an oscillation of the coupling strength with the thickness of the ferromag-
netic layers has been observed and explained (Bloemen et al. 1994, Bruno 1995).

5.4. Oscillatory magnetic coupling
One of the fascinating features of magnetic nanostructures is an oscillatory

magnetic coupling (GruÈ nberg et al. 1986, Parkin et al. 1990, 1991, Parkin 1991). Two
ferromagnetic layers line up either parallel or antiparallel depending on the thickness
of a non-magnetic spacer. This switching happens with atomic precision, as shown in
® gures 38 and 39, where the addition of little more than an atomic layer to the Mo or
Cr spacer inverts the alignment of the Fe layers (Unguris et al. 1991, Qiu et al.
1992b). The e� ect has been observed for many combinations of ferromagnets and
spacer materials (Parkin 1991). Typical oscillation periods are about 10 AÊ , but
shorter and longer periods have been observed, too (e.g. short periods in Fe/Cu/
Fe and Co/Cu/Co by Johnson et al. (1992a, b), in Fe/Mo/Fe by Qiu et al. (1992b)
and a short and a long period in Fe/Cr/Fe by Unguris et al. (1991)). The oscillation
periods are connected to the Fermi wavelength. That can be seen from their
orientation dependence (Johnson et al. 1992a, b) or by modulating the Fermi surface
via alloying (Parkin et al. 1993).

To ® nd the electronic origin for this e� ect we focus onto states near the Fermi
level, since they determine magnetic coupling and phase transitions. Figure 40
compares data on the thickness-dependent density of states in Cu layers on fcc
Co(100) with Kerr-e� ect results on the magnetic coupling in fcc Co/Cu/Co(100)

(a) (b)

Figure 38. Magnetic oscillations at Fe/Mo/Fe(100) trilayers determined by the SMOKE
(Qiu et al. 1992b). (a) Hysteresis loops characteristic of parallel and antiparallel
coupling (top and bottom). Hs is the magnetic ® eld required to force antiparallel
layers parallel. Adding just slightly more than a monolayer to the Mo spacer reverses
the magnetic orientation. (b) Alternating antiparallel and parallel coupling (arrows
and baseline respectively).
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trilayers (Qiu et al. 1992a, Carbone et al. 1993, Ortega et al. 1993a). The density of
states at the Fermi level oscillates and the spin polarization follows suit. The period
of about six atomic layers (1 nm) coincides with the magnetic period. Such a
coincidence is found wherever comparable data exist, for example for Ag/bcc
Fe(100), Au/bcc Fe(100), Cu/fcc Co(100), Cu/fcc Fe(100) (Ortega et al. 1993b),
including short-period oscillations that require highly perfect interfaces (Cu/fcc
Co(100) (Segovia et al. 1996)) and transition-metal spacers (Cr/Fe(100) (Li et al.
1997a)). Comparison of ® gures 41 and 31 shows how density-of-states oscillations
can be traced directly to quantum well states, using Cu on fcc Fe(100) as example,
which exhibits quantum well states very similar to Cu on fcc Co(100). Figure 41
simply represents a vertical cut through ® gure 31 at the Fermi level. Maxima in the
oscillations in ® gure 41 correspond to quantum well states 2± 5 crossing the Fermi
level. Even without invoking the envelope function formalism described in section
5.3, one can give an intuitive explanation for the oscillations. The Cu spacer is
comparable with a Fabry± Perot interferometer (® gure 41), with the two interfaces
acting as mirrors for electrons. By changing the spacing between the interfaces, one
produces interference fringes every half-wavelength, as in the optical analogue. Thus,
one has an interference device of atomic dimensions for electrons, which directly
measures their wavelength. After discovering the similarity between density-of-states
oscillations and oscillatory magnetic coupling the question remains why a density-of-
states maximum appears to correlate with antiparallel coupling (® gure 40). Even
though such a coincidence may not hold in general, it may be driven by a mechanism
suggested by S. D. Bader (1996), private communication); the high density of states
at the Fermi level is unstable and leads to a magnetic restructuring. In a trilayer,
quantum well states can only occur for the parallel orientation of the ferromagnetic
layers, as shown in ® gure 35. For antiparallel orientation, wavefunctions are

Figure 39. Oscillations in the magnetic coupling across a Cr spacer exhibiting a short and a
long period (Unguris et al. 1991). The magnetic orientation of the outer Fe layer is
determined by SEMPA.
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con® ned by a single interface, and not by both. Therefore, the transition to
antiparallel coupling circumvents the high density of states created by a discrete
quantum well state. It may be puzzling why quantum well states are still seen in
® gures 31, 40 and 41 for Cu thicknesses characteristic of antiparallel coupling. This is
because the density of states is measured for bilayers, where one of the ferromagnetic
layers is replaced by vacuum. The potential barrier at the surface always con® nes the
wavefunction. It is di� cult to perform surface-sensitive experiments for trilayers
where the ferromagnetic overlayer tends to swamp the signal from the spacer. First
results demonstrate that one can see through the overlayer under favourable
conditions (Himpsel and Rader 1995).

The wavelength measured in the density-of-states oscillations is that of the
envelope function, and not the much shorter wavelength of Bloch states at the
Fermi level. This explains a puzzle that magnetic oscillations posed right after their
discovery: why are the periods so much longer than the Fermi wavelength, which is
the length scale in classic models of magnetic coupling, such as the RKKY model
(see below). There is a second length scale in the system, that is the lattice constant,
and the beating frequency between the Fermi wavelength and the lattice constant
determines the long magnetic oscillations. Using the same argument in reciprocal

(a)

(b)

(c)

Figure 40. Simultaneous oscillations in (a) the density of states, (b) the spin polarization and
(c) the magnetic coupling for the Cu/Co(100) system. Identical periods of six
monolayers suggest a connection between quantum well states at the Fermi level and
oscillatory magnetic coupling (Qiu et al. 1992a, Carbone et al. 1993, Ortega et al.
1993a). The magnetoresistance oscillates with the same period, too, since it requires
antiparallel coupling (compare ® gure 47). Hs is the ® eld required to switch the
coupling between two Co layers from antiparallel to parallel (see ® gure 38).
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space (® gures 29, 36), one has to determine the (short) envelope function wave-vector
kenv by subtracting the (long) Fermi wave-vector kF = 2p /¸F from the (long) zone
boundary wave-vector kZB:

kenv = kZB - kFermi. (14)

The oscillation period in monolayers is given simply by the inverse of the
envelope function wave-vector kenv in units of the zone boundary (Ortega et al.
1993a). The fact that the Fermi level crossing in Cu occurs at about one sixth of the
Brillouin zone away from band maximum at X leads to a six-layer oscillation period.
This result is identical with the prediction of RKKY theory after taking the discrete
lattice into account, as we shall show in the following.

The RKKY model describes the coupling between two spin impurities via an
intervening electron gas (compare section 3.2.1). The electron gas responds to the
® rst spin by spin-density oscillations whose period is set by the Fermi wave-vector
kF. A second spin at a distance r from the ® rst couples to the spin-density wave. For
a free-electron gas, the interaction energy between the two spins takes the form

J(r) ~ cos (2kFr)
r3 . (15a)

When summed over spins in two sheets, the coupling becomes

Jplanar(z) ~ cos (2kFz)
z2 , (15b)

Figure 41. Interferometer picture for the oscillations in the density of states with thickness
(Ortega et al. 1993a). The wavelength ¸ of the envelope wavefunction is measured
directly (compare ® gure 29). Peak number n corresponds to quantum well state
number n passing through the Fermi level in ® gure 31b.
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where z is the spacing between the sheets (® gure 15b). At ® nite temperatures an
additional damping of the oscillations is to be expected. Experimentally, the coupling
strength is found to be sensitive to the preparation and magnetic domain structure of
the ® lms. A number of power laws have been reported, some close to the inverse
square law (® gure 40) (Qiu et al. 1992a), some decaying faster (see ® gure 47, Parkin
et al. 1994a, b). The situation changes somewhat when the crystal lattice is
introduced into the continuous electron gas of the traditional RKKY approach
(Bruno and Chappert 1991, Koelling 1994, Bruno 1995). Now, the quickly
oscillating RKKY coupling can only be sampled at discrete crystal planes (aliasing).
Figure 42 shows the resulting beat frequency between the Fermi wavelength and the
lattice constant. If the two are similar, the resulting oscillation period can become
quite long, such as for Cu along the [100]direction. The end result consists of several
periods that are given by spanning vectors between two extremal portions of the
Fermi surface (® gure 43). In most cases, these RKKY periods are identical with
those obtained for quantum well states, with the spanning vector equal to twice the
envelope wave vector kenv. Sometimes, the reasons for this coincidence can be quite
subtle (Edwards et al. 1994, Ferreira et al. 1996).

With the similarity in the periods predicted by RKKY and quantum well states,
the question arises whether or not the two models are equivalent descriptions of the
same physics. Theoretical work has established close connections between the two
approaches (Edwards et al. 1991, Stiles 1993, 1996, Bruno 1995, Mathon et al. 1995).
Essentially, one starts in the quantum well model with a total energy expression that
consists of a sum over all occupied quantum wells (® gure 44). Whenever a quantum
well state crosses the Fermi level, the energy balance changes abruptly, and switches
from one magnetic con® guration to the other. The total energy integrals are similar
to the momentum space integrals in the RKKY method. Although details are still
being worked out in this connection, there is good reason to believe that the identical
periodicity predictions are based on common physics, with the RKKY approach
coming from reciprocal space and the quantum well approach from real space.
Predictions for the strength of the coupling, however, are not identical (van

Figure 42. Formation of a beat frequency (aliasing) between the Fermi wavelength and the
lattice periodicity for the RKKY coupling through Cu along the [100] direction. The
long beat frequency of six atomic layers corresponds to the wavelength of the
envelope wavefunction in ® gures 29 and 41.
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Schilfgaarde and Harrison 1993, Mathon et al. 1995). Traditional RKKY theory
represents a lowest-order perturbative treatment. In the quantum well approach,
there is no such restriction. The coupling strength depends not only on the density of
states near extremal points of the Fermi surface but also on the spin-dependent
re¯ ection amplitudes at the interface (Stiles 1996). Truly con® ned quantum well
states contribute much more than resonances. That explains why the short-period

Figure 43. Extremal spanning vectors across the Fermi surface of Cu in low-index
crystallographic directions (arrows). They determine the period of magnetic
oscillations (Bruno and Chappert 1991). Top: free electrons. Bottom: electrons in Cu.

Figure 44. Integration of the magnetic interaction energy over parallel momentum for a
magnetic quantum well (Stiles 1993). The integrand at 20 k i values (Ð Ð ) is summed
up to give the bold curve, cancelling out most of the oscillations. Only oscillations
coming from extremal points in the Fermi surface remain (arrows).
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oscillation in Cu(100) spacers is predicted to dominate the longer period in the
coupling (Mathon et al. 1995). In fact, the calculated spin density in ® gure 30 is
dominated by the short period. It has been di� cult to quantify the strength of the
short period coupling, owing to the extreme interface smoothness required to
establish short-period quantum well states. Ongoing experiments with very smooth
interfaces grown and measured at low temperature promise to settle this question in
the near future (Segovia et al. 1996, WuÈ rsch et al. 1997).

5.5. Magnetic tunnelling and giant magnetoresistance
Magnetoresistance can be produced by many di� erent mechanisms for (see

section 3.2.2), but there are two e� ects that are characteristic of two-dimensional
magnetic nanostructures. These are spin-polarized tunnelling and GMR. The basic
structural unit in both is a trilayer where two ferromagnetic layers are separated by a
non-magnetic layer, typically 1 nm thick. The separation layer is an insulator in
magnetic tunnelling and a metal in GMR. Two magnetic con® gurations are possible:
one with the ferromagnetic layers oriented parallel, and the other antiparallel ( ® gure
45). The parallel con® guration exhibits the lower resistance. If one starts out with an
antiparallel con® guration and forces it into parallel alignment by an external ® eld,
the resistance decreases (negative magnetoresistance). To obtain the antiparallel
con® guration as starting point there are several possibilities, that is oscillatory
magnetic coupling at the right spacer thickness (section 5.4), dipole coupling at
large spacer thickness (® gure 15 (c)), random coupling in granular materials, pinning
one magnetic layer to an antiferromagnet (exchange biasing), and using two
ferromagnets with di� erent coercivities.

Spin-polarized tunnelling can occur between various combinations of ferro-
magnets, normal metals and superconductors (Meservey and Tedrow 1994). In all
cases there is an insulating spacer layer that acts as barrier for planar tunnelling.
Owing to the high barrier in the insulator, only electrons close to the Fermi level
participate in the tunnelling process, and of those the s, p electrons with their more
extended wavefunctions dominate. The density n­ of majority states is higher for s, p
states at the Fermi level than the density n̄ of minority s, p states (see section 3.2.2).
Consequently, a large number of majority spin electrons emitted into the junction

Figure 45. Simpli ® ed visualization of GMR via an optical polarizer± analyser analogue.
Interfaces at ferromagnetic layers act as spin polarizers, owing to their spin-
dependent electron scattering. The electron current perpendicular to the interfaces
increases when the magnetic orientation is switched from antiparallel (crossed optical
polarizers) to parallel by an external ® eld.
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meets a high density of empty states when the magnetic orientation is parallel.
Therefore the resistance is low. This argument is quanti® ed by adding the
conductivities s ~ 1 /R of the two spin channels, which gives s ­ ­ ~ n­ n­ + n̄ n̄ for
parallel orientation and s ­ ¯ ~ n­ n̄ + n̄ n­ for antiparallel. De® ning the spin polar-
ization as

P =
n­ - n̄
n­ + n̄

(16)

and generalizing to two electrodes with di� erent spin polarizations P1 and P2, one
obtains a formula for d R/R. At this point we have to mention that two de® nitions of
d R/R exist in the literature, which are normalized to the maximum and minimum
resistance respectively:

d R
R( ) c

=
R­ ¯ - R­ ­

R­ ¯
, c̀onservative’ , < 100%, (17a)

d R
R

=
R­ ¯ - R­ ­

R­ ­
, ìn¯ ationary’ , up to ¥ . (17b)

Their relation is

d R
R

=
d R
R( ) c/ 1 - d R

R( ) c
[ ]. (17c)

The resulting magnetoresistances are

d R
R( ) c

=
2P1P2

1 + P1P2
(Julliere 1975), (18a)

d R
R

=
2P1P2

1 - P1P2
. (18b)

Strictly speaking, these are upper limits for d R/R since our argument neglects spin
¯ ip. One might guess that in the ® eld of GMR the in¯ ationary de® nition has become
the more popular. In tunnelling, one ® nds both the former (Moodera and Kinder
1996) and the latter (Miyazaki and Tezuka 1995). Magnetoresistance was a small
e� ect in tunnelling at room temperature for a long time, until better growth methods
were developed for atomically sharp metal± insulator junctions (Meservey and
Tedrow 1994, Miyazaki and Tezuka 1995, Moodera and Kinder 1996, Moodera et
al. 1996, Gallagher et al. 1997.) Now, the observed e� ect comes close to the limit in
equation (18). In fact, a non-uniform current ¯ ow is able to simulate even larger
e� ects of up to 100% (Moodera et al. 1996). To see how close the data are to the
theoretical limit, we take an e� ective spin polarization P = +40% from tunnelling
between Fe and a superconductor (Meservey and Tedrov 1994). With this value,
equation (18 b) gives d R/R = 38%. Miyazaki and Tezuka (1995) reported experi-
mental values of d R/R = 30% at 4 K and 18% at room temperature for an Fe/Fe
junction (® gure 46). For a CoFe/Co junction the magnetoresistance measured by
Moodera and Kinder (1996) reaches ( d R/R)c = 25.6% at 4K and 18% at room
temperature, again close to the limit of ( d R/R)c = 27.6% given by equation (18 a) in
this case. The transitions happen rather sharply with the applied ® eld, with
( d R/R) /H up to 5% Oe- 1 (Moodera and Kinder 1996), making these structures
interesting for magnetic storage devices and sensors. There is ample room for
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manipulating tunnel junctions, for example by using ferromagnetic insulators as
barriers. The sensitivity to the quality of the interfaces suggests possibilities for
interface engineering by interlayers.

GMR occurs in two geometries, i.e., with the current in the plane of the layers
(CIP) and the current perpendicular to the plane of the layers (CPP). The CPP
geometry is much less practical than the CIP geometry, owing to the extremely small
resistance across the nanolayers, but it is conceptually simpler and exhibits larger
magnetoresistance. Interfaces play the essential role in this e� ect. They can be
bypassed by part of the current in the CIP geometry. Roughness, on the other hand,
brings them back into the picture, which makes the CIP e� ect rather susceptible to
structural details. Indeed, both an increase and a decrease in the magnetoresistance
with increasing roughness have been observed in this geometry. A general descrip-
tion of GMR involves 20 parameters (Hood and Falicov 1992); the two ferromag-
netic layers and the spacer are characterized by three thickness parameters, three
e� ective masses, three inner potentials, three relaxation times and eight spin
scattering parameters (four for the two outer surfaces of the stack and four for
the two interfaces inside). Each surface or interface has two parameters, one for each
spin, which describe specular as against di� use scattering. A number of experiments
have been designed to pinpoint individual parameters and to assess their relative
importance. Here we shall focus on the simpler, CPP geometry to give a ¯ avour of
the key phenomena contributing a GMR (for detailed analyses see Camblong et al.
(1993), Valet and Fert (1993) and Fert et al. (1994)). A good starting point is the
optical polarizer± analyser analogy in ® gure 45. Conduction electrons become spin
polarized by spin-dependent scattering at magnetic interfaces. Antiparallel orienta-
tion of the two ferromagnetic layers is equivalent to crossed optical polarization
® lters. (Note that a 90ë rotation of an optical polarizer corresponds to a 180ë

rotation for an electron polarizer since the photon spin is 1 and the electron spin 1
2.)

Therefore, the transmitted electron current is low in the antiparallel con® guration.

Figure 46. Magnetoresistance via magnetic tunnelling in an Fe/Al2O3/Fe junction at room
temperature (Miyazaki and Tezuka 1995). The resistance is low when the two Fe
layers are magnetized parallel (for |H| < 20 Oe and |H| > 52 Oe) and high in
between, as seen in conjunction with the M(H) hysteresis curve. The di� erent
switching ® elds of the two Fe layers were generated by deposition at room
temperature (high coercivity) and 200 ë C (low coercivity).
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Such a picture can be quanti® ed into a two-channel model, where majority and
minority spins are treated as separate current channels and their conductivities are
added up (see the discussion of spin-polarized tunnelling above). Such a model
assumes a low probability for spin-¯ ip scattering across the whole stack. Each
channel then experiences the equivalent of a series of resistors when electrons are
scattered at various interfaces and in the bulk.

A priori, it is not obvious whether the spin-dependent scattering takes places at
the interfaces or in the bulk. It might not even be specular, as in the simpli® ed picture
in ® gure 45, but rather di� use, owing to inelastic scattering by d electrons. In either
case, the resulting resistance change is the same. A natural explanation for interface
scattering comes from the spin-dependent step in the inner potential which, in some
cases, causes even total re¯ ection of minority spins and spin-polarized quantum well
states (® gures 18 and 36 and section 5.3). Spin-dependent bulk scattering is due to
electron± hole pair creation at the Fermi level, which a� ects mostly minority spins
since the density of minority spins is higher at the Fermi level (at least in Co and Ni)
and spin is conserved during this type of scattering. In a sense, the majority spin
band structure of Co and Ni is like that of a noble metal, with the d bands
completely ® lled (see ® gure 11). Perpendicular transport measurements on multi-
layers are able to settle the issue. If it is an interface e� ect, then the magnetoresis-
tance should increase with increasing number of interfaces or layers in a stack. If it is
a bulk e� ect, only the overall thickness of the stack should matter, but not the
number of layers. Results from such an analysis produce interface scattering ratios
a A /B < 10 and bulk scattering ratios a A < 3 between minority and majority spin
electrons, showing that interface scattering is indeed the dominant factor in GMR
(Pratt et al. 1993). Independent evidence for the critical role of interfaces are
experiments where the magnetoresistance is strongly a� ected by coating the
interfaces by as little as a monolayer of a foreign material (interface doping). Placing
a high-moment ferromagnet at the interface, such as Co, more than doubles the
magnetoresistance (Parkin 1992, 1993). Spectroscopic studies of such interfaces
reveal a variety of interface states with decay constants in the monolayer range that
are likely to be connected with an enhanced re¯ ectivity of minority spin electrons at a
Co interlayer (Hwang and Himpsel 1995, Li et al. 1995b).

Sophisticated multilayer structures allow an analysis of the spin-dependent bulk
mean free paths at the Fermi level that enter into the 20 parameters describing GMR.
Typical values range from 2 to 10 nm, with a spin asymmetry a ranging from 10 in
Co to less than unity in Fe, where the majority-to-minority spin ratio at the Fermi
level is inverted relative to Co and Ni (Pratt et al. 1991, 1993, Gurney et al. 1993).
Noble metals, such as Cu, have a much longer mean free path of more than 100 nm
at the Fermi level. These mean free paths determine the magnetic layer thickness
where the bulk e� ect saturates. A much longer mean free path determines spin-¯ ip
scattering, usually large compared with the thickness of the multilayer structures.
Typical values range from micrometres in noble metals to 20± 90nm in metals with
spin impurities as spin scatterers (Bass et al. 1994, Fert et al. 1994, Fert and Lee
1996). When the energy of the electrons is increased, such as in photoemission
experiments, the mean free path becomes shorter owing to the increasing phase space
for creating electron± hole pairs. This gives rise to the shorter mean free paths in
® gure 10 at an energy of abut 5 eV above the Fermi level.

There is a wealth of experimental results on GMR. Shortly after its discovery the
e� ect was explored far enough to be incorporated into electronic devices, thereby
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providing a good test case for the use of nanostructures in the real world. Early
results by Baibich et al. (1988) and Binasch et al. (1989) were systematically
expanded by Parkin et al. (1990, 1991) and connected with oscillatory magnetic
coupling (® gures 40 and 47). Perpendicular transport measurements became possible
by using superconducting contacts to measure extremely low resistances (Pratt et al.
1991, 1993) or by increasing the resistance through micropatterning (Gijs et al.
1993). An increase in the magnetoresistance of a factor of three to ten was found
when going from the parallel to the perpendicular geometry in the same sample
(Pratt et al. 1991). Resistance changes of up to 220% (normalized to the lower
resistance at high ® elds) have been obtained at 1.5 K (Schad et al. 1994). GMR
occurs not only in well ordered multilayers but also in granular materials, such as
ferromagnetic particles segregated in noble metals (Berkowitz et al. 1992, Xiao et al.
1992, Hylton et al. 1993). The e� ect occurs also in a homogeneous ® lm with striped
magnetic domains that provide regions with antiparallel magnetizations (Gregg et al.
1996). Essentially, a random coupling is enough to produce GMR because half of
the grains or domains are antiparallel to each other, on average.

Stripe and wire structures are being explored for GMR in order to have the best
of all worlds, that is the high magnetoresistance perpendicular to the interfaces as
well as the workable resistance of the in-plane geometry. In stripes, the current can
¯ ow in the plane but perpendicular to the stripes. Azimuthal rotation by 90ë leads to

Figure 47. GMR (a) against oscillatory magnetic coupling (b) in Au/Ni0.8Fe0.2(111) multi-
layers (Parkin et al. 1994a, b). GMR occurs only at well de® ned thicknesses of the Cu
spacer layer where the Co layers are magnetized antiparallel. The resistance drops
when the orientation is switched from antiparallel to parallel by the external ® eld.
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a geometry with the current parallel to the interfaces that produces a less favourable
magnetoresistance. The resulting in-plane anisotropy of the magnetoresistance has
been observed in structures built on sawtooth-like Si surfaces (Ono and Shinjo 1995,
Oepts et al. 1996). Wires consisting of stacks of magnetic± non-magnetic multilayers
can also produce a current perpendicular to the interfaces with a reasonable
resistance along the wires (Blondel et al. 1994, Piraux et al. 1994, Liu et al. 1995).
Such geometries lead naturally to the study of one-dimensional magnetic nano-
structures.

6. One-dimensional systems: steps and stripes

Most of the concepts developed for surface states and quantum well states in
planar structures can be extended to one-dimensional wire or stripe structures. It is
much more di� cult to obtain truly con® ned states, however, since bulk states are
able to couple to wire states much more easily. They can be projected along two k

directions: one perpendicular to the surface, and the other inplane but perpendicular
to the wires. The crystal periodicity is kept only along the wire direction. Never-
theless, a variety of step-related electronic and magnetic phenomena have been
discovered, such as step states, lateral quantization and in-plane anisotropy. Some of
the e� ects are familiar from semiconductors where an absolute gap makes it easier to
con® ne states along two directions and to observe one-dimensional phenomena (for
reviews see Hansen et al. 1992 and Kastner 1993).

In passing we would like to mention a completely di� erent class of materials with
one-dimensional electronic states. These are bulk compounds containing chains or
ladders of magnetic atoms that are stabilized and decoupled by an insulating lattice
of ionic groups, either organic or inorganic (e.g. in perovskites). They become
magnetic at low temperatures and have been used as testing ground for phenomena
in one-dimensional magnetism, such as the Haldane gap in antiferromagnetic chains.

The one-dimensional analogue of a two-dimensional surface or interface is a
single step. Electrons that are con® ned perpendicular to the surface already can
become con® ned perpendicular to the step, Too. Even if they are not totally
con® ned, their wavefunction is scattered elastically at the step edge, producing
standing waves and ripples in the charge density. These oscillations have been
sampled directly by scanning tunnelling spectroscopy. For example, the pz-like
surface state in ® gure 24 has been used to produce interference patterns when
re¯ ected at steps on Cu(111) (Crommie et al. 1993a), Ag(111) (Avouris et al. 1994, Li
et al. 1997b) and Au(111) (Hasegawa and Avouris 1993). The patterns look similar
to the ripples in ® gure 8 that are produced by re¯ ection of electrons at the
boundaries of a corral. Such re¯ ections at a step edge are equivalent to a surface
resonance. The analogue of a surface state would be a wavefunction con® ned to a
step edge. Such step states have been seen by photoemission on highly steped Ir(111)
and Ni(111) surfaces (Van der Veen et al. 1981, Namba et al. 1993). Even the one-
dimensional equivalent to a monolayer state, that is a single-row state, has been
found for Cu strings on stepped W(110) (Himpsel and Ortega 1994). All these cases
deal with a pz-like surface state becoming con® ned to a step.

A terrace con® ned by two parallel steps is the one-dimensional analogue of a thin
® lm. Such a structure produces lateral standing waves (Avouris and Lyo 1994),
similar to the standing waves induced by quantum well states in a thin ® lm (compare
section 5.3). On a terrace, the band structure perpendicular to the steps becomes
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quantized (® gure 48a). The number of quantized states is equal to the number of
rows on the terrace, as in thin ® lms. Parallel to the step the continuum of energies
remains. Scanning. tunnelling spectroscopy allows direct visualization of this e� ect
(® gure 48b). By measuring in the spectroscopic mode, that is, detecting dI /dV
against V at constant current, one e� ectively probes the charge density of the
standing waves. With increasing sample voltage V , one passes through the lowest
three quantized states, that is the n = 1 state at - 0.33V (single arrow), the n = 2 state
at - 0.01 V (double arrow), and the n = 3 state at +0.41 V (triple arrow). Their
spacing from the bottom of the two-dimensional surface state band at - 0.41 V
increases nearly quadratically with n. That is expected when a band with parabolic
E(k) dispersion becomes quantized into equal k intervals (see ® gure 48a). The lateral
charge density exhibits an increasing number of maxima, like the envelope function
of quantum well states (compare section 5.3 and ® gure 29). In addition to the
quantized terrace states there are peaks in the dI /dV spectra at the bottom of
the steps (labelled S in ® gure 48b). They may signify step states, which represent the
one-dimensional analogue of a two-dimensional surface state, as discussed in the
previous paragraph.

On a stepped surface we have an in® nite array of parallel steps forming a lateral
superlattice. For such a periodic structure we expect energy bands, but they are back-
folded into the small Brillouin zone of the step lattice. Its boundaries lie at k = 6 p L
in the direction perpendicular to the steps, where L is the step spacing (® gure 49a).
Such back-foldingf the bands has been observed for the n = 1 image state on
Cu(100) by Wang et al. (1996b) (see ® gure 49b). A simple model potential for the
steps, that is a one-dimensional train of d functions produces the nearly-free-

Figure 48. Band structure of electrons con® ned to a single stripe of length L . (a) Schematic
diagram showing quantized levels perpendicular to the stripe (along k ^ ) and band
dispersion parallel to it (along k i ). (b) Charge density of the ® rst three quantized
states on a Au(111) terrace 0.36 nm wide, probed by scanning tunnelling specroscopy
(Avouris and Lyo 1994). The dI /dV spectra are o� set according to the sample bias.
The arrows indicate maxima in the charge density when the bias voltage coincides
with one of the quantized levels. The step pro® le is shown as a broken curve.
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electron-like band structure in ® gure 49a. With respect to the ¯ at surface we notice
two changes; the bottom of the band is shifted up in energy, since the average
potential is higher after including the repulsive barriers, and the continuity is broken
at the boundaries of the step-induced Brillouin zone, where small gaps open up. The
shift of the surface band has been observed with STM and photoemission spectro-
scopy for the pz-like surface state on Cu(111) and Au(111) (Crommie et al. 1993a,
Avouris and Lyo 1994, SaÂ nchez et al. 1995). From these measurements, one
estimates a transmission coe� cient through the step of the order of 0.6 for the
lowest-energy electrons at the bottom of the band (SaÂ nchez et al. 1995).

Steps have a signi® cant in¯ uence on magnetic properties, particularly the
anisotropy. Because of the broken azimuthal symmetry, magnetic thin ® lms on
stepped surfaces are expected to exhibit an èasy’ axis for the in-plane magnetization,
which can be either parallel or perpendicular to the steps. For example, Fe ® lms on
stepped W(001) have an easy magnetization direction perpendicular to the steps
(Chen and Erskine 1992); Co on stepped Cu (Berger et al. 1992, Nguyen-Van-Dan
et al. 1997) and Fe on stepped Ag(100) (Kawakami et al. 1996), on the other hand,
show an easy axis parallel to the steps. In Fe ® lms grown on W(110) it is possible to
overcome the bulk-related anisotropy by step anisotropy when increasing the
number of steps of the growing Fe(110) ® lm by elevating the growth temperature
(Hillebrands et al. 1987). This causes the in-plane easy axis to rotate. A similar in-
plane rotation of the easy axis can be induced by a submonolayer of foreign atoms
adsorbed at steps (Buckley et al. 1995, Weber et al. 1995). Two general mechanisms
can be invoked for step-induced anisotropy, that is a speci® c orientation of 3d
orbitals at steps and magnetoelastic anisotropy induced by strain in the growing ® lm.
The latter is particularly prominent for bcc ® lms deposited on fcc substrates

Figure 49. (a) Schematic band structure of a lateral superlattice induced by steps. (b) Band
dispersion of an image state on a stepped Cu(100) surface measured by two-photon
photoemission. In the direction perpendicular to the steps the bands are back-folded
at the Brillouin zone boundaries of the reciprocal step lattice (Wang et al. 1996b).
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(compare section 2.1), such as Fe(100) on Ag or Au(100), where the lattice is
matched in plane but not in the perpendicular direction. High step density at the
substrate considerably alters the magnetic properties of the ® lm (Cabanel et al.
1990). Even though vertical mismatch does not a� ect the growth of Co on stepped
Cu(001), a step-induced uniaxial anisotropy has been observed and traced to the
elastic strain ® eld at steps (Oepen et al. 1993, Krams et al. 1994). In this system it can
be seen how the twofold step-induced anisotropy superimposes itself onto the
fourfold symmetry, which is characteristic for the Co(100) ® lms grown on Cu(100)
(Krams et al. 1992). At a certain thickness, the easy axis of magnetization rotates
from perpendicular to parallel to the steps (Oepen et al. 1993, Krams et al. 1994,
Wulfhekel et al. 1994). Here, the interface anisotropy competes with surface and
bulk terms, and an increasing density of interface steps delays the transition
(Wulfhekel et al. 1994).

Using the stepped surface of a non-magnetic material it is possible to create
lateral magnetic superlattices by step decoration and step-¯ ow growth of ferromag-
nets. The magnetic properties of these systems have not been investigated yet, but we
can expect a strong competition between in-plane shape anisotropies and interface-
related perpendicular anisotropy. By increasing the ® lm coverage up to a monolayer,
one covers the gap between one and two dimensions. This is of particular interest for
observing the onset of magnetism in Ising-like systems (see section 4.2) (Elmers et al.
1994). Long-range magnetic order is not possible in one-dimensional systems at ® nite
temperatures as long as the magnetic interaction remains short-range.

7. Zero-dimensional systems: particles and arrays

As magnetic particles become smaller, they pass through a series of magnetic
phases. The ® rst change comes when their size shrinks below a domain wall thickness
(typically 0.1± 1 m m), which favours single-domain behaviour. Such particles have
been the mainstay of magnetic storage media. Farther down in size, at about
10± 20 nm one approaches the superparamagnetic limit where a spontaneous ¯ ip of
the magnetization can happen by thermal activation at room temperature (see
section 8.1). Yet smaller particles exhibit rapid spin ¯ ips. Macroscopic quantum
tunnelling comes into play as a new mechanism for spin ¯ ip, particularly when
thermally activated switching is frozen out (Awschalom and diVicenzo 1995). At the
lowest length scales, one ® nds magnetic molecules and clusters with a well de® ned
level structure (Yang et al. 1981, Klots et al. 1991, Gatteschi et al. 1994, Wang et al.
1996a). Small particles have a large surface-to-bulk ratio, for example about 1 to 1 for
a fcc cube with four cubic lattice constants on each side (1.4 nm for Ni) and still 1 to
9 for a 10 nm Ni cube. Therefore magnetic properties are strongly a� ected by the
surface. Enhanced magnetism, as well as a magnetically disordered surface region
are possible, as discussed in the context of surfaces (section 5).

Reduced magnetism has been implied from the magnetic hysteresis of NiFe2O4

nanoparticles (6.5 nm diameter). The analysis suggests a magnetized core surrounded
by a magnetically disordered shell. The ¯ uctuating moments in the shell can be
frozen out into a spin glass below 50 K (Kodama et al. 1996). Thermally activated
magnetic switching of Ni wires with diameters of 40± 100 nm proceeds with an
activation volume much smaller than the total (Wernsdorfer et al. 1996) (compare
section 8.1). Ni carbonyl clusters have a magnetically dead surface layer due to the
carbonyl ligands, similar to carbonyl-covered Ni surfaces (Van Leeuwen et al. 1994).
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Enhanced magnetism is unusual inparticles, but it can be promoted by surface treat-
ment. An enhanced Curie temperature has been found in MnFe2O4 particles with dia-
meters in the 5± 25 nm range (Tang et al. 1991). In this case, the enhancement could be
described by three-dimensional ® nite-size scaling (see section 4.2). Oxygen adsorbed
on Fe particles gives rise to ferromagnetic order (Bù dker et al. 1994). Magnetic
particles coated by cobalt ferrite exhibit a large magnetic anisotropy that makes
them more stable against thermal polarization reversal (Mallinson 1987, chapter 3).
Antiferromagnetic particles exhibit uncompensated spins (Kodama et al. 1997).

Particle arrays are at the heart of magnetic storage media, such as embedded
particles in magnetic tape and segregated grains in magnetic discs (see section 8.1).
Looking at the micromagnetics of stored bits with spin-resolving microscopes reveals
a rather irregular domain structure with jagged edges (® gure 50). These irregularities
contribute signi® cantly to the read-out noise, requiring typically 103 particles to form
a stored bit. Regular arrays of particles are particularly desirable for achieving the
ultimate goal of single-particle-per-bit recording (Lederman et al. 1994, Chou et al.
1994, New et al. 1995a, b, Hehn et al. 1996, Runge et al. 1996, O’Barr et al. 1997).
Although optical lithography has di� culties reaching the small bit sizes of high-end
storage media, there is ample room to get insight into the magnetic coupling between
particles and into domain formation within individual particles as they are switched
by an external ® eld (® gure 51). It is now possible to detect the magnetic ® ne structure
down to the level of single ¯ ux quanta in nanowires (40 nm ´ 2 m m) (Beeli et al.
1995). Particles serve as model kit for understanding domains, domain walls and
magnetization reversal. Micromagnetic modelling typically includes a minimization
over several energy terms, such as the exchange energy, crystalline anisotropy, the
magnetostatic energy of the magnetic moment in the demagnetizing ® eld, and the

Figure 50. Magnetic bit pattern imaged by SEMPA. The bit size is 0.13 m m ´ 3 m m,
corresponding to a storage density of 1.7 Gbit in- 2. Jagged domain boundaries give
rise to ¯ uctuations in the readout signalÐ see the work by Pierce et al. (1989) and
Scheinfein et al. (1990).
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Zeeman energy of the magnetic moment in an external ® eld (Bertram and Zhu 1992,
Mosdiel et al. 1996). To see what might happen to particle± particle interactions at
sublithographic dimensions one can look at the magnetic behaviour of random
arrays of magnetic islands (Scheinfein et al. 1996). They exhibit distinct magnetic
phases, such as perpendicularly magnetized random antiferromagnet (island dia-
meters, less than 3 nm), in-plane superparamagnet (diameters, 3± 6 nm) and in-plane
ferromagnet (diameters, greater than 6 nm).

8. Applications in magnetic data storage

Magnetic nanostructures are starting to play a role in technology, particularly in
non-volatile magnetic data storage (® gures 52, 53). Reviews have been given by
White (1984), Mallison (1987), Mee and Daniel (1988), Bertram and Zhu (1992),
Grochowski and Thompson (1994), Prinz and Hathaway (1995) and Kryder (1996).
Applications focus onto the two key parts of storage: media (Lambeth et al. 1996)
and reading heads (Brug et al. 1996). The fundamental limits to this technology are
far beyond the current state of the technology, leaving ample room for continuing
the exponential growth in performance that magnetic storage has experienced in the
past. New combinations with semiconductor technology are developing, such as
magnetic random access memories (MRAMs) (Daughton 1992, Everitt et al. 1997,
Gallagher et al. 1997) where the storage capacitor of a traditional semiconductor

Figure 51. Domain structure in an array of magnetic dots with di� erent thicknesses, as seen
by MFM (Hehn et al. 1996).
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memory is replaced by a non-volatile magnetic dot. Several other applications of
small magnetic structures have been discussed by Falicov et al. (1990), such as
magneto-optic recording media, magnetoelastic devices, high-energy-product per-
manent magnets, and the integration of magnetic and semiconductor devices onto a
single chip.

8.1. Storage media
The storage media to today’s magnetic hard disc drives may be viewed as an array

of magnetic nanoparticles. The magnetic coating of the disk consists of a ternary
Co± Pt± Cr mixture which segregates into magnetic Co± Pt grains. These grains are
magnetically separated by Cr at the grain boundaries (for a review see Bertram and
Zhu (1992), and for new developments see Lambeth et al. 1996). Typical grain sizes
are 10± 20 nm, using about 103 grains per bit at a recording density of 1 Gbit in- 2 for
commercial devices. The grains segregate randomly, which introduces statistical
noise into the read-out signal due to the variations in grain size, coercivity and
domain structure. This explains the large number of grains that are required to
reduce these ¯ uctuations in a device.

How far can the magnetic storage density improve? A fundamental limit is given
by thermal ¯ ipping of the bits as the grains become smaller and the energy barrier
D E between the two stable magnetizations along the easy axis becomes comparable
with kT . Eventually, the superparamagnetic limit is reached, where individual grains
stay magnetized, but their orientations ¯ uctuate thermally. For estimating the ¯ ip
rate R we may write down a simple thermally activated process, where an attempt
frequency t is multiplied by the probability per attempt, which is given by the
Boltzmann factor (Mee 1964, Mallinson 1987, Sellmyer et al. 1998):

R = t exp - D E
kT( ) . (19)

The energy D E in the exponent dominates the ¯ ip rate. An estimate for the barrier
can be obtained from the energy of the magnetic moment Ms V in the demagnetizing
® eld Hd which is given by

D E = 1
2 Ms VHd, (20)

where Ms = 2.2 ¹B atom- 1 = 1700 erg G- 1 cm- 3 is the saturation magnetization of
Fe and V the volume of the particle. For a uniform rotation of the magnetization in a
needle-shaped particle (top of ® gure 54) one has Hd = 2p Ms, but this represents an
upper limit for the barrier. In a more realistic model the particle breaks up into
domains during the ¯ ip and a reduced value Hd < Ms is more appropriate
(Mallinson 1987) (compare also Braun (1994) for micromagnetic models). For the
less important attempt frequency, one may use the Larmor frequency at this ® eld:

t < t L =
x L

2p
=

eHd

4p mc
, (21)

which is 2.4 ´ 109 s- 1 in this example. For a particle with volume V = (10nm)3 the
¯ ip probability per attempt is still extremely small, about e- 35 < 7 ´ 10- 16 , but
multiplied by the attempt frequency the ¯ ip rate comes out to be about one per week.
On the other hand, just doubling the particle dimensions to V = (20 nm)3 produces
an astronomical ¯ ip time of once every 10104 years. This transition happens so
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sharply since the volume V , that is the third power of the particle size, appears in the
exponent of the extremely small Boltzmann factor.

Such a back-of-the-envelope estimate of the superparamagnetic limit has still
wide margins. The critical particle size increases when considering magnetization
reversal that starts at a localized nucleus or vortex. In this case, the barrier becomes
proportional to the sample cross-section multiplied by a domain wall energy, instead
of being proportional to the volume (Braun 1994). Magnetic force microscopy
images of a single needle-shapeed Fe2O3 particle (300 nm ´ 65 nm) present a rather
complex thermal switching behaviour that may require a spectrum of energy barriers
(Lederman et al. 1994). The magnetization reversal in individual Ni wires with
diameters of 40± 100 nm did follow the Arrhenius law for thermal activation across a
barrier, but the active volume was much smaller than that of the wires (Wernsdorfer
et al. 1996).

For typical magnetic storage media, the superparamagnetic limit imposes a
minimum particle size of about 10 nm, that is a maximum recording density of
several terabits per square inch (Lambeth et al. 1996). This is almost four orders of
magnitude higher than the density of 1 Gbit in- 2 found in top-of-the-line disc drives
today. While the current particle size is already close to the superparamagnetic limit,
the number of particles per bit is still more than 103. There are many signal-to-noise
issues on the way towards reducing this number and reaching the theoretical limit.
Inconsistent switching of di� erent particles and an irregular domain structure
require averaging over many particles. Controlling coercivity, size, orientation and
position of magnetic nanoparticles will be essential for reducing the number of
particles needed to store a bit. A number of such e� orts are under way (Kryder 1996,
p. 28). For example, a large crystalline anisotropy can produce a higher switching
barrier than the shape anisotropy discussed above. Single-domain nanoparticles with

Figure 52. Exponential growth of commercially available magnetic storage density against
time (after White (1984) and Grochowski and Thompson (1994)). The introduction of
magnetoresistive reading heads in the early 1990s ( d ) doubled the growth rate.
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high saturation magnetization and coercivity are being optimized for that purpose
(Liou et al. 1996). The orientation of segregated grains can be controlled using
multilayer structures where the ® rst layer acts as seed for small grains and
subsequent layers shape the crystalline orientation for the desired anisotropy
(Lambeth et al. 1996). A further improvement would be the move from longitudinal
to perpendicular recording, where the demagnetizing ® eld does not destabilize the
written domains. Layered structures can be designed to favour a perpendicular
magnetization due to interface anisotropy (Wang et al. 1994).

The ultimate goal in magnetic storage is single-particle-per-bit or quantized
recording. It is aimed at producing single-domain particles close to the super-
paramagnetic limit with uniform switching properties. Lithography is currently the
method of choice for producing regular arrays of uniform magnetic dots (Lederman
et al. 1994, Chou et al. 1994, New et al. 1995a, b, Chou et al. 1996, Hehn et al. 1996,
Levy et al. 1996, Runge et al. 1996, Everitt et al. 1997, O’Barr et al. 1997). Dot arrays
with a density of 65± 250 Gbit in- 2 have been produced by electron-beam lithography
(Chou et al. 1996). Self-assembly schemes are being considered as an easier
alternative (Himpsel et al. 1997). Even with the many remaining di� culties it
becomes clear from a look at the fundamental limits that magnetic storage has
much room to continue its rapid development and that the control of magnetic
nanostructures will play a key role for further advances. There is good reason to
believe that the exponential growth in storage density will continue. Since the 1950s
we have experienced an increase of six orders of magnitude (® gure 52). Every three
years the density doubles and the cost per bit is reduced by a factor of two (Simonds
1995). So far, that has been achieved without lithographic patterning of the storage
medium, in contrast with the more mature semiconductor memory.

8.2. Sensors
The other component of today’s magnetic disc drives, that is the reading head, is

undergoing revolutionary changes that rely on nanostructured magnetic materials
(Brug et al. 1996, Kryder 1996, p. 23). The traditional inductive pick-up of the
magnetic signal is replaced by a magnetoresistive sensor in state-of-the-art devices
(® gures 52, 53). There exist various mechanisms of magnetoresistance as explained in
sections 3.2.2 and 5.5. Of these, AMR in Permalloy (Ni0.8Fe0.2) and GMR in

Figure 53. Schematic diagram of magnetoresistive reading heads for hard discs (Grochowski
and Thompson 1994, Heim et al. 1994). (a) Initial design, based on the AMR of
Permalloy (Ni0.8Fe0.2). (b) Latest Spin valve design, based on GMR of a Co/Cu/
Permalloy sandwich. (c) Comparison. Note the higher output and smaller dimensions
of the spin valve head, which bring it into the single-digit nanometre regime.
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Permalloy/Cu/Co multilayers are utilized in reading heads. Currently, reading heads
in high-end disc drives are based on the 2% AMR of Permalloy (® gure 53). The
resistance is highest for the current parallel to the magnetization and lowest
perpendicular to it, producing a sinusoidal orientation dependence. The magnetic
stray ® eld between adjacent bits with opposite orientation rotates the magnetization
in the permalloy ® lm with respect to the current and thus induces a resistance
change. That is directly convertible into a read-out voltage. It is desirable to have the
magnetization of the ® lm oriented at 45ë with respect to the current, that is, at the
zero crossings of the sinusoidal magnetoresistance curve where the response to a
given rotation is largest and linear.

GMR in magnetic multilayers can exceed 200% in high ® elds (105 Oe) but drops
to about 10% at the low switching ® elds of 10 Oe that are required in reading heads
(Heim et al. 1994, Brug et al. 1996). Even small improvements in magnetoresistance
translate into signi® cant technological improvements, since the e� ciency of a
magnetoresistive reading head increases quadratically with the magnetoresistance
(Thompson et al. 1975). A measure of the sensitivity in low ® elds is the
magnetoresistance per Oersted ( d R/R)/H. Values of 0.2± 1% Oe- 1 have been reached
using GMR (Burkett et al. 1996, Parkin and Rabedau 1996) and CMR (Eckstein et
al. 1996, Sun et al. 1997) and up to 5% Oe- 1 by tunnelling (Moodera and Kinder
1996). The junction resistance is low in GMR, producing a small voltage but
substantial signal power. Tunnelling junctions are characterized by high resistance,
which makes them sensitive to Johnson noise but keeps the power consumption low.

A typical sensor structure is shown in ® gure 53b). It is often termed a spin valve
because the majority spin current is turned on or o� by the external magnetic ® eld. In
addition to the characteristic three layers of GMR structures there is a fourth layer in
a spin valve that ® xes the magnetization of one of the ferromagnetic layers. This way
it is not necessary to have antiparallel coupling between the two ferromagnetic layers
to get the GMR e� ect. The fourth layer is an antiferromagnet (FeMn or NiO) with a
speci® c domain orientation. It orients the adjacent ferromagnetic layer via the
exchange interaction without disturbing the overall magnetic ® eld con® guration
(exchange biasing). Present activities are directed towards lowering the switching
® eld while keeping a large magnetoresistance. To obtain the best of both character-
istics, one combines a magnetically soft Permalloy layer for easy switching with a
high-spin Co layer that enhances the magnetoresistance (Heim et al. 1994, Tsang et
al. 1994). Alternatively, one can use two permalloy layers (Hamakawa et al. 1996)
and give the interfaces an additional Co coating (Parkin 1992). Spin valve sensors

Figure 54. Superparamagnetic limit of the magnetic storage density. The time for thermally
activated magnetization reversal drops precipitously at about 10 nm particle size since
the energy barrier decreases rapidly. This corresponds to a storage density of several
terabits per square inch, 103 times higher than present densities.
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have been moving through the prototype state, and manufacturing issues have been
addressed (Gurney et al. 1997). The ® rst commercial product was announced by
IBM in late 1997. A future avenue is the use of wire and stripe structures (Blondel et
al. 1994, Piraux et al. 1994, Liu et al. 1995, Ono and Shinjo 1995, Oepts et al. 1996).
The goal is to have the current ¯ owing perpendicular to the interfaces where the
magnetoresistance is typically a factor of ® ve higher because all electrons experience
the spin-dependent interface scattering (see section 5.5).

Another type of non-volatile magnetic storage device avoids moving parts
altogether, at the expense of having to pattern the storage medium. This is a
combination of magnetic memory elements with semiconductor circuits that sense
and amplify the magnetic state (MRAM) (Daughton 1992, Tang et al. 1995, Everitt
et al. 1997, Gallagher et al. 1997). Some of the architectures are reminiscent of the
classic magnetic core memory, where a magnetic storage element sits at the
intersection of crossed write± read wires. Magnetic tunnelling structures are likely
to play a role here (see section 5.5).

Farther into the future are logic devices based on magnetic nanostructures. A
bipolar spin switch has been demonstrated that acts like a transistor, although with
gain ® gures far from being practical for electronic devices (Johnson 1994). The
structure consists of a ferromagnet± non-magnet± ferromagnet sandwich smilar to
that in GMR devices with the current perpendicular to the layers. Likewise, the
explanation is closely related to the injection of a spin-polarized current from one
ferromagnet into the non-magnet. This creates a splitting between the chemical
potentials of opposite spins in the non-magnet which is sensed as a voltage by the
other ferromagnetic layer (Johnson 1994, Fert and Lee 1996).

The number of creative ideas for novel devices involving magnetic nanostructures
is growing rapidly. Everything from magneto-optic to magneto-elastic and inte-
grated magnetic± semiconductor devices has been fair game. Not all these ideas will
be converted into useful devices, but there is a wide-open territory to be covered.
Current magnetic device structures are still rather simple compared with semi-
conductor devices. Many structures, such as recording media, are not even
patterned. Looking at this simplicity it becomes clear that magnetoelectronics has
a wide-open territory for further growth.
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