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~ Active noise control (ANC) is achieved by introducing a cancel- opposite phase is generated and combined with the primary
ing “antinoise” wave through an appropriate array of secondary npise, thus resulting in the cancellation of both noises.

sources. These secondary sources are interconnected through afrhe ANC system efficiently attenuates low-frequency noise
electronic system using a specific sighal processing algorithm for

the particular cancellation scheme. ANC has application to a wide Where passive methods are either ineffective or tend to
variety of problems in manufacturing, industrial operations, and be very expensive or bulky. ANC is developing rapidly
consumer products. The emphasis of this paper is on the practical because it permits improvements in noise control, often
aspects of ANC systems in terms of adaptive signal processingwith potential benefits in size, weight, volume, and cost.

Zgglggtuitglnzn.gnal processing (DSP) implementation for real-world The design of acoustic ANC utilizing a microphone and

In this paper, the basic adaptive algorithm for ANC is developed an electronically driven loudspeaker to generate a canceling
and analyzed based on single-channel broad-band feedforward sound was first proposed in a 1936 patent by Lueg [7].
control. This algorithm is then modified for narrow-band feedfor- sjnce the characteristics of the acoustic noise source and

ward and adaptive feedback control. In turn, these single-channel . . .
ANC algorithms are expanded to multiple-channel cases. Various the environment are time varying, the frequency content,

online secondary-path modeling techniques and special adap- amplitude, phase,. and sound velocity of the undesired
tive algorithms, such as lattice, frequency-domain, subband, and noise are nonstationary. An ANC system must therefore

recursive-least-squares, are also introduced. Applications of these pe adaptive in order to cope with these variations. Adaptive

techniques to actual problems are highlighted by several examples.f”terS [8]-[16] adjust their coefficients to minimize an error

_ Keywords—Active noise control, active vibration control, adap-  signal and can be realized as (transversal) finite impulse

E'E’)esgg"zgéﬁzg‘i%féfon' adaptive systems, digital signal processing response (FIR), (recursive) infinite impulse response (IIR),
lattice, and transform-domain filters. The most common
form of adaptive filter is the transversal filter using the least-

I INTRODUCTION mean-square (LMS) algorithm. An early duct cancellation
system based on adaptive filter theory was developed in
A. Overview [17] and [18].

Acoustic noise problems become more and more evident It is desirable for the noise canceler to be digital [19],
as increased numbers of industrial equipment such as[ZO], where signals from electroacoustic or electromechani-
engines, blowers, fans, transformers, and compressors aréal transducers are sampled and processed in real time using
in use. The traditional approach to acoustic noise control digital signal processing (DSP) systems. In the 1980'’s, de-
uses passive techniques such as enclosures, barriers, arielopment of DSP chips enabled low-cost implementation
silencers to attenuate the undesired noise [1], [2]. Theseof powerful adaptive algorithms [21] and encouraged wide-
passive silencers are valued for their high attenuation overspread development and application of ANC systems [22].
a broad frequency range; however, they are relatively The continuous progress of ANC involves the development
large, costly, and ineffective at low frequencies. Mechanical of improved adaptive signal processing algorithms, trans-
vibration is another related type of noise that commonly ducers, and DSP hardware. More sophisticated algorithms
creates problems in all areas of transportation and manu-allow faster convergence and greater noise attenuation
facturing, as well as with many household appliances. and are more robust to interference. The development of

Active noise control (ANC) [3]-[6] involves an elec- improved DSP hardware allows these more sophisticated
troacoustic or electromechanical system that cancels thealgorithms to be implemented in real time to improve
primary (unwanted) noise based on the principle of super- system performance.
position; specifically, an antinoise of equal amplitude and |n this paper, noise is defined as any kind of undesirable
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development of ANC systems, [3], [5], and [6] provide Noise |Primary Noise Error
excellent introduction to acoustics and vibration. Source [ 75 Q) Microphone
Reference Canceling
Microphone Loudspeaker

B. Current Applications

ANC is an attractive means to achieve large amounts
of noise reduction in a small package, particularly at low > ANC |
frequencies. Many applications of ANC involving real
and simulated experiments are introduced in [4] Current Fig. 1. Single-channel broad-band feedforward ANC system in
applications for ANC include attenuation of unavoidable a duct.
noise in the following end equipment.

1) Automotive: Including electronic mufflers for exhaust 4ise without the benefit of an “upstream” reference input.
and induction systems, noise attenuation inside vehicle gyy,cryres for feedforward ANC are classified into 1) broad-
passenger compartments, active engine mounts, and so0 Oyanq adaptive feedforward control with a reference sensor,

2) Appliances: Including  air-conditioning - ducts, air \ypich will be discussed in Section I, and 2) narrow-band
conditioners, refrigerators, kitchen exhaust fans, washing 5qantive feedforward control with a reference sensor that is
machines, furnaces, dehumidifiers, lawn mowers, vacuum ¢ influenced by the control field (e.g., tachometer), which
cleaners, headboards, room isolation, and so on. will be presented in Section IlI. In Section 1V, the concept

3) Industrial: Fans, air ducts, chimneys, transformers,_ of adaptive feedback ANC will be developed from the
power generators, blowers, compressors, pumps, chaifgiangnoint of reference signal synthesis, thereby providing
saws, wind tunnels, noisy plants (at noise sources or many, |ink 1o the feedforward systems in previous sections.
local quiet zones), public phone booths, office cubicle |, gection v, these single-channel ANC systems will be
partitions, ear protectors, headphones, and so on. expanded to multiple-channel cases. Section VI will intro-

4) Transportation: Airplanes, ships, boats, pleasure mo- q,ce various online secondary-path modeling techniques.
torboats, helicopters, snowmobiles, motorcycles, diesel 10- gection il will introduce various special ANC algorithms
comotives, and so on. such as lattice ANC, frequency-domain ANC, subband

ANC, and recursive-least-squares (RLS). Finally, several
C. Performance Evaluation and Practical Considerations examples applying ANC to real-world problems will be

When ANC is deployed in real applications, many prac- highlighted in Section VIII.
tical problems arise and need to be addressed [23]. An ap-
proach to adaptive ANC performance analysis that involves Il. BROAD-BAND FEEDFORWARD ANC

a hierarchy of techniques, starting with an ideal simplified  This section considers broad-band feedforward ANC
problem and progressively adding practical constraints andsystems that have a single reference sensor, single sec-
other CompleXities, is essential [24] Performance analySiS Ondary source, and Sing|e error sensor. This genre will
resolves the following issues: 1) the fundamental perfor- he exemplified by the single-channel duct-acoustic ANC
mance |Im|tat|0nS, 2) the pl’actical constraints that limit System shown in F|g l’ where the reference input is p|Cked
performance; 3) performance balanced against complexity;up by a microphone. The reference signal is processed by
and 4) how to determine a practical design architecture. At the ANC system to generate the control signal to drive
each step, a degree of confidence is gained and a benchmark |oudspeaker. The error microphone is used to monitor
is established for comparison and cross checking with the the performance of the ANC system. The objective of the
next level of complexity. controller is to minimize the measured acoustic noise. Note
In order to be suitable for industrial use, the ANC that this setup is only used as an example of broad-band

system must have certain properties [25]: 1) maximum ANC; the general techniques are widely applicable to a
efficiency over the largest frequency band possible to cancelyariety of acoustic and vibration problems.

a wide range of noise; 2) autonomy with regard to the
installation, so that the system could be built and preset A, Basic Principles

in the manufacturing area and then inserted on site; 3) The basic broad-band ANC system shown in Fig. 1 is

self qdaptgbility of th? system in order to deal with Y described in an adaptive system identification framework
variations in the physical parameters (temperature, airflow illustrated in Fig. 2, in which an adaptive filtd¥ (2) is

speed, etc.); and 4) robustness and reliability of the different used to estimate an unknown plahtz). The primary path

elementg of the system and simplification of the control P(z) consists of the acoustic response from the reference
electronics. sensor to the error sensor where the noise attenuation is to
) be realized. If the plant is dynamic, the adaptive algorithm
D. Paper Outline then has the task of continuously tracking time variations of
ANC is based on either feedforward control, where a the plant dynamics. The most important difference between
coherent reference noise input is sensed before it propagate&ig. 2 and the traditional system identification scheme is
past the secondary source, or feedback control [26], [27], the use of an acoustic summing junction instead of the
where the active noise controller attempts to cancel the subtraction of electrical signals. However, for consistency

x(n) y(n) e(n)
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Fig. 2. System identification viewpoint of ANC.
Fig. 3. Simplified block diagram of ANC system.

we will continue to represent the summing junction by a _ _

subtraction; it is really arbitrary anyway because it can be from the canceling loudspeaker to the error microphone,

implemented with a sign change of the secondary signal [4]. Where the primary noise is combined with the output of
The objective of the adaptive filtd#(z) is to minimize the adaptive filter. Therefore, it is necessary to compensate

the residual error signat(n). From Fig. 2, E(z) = 0 for the secpndgry-path transf_er_ functisi{z) from y(n)
after the adaptive filtef?’(z) converges. We then have O ¢(n), which includes the digital-to-analog (D/A) con-
W(z) = P(z) for X(z) # 0, which implies thaty(n) = verter, reconstruction filter, power amplifier, loudspeaker,
d(n). Therefore, the adaptive filter outpytn) is identical acoustic path from loudspeaker to error microphone, error
to the primary disturbancel(n). When d(n) and y(n) microphone, preamplifier, antialiasing filter, and analog-to-
are acoustically combined, the residual errore(s) = digital (A/D) converter. For purposes of analysis, we shall
d(n) — y(n) = 0, which results in perfect cancellation of répresent the actual system in Fig. 2 by the block diagram
both sounds based on the principle of superposition. of Fig. 3. . .

The performance of ANC can be determined by From Fig. 3, thez-transform of the error signal is
frequency-domain analysis of the _reS|_duaI error signal E(2) = [P(2) — S(:)W ()] X (2). )
e(n). The autopower spectrum efn) is given by [4]

As discussed with respect to (1), the residual error is limited
See(w) = [1 = Cuaz(w)]Saa(w) @ by the coherence of the reference signal. However, for
whereCy, (w) is the magnitude-squared coherence function purposes gaining insight, we shall make the simplifying
[28] between two wide-sense stationary random processesassumption here that after convergence of the adaptive
d(n) and z(n) and Suu(w) is the autopower spectrum of filter, the residual error is ideally zero [i.ef(z) = 0].
d(n). This equation indicates that the performance of the This requiresi¥(z) to realize the optimal transfer function

ANC system is dependent on the coherence, which is a P(2)
measure of noise and the relative linearity of the two We(z) = S2) 3
processed(n) andz(n). In order to realize a small residual i
error, it is necessary to have very high coherditg (w) ~ In other words, the adaptive filtd¥’(z) has to simulta-

1] at frequencies for which there is significant disturbance neously modelP(z) and inversely modelS(z). A key
energy. The maximum noise reduction of an ANC system at advantage of this approach is that with a proper model of the
frequencyw in decibels is given by-101log;, [1 — Cyz(w)]. plant, the system can respond instantaneously to changes in

As illustrated in Fig. 1, after the reference signal is the input signal caused by changes in the noise sources.
picked up by the reference sensor, the controller will have However, the performance of an ANC system depends
some time to calculate the right output to the canceling largely upon the transfer function of the secondary path.
loudspeaker. If this electrical delay becomes longer than By introducing an equalizer, a more uniform secondary path
the acoustic delay from the reference microphone to the frequency response is achieved. In this way, the amount of
canceling loudspeaker, the performance of the system will noise reduction can often be increased significantly [29].
be substantially degraded. That is because the controllerin addition, a sufficiently high-order adaptive FIR filter is
response is noncausal when the electrical delay is longerrequired to approximate a rational functiafS (=) shown
than the acoustic delay. When the causality condition is met, in (3). It is impossible to compensate for the inherent delay
the ANC system is capable of canceling broad-band randomdue to S(z) if the primary pathP(z) does not contain a
noise. Note that if causality is not possible, the system candelay of at least equal length.
effectively control only narrow-band or periodic noise.

C. Filtered-X LMS Algorithm

B. Secondary-Path Effects The introduction of the secondary-path transfer function
The use of the adaptive filter for ANC application shown into a controller using the standard LMS algorithm shown in

in Fig. 1 is complicated by the fact that the summing junc- Fig. 3 will generally cause instability [30]. This is because

tion in Fig. 2 represents acoustic superposition in the spacethe error signal is not correctly “aligned” in time with
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the reference signal, due to the presenceS¢f). There x(n) A2 a(n) .

are a number of possible schemes that can be used to e(n)
compensate for the effect ¢f(z). Morgan [31] suggested ——»
two approaches to solving this problem. The first solution §.4 _
is to place an inverse filter]/S(z), in series withS(») Wiz y(n) s y'(n)

to remove its effect. The second solution is to place an \

identical filter in the reference signal path to the weight A
update of the LMS algorithm, which realizes the so-called
filtered-X LMS (FXLMS) algorithm [9]. Since an inverse
does not necessarily exist féi(z), the FXLMS algorithm x'(n) LMS -
is generally the most effective approach. The FXLMS
algorithm was independently derived by Widrow [32] in  Fig. 4. Block diagram of ANC system using the FXLMS algo-
the context of adaptive control and Burgess [17] for ANC rithm.

Y

applications.
1) Derivation of the FXLMS AlgorithmThe placement x(n) d(n)
of the secondary-path transfer function following the digital ' A2) +
filter W (=) controlled by the LMS algorithm is shown in e(n)
Fig. 3. The residual signal is expressed as p il
e(n) = d(n) — s(n) * [ (a(m)] (& s [yl wa A

wheren is the time indexs(n) is the impulse response of
secondary patl§(z), = denotes linear convolutiomy(n) =
[wo(n) wi(n)---wr_1(n)]¥ and z(n) = [z(n) z(n — LMS
1)---z(n — L+ 1)]* are the coefficient and signal vectors
of W(z), respectively, and. is the filter order. The filter ~ Fig. 5. Equivalent diagram of Fig. 4 for slow adaptation and
W (z) must be of sufficient order to accurately model the °¢) = 9()-
response of the physical system.
Assuming a mean square cost functign) = E[¢*(n)], where 3(n) is the estimated impulse response of the
the adaptive filter minimizes the instantaneous squared errorsecondary-path fi|teé(z), The block diagram of ANC
R system using the FXLMS algorithm is illustrated in Fig. 4.
&(n) = ¢*(n) (5) The FXLMS algorithm appears to be very tolerant of
errors made in the estimation 6f z) by the filter$(z). As
using the steepest descent algorithm, which updates theshown by Morgan [31], within the limit of slow adaptation,
coefficient vector in the negative gradient direction with the algorithm will converge with nearly 90of phase
step sizep error between5(z) and S(z). Therefore, offline modeling
. can be used to estimat€(z) during an initial training
win+1) =w(n) — gvﬁ(ﬂ) (6) stage for most ANC applications. The detailed experimental
setup and procedure for offline secondary-path modeling is

where V&(n) is an instantaneous estimate of the mean- SUmmarized in [4]. The topic of adaptive online secondary-
square-error (MSE) gradient at time and is expressed path modeling will be discussed later in Section VI.

as Vé(n) = Vei(n) = 2[Ve(n)le(n). From (4), we ~ 2) Analysis of the FXLMS Algor.itthons.ider the case
have Ve(n) = —s(n) * z(n) = —'(n), wherez'(n) = in which the control fl|tel‘W(2'f) is changing slowly, so
[#'(n) 2'(n—1) -+ o' (n— L+1)]T andz’(n) = s(n)*z(n). that the order of¥/(z) andS(z) in Fig. 4 can be commuted
Therefore, the gradient estimate becomes [9], [31]. If 5(z) = S(z), Fig. 4 is then simplified to Fig. 5.
Since the output of the adaptive filter now carries through
Vé’(n) = —24'(n)e(n). (7) directly to the error signal, the traditional LMS algorithm

analysis method can be used, although the relevant refer-
Substituting (7) into (6), we have the FXLMS algorithm ~ ence signal is now’(n), which is produced by filtering
x(n) through S(z). This method gives accurate results if
w(n + 1) = w(n) + px’(n)e(n). (8) adaptation is slow, that is, if the step sizds small.
The maximum step size that can be used in the FXLMS
In practical ANC applications,S(z) is unknown and  algorithm is approximately [33]
must be estimated by an additional filté¢z). Therefore, 1
the filtered reference signal is generated by passing the Himax = m
reference signal through this estimate of the secondary path
whereP,, = E[z'2(n)] is the power of the filtered reference
Z'(n) = §(n) * z(n) 9) signalz’(n), andA is the number of samples corresponding

(10)
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to the overall delay in the secondary path. Therefore, the [39]
delay in the secondary path influences the dynamic response R T
of the ANC system by reducing the maximum step size in §(n) = () + yw” (njw(n) (12)
the FXLMS algorithm. where~ is a weighting on the control effort. Following the
Boucher and coworkers [34], [35] discuss the effects derivation of the FXLMS algorithm, the update algorithm
of secondary path modeling phase errors on the optimumcan be derived as
step size and convergence time. The analysis applies to ,
the special case when the reference signal is narrow- w(n +1) = vw(n) + pz'(n)e(n) (13)
band but the disturbance is still broad band. Numeric wherey = 1 — Y is the |eakage factor amdl< v < 1. This

results suggest that phase errors of 4@rdly affect the  |eaky FXLMS algorithm also reduces numeric error in the
convergence speed of the algorithm. However, convergencefinjte-precision implementation [4], [40]. The introduction
will slow appreciably as the phase difference approachesof a leakage factor has a considerable stabilizing effect on
90° because the poles come closer to the unit circle. the adaptive algorithm, especially when very large source
For narrow-band signals, errors in the estimation of the strengths are used [39], [41].
secondary path transfer function can be considered in As shown in [4], the leakage has the effect of modifying
two parts: amplitude errors and phase errors [36]. Any the diagonalized correlation matrix of the input process. All
magnitude estimation error will proportionally change the ejgenvalues are positive even if some of the original input
power of z/(n) and hence will simply scale the ideal ejgenvalues are zero. This guarantees a unique solution
stability bound accordingly. However, there is no simple and a bounded time constant for all modes. The price
relationship between phase modeling error and stability in of leakage is increased complexity of the weight update
the range of+90°. equation and the introduction of a bias into the converged

Another Complication that often arises in the broad-band solution [13] The choice 0—? thus represents a Compromise
case is that measurement noisga) andv(n) are present  petween biasing the convergence weight vector away from
in the reference and error signals, respectively. The optimalthe optimum solution and moderating the control effort.
unconstrained transfer functidi®(z) is [4]

D. Feedback Effects and Solutions

o P(2)Szx(2) The acoustic ANC system shown in Fig. 1 uses a ref-
We(z) = 2)° (11) erence microphone to pick up the reference noise and
processes this input with an adaptive filter to generate an
antisoundy(n) to cancel primary noise acoustically in the
_ X i duct. Unfortunately, the antisound output to the loudspeaker
measurement noise(n) associated with the error sensor. 154 radiates upstream to the reference microphone, result-
However, the measurement noigé:) associated with the ing in a corrupted reference signa{n). The coupling of
reference sensor does affect the optimum weight and hencgne acoustic wave from the canceling loudspeaker to the
reduces the cancellation performance. The best frequencyeference microphone is called acoustic feedback. Similar
response of the controller is a compromise between can-gffects take place in vibration ANC systems due to feedback
cellation of the primary noise:(n) and amplification of from the control actuator to reference sensor.
the measurement noise through the controller [25]. Some A more general block diagram of an ANC system that
practical considerations to reduce undesired measurement,c|udes feedback from the secondary source to the refer-
noise are given in [4]. _ . ence sensor is shown in Fig. 6, wherg) is the primary

In Fig. 4, if the secondary-path transfer functisitz) is noise,z(n) is the signal picked up by the reference sensor,
modeled as a pure delag, then 5(z) is replaced by a  ang F(») is the feedback path transfer function from the
delay A. This special case of the FXLMS algorithm is also  oytput of adaptive filtei’(z) to the reference sensor. The

known as the delayed LMS algorithm [37], [38]. The upper  sieady-state transfer function of the adaptive filter is [4]
bound for the step size [38] depends on the defaynd P()
4

is in close agreement with Elliott's approximation given in We(z) = .
(10). Therefore, efforts should be made to keep the delay 5(z) + P(2)F(2)
small, such as decreasing the distance between the error From Fig. 6, the open-loop transfer function associated
sensor and the secondary source and reducing the delay ifwith the feedback loop is given @oy.(z) = W(z)F(z).

electrical components. If the adaptive filteriW (=) has converged to the noiseless
3) Leaky FXLMS Algorithm:in an ANC system, the di-  optimal solution (14), then

rect application of the FXLMS algorithm sometimes leads
e : . . P(z)F(z)

to another problem: high noise levels associated with low- Hor(z) = .
frequency resonances, which may cause nonlinear distortion S(z) + P(2)F'(2)
by overloading the secondary source. An obvious solution This open-loop transfer function can be used to test the
to this problem is the introduction of output power con- stability of the system [42]. Instability will occur if the
straints. Similar results can be obtained by constraining the open-loop phase lag reaches 18thile the open-loop gain
adaptive filter weights by modifying the cost function as is greater than unity.

This equation shows thalv?(z) is independent of the

(14)

(15)

KUO AND MORGAN: ACTIVE NOISE CONTROL 947

Authorized licensed use limited to: UNIVERSITY OF SOUTHAMPTON. Downloaded on August 6, 2009 at 09:24 from IEEE Xplore. Restrictions apply.



d(n)
Noise R_eference . Error
+ e(n) Source [ Microphone Microphone
NN
‘(n
s(2) (n)
e(n)

Fig. 6. Block diagram of ANC system with feedback.

Noise Reference Error Fig. 8. ANC system using the filtered-U recursive LMS algo-

Source | ™ Microphone Microphone rithm.

operations [41]. However, the disadvantages of adaptive
IIR filters are: 1) IIR filters are not unconditionally stable
because of the possibility that some pole(s) of the filter
will move outside of the unit circle during the adaptive
process, causing instability; 2) the adaptation may converge
e(n) to a local minimum because the MSE function of adaptive
IIR filters is generally nonquadratic; and 3) IIR adaptive
algorithms can have a relatively slow convergence rate
in comparison with that of FIR filters. A comprehensive
discussion of adaptive IIR filters can be found in the
Fig. 7. ANC with acoustic feedback neutralization. literature [45], [46].

A block diagram of an adaptive IR ANC system [47]
is illustrated in Fig. 8. The output signal of the IIR filter
is computed as

1) Feedback NeutralizationThe simplest approach to
solving the feedback problem is to use a separate feedbacly(”)
car_lcel_lation, or “neutralization,”_ filter within the Contro_ller, y(n) = a” (n)z(n) + bF (n)y(n — 1) (16)
which is exactly the same technique as used in acoustic echo
cancellation [43]. This electrical model of the feedback wherea(n) = [ao(n) ai(n)---ar—1(n)]" is the weight
path is driven by the secondary signal, and its output vector of A(z),z(n) is the reference signal vectdiin) =
is subtracted from the reference sensor signal [44]. A [bi(n) ba(n)---basr(n)]" is the weight vector of3(z), and
duct-acoustic ANC system using the FXLMS algorithm %{n— 1) is the output signal vector delayed by one sample.
with feedback neutralization is illustrated in Fig. 7. The Many algorithms can be employed to find the optimal set
feedback component of the reference microphone signalOf coefficientsa; andb,,, to minimize the error signai(n).
is canceled electronically using a feedback neutralization I 1976, Feintuch [48] suggested that the recursion based
filter £'(z), which models the feedback paffyz). on the _oId output gradients is r!egligible. Bas_ed on this

Since the primary noise is highly correlated with the Suggestion, the “filtered-U recursive LMS algorithm” [49]
antinoise, the adaptation of the feedback neutralization filter for ANC is derived as [4]
njugt be inhibiteq when the ANC system i; in opgration, a(n +1) =a(n) + pz’ (n)e(n) 17)
similar to adaptive echo cancellation during periods of b Db i — 1 18
double talk. Thus, feedback neutralization is achieved, in (n+1) =b(n) + gy (n — Le(n) (18)
effect, by using an offline adaptive method for determining whereg/(n — 1) = 3(n) * y(n — 1) is the filtered version

the transfer function of the feedback path. The mO@I’S) of the canceling signal vector at time— 1. In practice, it
and F'(z) can be estimated simultaneously by using the is reasonable to use a higher order 18fz) than for A(z)
offline modeling technique [4]. [50]. Real-time experiments have been conducted to test

2) Adaptive IIR Filter: Equation (14) shows that when the system performance for various reference microphone
feedback is present, the optimal solution of the adaptive locations, error microphone locations, and different time-
filter is generally an IIR function with poles and zeros. This varying sources, such as a centrifugal fan and diesel engine
rational function can be approximated by an FIR function [51].
of sufficient order, but a smaller step sizethen has to Given the complexities associated with the pole-zero
be used for stability reasons. The poles of an IIR filter structure ofP(z), S(z), and F(z), one cannot predict the
make it possible to obtain well-matched characteristics with values to which4(z) and B(z) will converge. Also, global
a lower order structure, thus requiring fewer arithmetic convergence and stability of the filtered-U recursive LMS
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Fig. 9. Basic configuration of narrow-band ANC system.

algorithm have never been proven formally. A modified
leaky version of the simplified hyperstable adaptive re-
cursive filter (SHARF) algorithm [52] has been developed

be canceled. The first technique is called the waveform
synthesis method, which was proposed by Chaplin [55].
The second techniqgue embodies the adaptive notch filter,
which was originally developed for the cancellation of tonal

interference [56] and applied to periodic ANC [57].

The waveform synthesis method discussed next in
Section 1lI-B employs synchronous sampling. However,
for some applications, the actual period will vary from
the nominal value as a function of loading conditions.
Therefore, it is sometimes desirable to operate asynchro-
nously with a fixed sampling rate so that the secondary-path
estimate filter coefficients do not have to be changed as
a function of actual machine rotation rate. Also, some
digital signal processors cannot be efficiently utilized on
a synchronous signal-driven basis. Asynchronous ANC
systems using the FXLMS algorithm eliminate the problem
of having to changeé‘(z) as the sampling rate varies and

for ANC applications to improve the stability of the IIR
adaptive filter [53]. In that algorithm, a lowpass filter is
used to smooth the error signal for the filtered-U recursive
LMS algorithm, thereby providing a higher stability margin.

are implicit in the later formulations of Sections 11I-C and
11-D.

B. Waveform Synthesis Method

1) Structures and AlgorithmsThe waveform synthesizer

1. . .
i o [55] stores canceling noise waveform samples(n),l =
Many noises are periodic, such as those generated by, 1,...,L — 1} in unique contiguous memory addresses,

. . )
engines, compressors, motors, fans, and propellers. Direc{ypere 7, is the number of samples over one cycle of the
observation of the mechanical motion of such sources ,ayeform andn is the current time index. These samples
generally is possible by using an appropriate sensor, whichenresent the required waveform to be generated and are
provides an electrical reference signal that contains the sequentially sent to a D/A converter to produce the actual

fundamental frequency and all the harmonics of the primary ¢anceling noise waveform for the secondary loudspeaker.
noise. However, this technique is only effective for periodic 11,5

noise because the fundamental driving frequency is the only
reference information available.

N ARROWBAND FEEDFORWARD ANC

A. Introduction represents thg(r)th element of waveform samples, where

A basic block diagram of narrow-band ANC for reducing :(n) = n» mod L and can be implemented as a pointer
periodic acoustic noise in a duct is illustrated in Fig. 9. This incremented in a circular fashion between zero énd 1
system controls harmonic sources by adaptively filtering a for each sampling period, controlled by interrupts generated
synthesized reference signa{n) internally generated by  from the synchronization signal.
the ANC system. This technique has the following advan-  The residual noise picked up by the error microphone
tages: 1) undesired acoustic feedback from the cancelingis synchronously sampled with the reference signal timing
loudspeaker back to the reference microphone is avoided;pulses. In a practical system, there is a delay between the
2) nonlinearities and aging problems associated with the time the signaly(n) = w;,)(n)] is fed to the loudspeaker
reference microphone are avoided; 3) the periodicity of the and the time it is received at the error microphone. This
noise removes the causality constraint; 4) the use of andelay can be accommodated by subtracting a time offset
internally generated reference signal results in the ability from the circular pointerj(n). Thus, the adaptation unit
to control each harmonic independently; and 5) it is only adjusts the values of the waveform samples using a variant
necessary to model the acoustic plant transfer function overof the LMS algorithm
frequencies in the vicinity of the harmonic tones; thus, an
FIR filter with substantially lower order may be used.

The reference signal generator is triggered by a syn-
chronization pulse from a nonacoustic sensor, such as a
tachometer signal from an automotive engine. In general, where A = |r/T] and 7 is the time delay, which is
two types of reference signals are commonly used in constant for a given loudspeaker-microphone arrangement,
narrow-band ANC systems: 1) an impulse train with a T is the sampling period, anfl:| = greatest integer less
period equal to the inverse of the fundamental frequency than or equal tac. This offset numberA must be updated
of the periodic noise [54] and 2) sinewaves that have the as the sampling rate varies, since it is synchronized with
same frequencies as the corresponding harmonic tones tdhe noise source.

l=j(n—A)
otherwise

wy (ﬂ) + NC(TL),
wi(n),

wi(n+1)= { (20)
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Fig. 10. Equivalent diagram of waveform synthesis method using
impulse train input and neglecting secondary path effects.

2) Principle and Analysis:The waveform synthesis
method is equivalent to an adaptive FIR filter of order
L = N excited by a Kronecker impulse train of period
N = T,/T samples [4]

(21)

where §(-) is the discrete Kronecker delta function and
To = 2w /wg is the period of the noise with fundamental
angular frequencywy. Temporarily neglecting secondary
path effects, Fig. 10 shows how the periodic noise is
canceled by the output of an adaptive filter using the
periodic impulse train as the reference inpyt).

For reference signal (21) and an adaptive filter with order
L = N, the transfer functionH (z) between the primary
input D(z) and the error outpuk( =) is derived as [54]

E(2) 1—2F

HA) =50 “ 1=

(22)

The zeros have constant amplitudel = 1) and are equally
spaced(27/L) on the unit circle of thez plane to create

nulls in the frequency response at harmonic frequencies
kwo. Therefore, the tonal components of the periodic noise
at the fundamental and harmonic frequencies are attenuate

by this multiple-notch filter. The poles have the same
frequency as the zeros but are equally spaced on a circl
at distancg1 — 1) from the origin. The effect of the poles
is to introduce a resonance in the vicinity of the null, thus
reducing the bandwidth of the notch.

Equation (22) also gives a practical limitation on the
value of . from stability considerations; that i8,< < 1
for an impulse train of unit amplitude. The 3-dB bandwidth
of each notch fon, <« 1 is approximated a®3 ~ /77T
(Hz) [54]. This shows that the bandwidth of the notch
filter is proportional to the step sizg. In the general

e

computed as

L—1
2'(n) =" Bn—1) = 3 (23)
=0

where 5, is the Ith coefficient of the filterS(z), j(n)
n mod L is the same circular pointer as that used in
(19). Therefore, the FXLMS algorithm for synchronous
waveform synthesis ANC systems becomes [4]

1=0,1,...,L—1

(24)

wi(n + 1) = wi(n) + pe(n)3im,y,

where k(n,l) = (n — 1) mod L.

The transfer function of the synchronous periodic con-
troller in the ideal environment [withoui(z)] is specified
by (22). The presence & z) modifies the transfer function
of the controller to [58]

_ 1—27%
11— pS() L

H(z) (25)
The detailed dynamic stability limits are analyzed elsewhere
[58].

4) Delayed LMS Algorithm:If the case of a single sinu-
soid is considered, then the steady-state response of the
secondary path can be modeled by a pure delay. Therefore,
the compensator can be approximatedﬂs) = 272,
where A is the number of samples of delay fropi{n)
to e(n). If the delay valueA is small compared to the
filter length L, the convergence behavior of the delayed
LMS algorithm is not significantly impaired from that of
the conventional LMS algorithm [37]-[39].

The steady-state transfer functidi(z) from D(z) to

E(z) for the delayed LMS algorithm is [59]
1—zF

. (1= pz IA/EIL) =L

H(z) (26)

dI'his transfer function shows that the delayed coefficient

adaptation changes the pole structure. In addition to re-
ducing the bandwidth of the notch, the inclusion of delay
shifts the angle of the poles away frobwg, and accord-
ingly increases the out-of-band overshoot of the frequency
response [59], [60]. As the step sizeand/or the delay

in the secondary path is increased, these out-of-band peaks
become larger until the system finally becomes unstable.

C. Adaptive Notch Filters
1) Narrow-Band Adaptive Noise CanceleAn adaptive

case, the time constant of the response envelope decayotch filter can be realized by using an adaptive noise

~
~

is approximatelyr ~ T/ (second). Therefore, there is

canceler [56] with a sinusoidal reference signal. The

tradeoff between the notch bandwidth and the duration of advantages of the adaptive notch filter are that it offers easy
the transient response, which is determined by the step sizecontrol of bandwidth, an infinite null, and the capability to

and the sampling rate of the narrow-band ANC system.
3) FXLMS Algorithm: As discussed in Section Il, the
effects of the secondary patfiz) must be compensated
for by using the FXLMS algorithm. Assuming a secondary-
path estimates(z) of order L = N, the output ofS(z) is

950

adaptively track the exact frequency of the interference. A
single-frequency adaptive noise canceler with two adaptive
weights is illustrated in Fig. 11. The reference input is a
cosine wavez(n) = zo(n) = Acos (won), where A and

wp are the amplitude and frequency, respectively, of the
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a(n) W2)

Primary Signal X0
W(2)
Xo(m) 90° x¢(n) + e(n)
Reference o Pgr?i?te Gl
Signal x(n) -
wo(n) w;y(n)
+
{7y F_ig. 12. Single-frequency ANC system using the FXLMS algo-
+ y(n) rithm.
LMS |-
o 2) Single-Frequency ANCThe application of the adap-
Z)

tive notch filter to periodic ANC has been developed by
Fig. 11. Single-frequency adaptive notch filter. Ziegler [57]. A recursive quadratic oscillator provides two
orthogonal componentsy(n) and z1(n), which are used

as reference inputs for the adaptive filter. These two signals
are separately weighted and then summed to produce the
canceling signal(n). The delayed LMS algorithm updates
the filter weights to minimize the residual erren). Thus

reference signal. A 90phase shifter is used to produce the
quadrature reference signad(n) = Asin (won).
The steady-state transfer functiéf(z) from the primary
input d(n) to the noise canceler outpufn) is [56]
wi(n + 1) = wi(n) + pe(n)z(n — A), =01
E(#) 7% —2zcoswp + 1

H(z)= = . (31)
D(z) 22—(2—pA?)zcoswg+1— pA?
27) where A is used to compensate for the secondary-path
transfer function.
The zeros offf (z) are located in the plane atz = %« Alternatively, the above delay unit can be replaced by a

being precisely on the unit circle at anghg. The adaptiv secondary-path estimatg(~) as in the FXLMS algorithm
noise canceler therefore acts as a tunable notch filter, withllustrated in Fig. 12. The adaptive weights are updated as
a notch located at th(_a reference frequengyFor a general wi(n + 1) = wi(n) + px)(n)eln), 1=0,1 (32
Lth order adaptive filter, (27) becomes [61]
where z{(n) andz{(n) are the filtered versions afy(n)
22 —2zcoswo + 1 (28) and z1(n), respectively, obtained through the secondary-

) pLA? pLA% path estimateS(z).

= <2 T 5 )ZCOSWO tl-— In the limit of slow adaptation, the transfer function of
the narrow-band ANC system then becomes [4]

Therefore, the poles are dependent on the number of taps
L, and that will affect the shape of the notch. H(z)=

The sharpness of the notch is determined by the closeness

H(z) =

22— 2zcoswp + 1
22 —[2coswg — Beoswg — Ppa)|z + 1 — Bcos pa

of the poles to the zeros. The 3-dB bandwidth of the notch (33)

filter is estimated as [61] where 5 = uA2?A,, A, is the amplitude ofS(z) at fre-
) quencywo, and ¢a = ¢s — ¢ is the phase difference

B~ pLA (Hz). (29) betweenS(z) and S(z) at wg. For small 3,H(z) has

4nl complex conjugate poles at radius = /I — Fcos Pa.

Since all the terms composingare positive, the radius of
the pole can be greater than one onlyd ¢ is negative.
Accordingly, the stability condition is

When the interfering sinusoid frequency changes rapidly or
jitters around, the notch width must cover a wider frequency
range. This can be accomplished by using a larger
which has the effect of providing faster tracking and of cospa >0 or —90° < pa < 90° (34)
producing a wider notch. Fak = 2, the system has very ] )

fast convergence and thée time constant of the adaptation @nd the convergence time constant is slowed down by a

is approximated as [4] factor of 1/ cos ¢ [31].
Another method for analyzing the stability and transient

27 response of the adaptive notch filter using the FXLMS

Tmse < E () (30) algorithm is to formulate the problem in the complex

weight domain and apply standard control theory [62].

which is determined by the power of the reference sinewave Application of this analysis technique showed that large
and the step sizg. out-of-band gain can lead to instability. One solution to

KUO AND MORGAN: ACTIVE NOISE CONTROL 951

Authorized licensed use limited to: UNIVERSITY OF SOUTHAMPTON. Downloaded on August 6, 2009 at 09:24 from IEEE Xplore. Restrictions apply.



the out-of-band gain problem is to equalize the secondary- 3) Direct/Parallel Form: A configuration of multiple ref-
path transfer functiorS(z) in phase and amplitude over erence signal generators and corresponding adaptive filters
the entire band. An alternative solution is to control the has been developed [66] to improve the performance of
out-of-band response by either employing a bandpass filterANC systems for automotive applications. The idea is to
in the secondary path before demodulation or a lowpassseparate a collection of many harmonically related sinu-
filter after demodulation [62]. However, there is an inherent soids into mutually exclusive sets that individually have
tradeoff here because in addition to attenuating out-of-bandfrequencies spaced out as far as possible. In general, if
gain, a bandpass filter will also introduce delay. Another there areA harmonics to be canceled add (K < M)
solution consists of two interconnected adaptive filters using signal generators are used, each reference sigiial), k =
the same internally generated reference signal [63]. 1,2,..., K contains staggered sinusoidal frequencies of
3) Simplified Single-Frequency AN(Ziegler’s technique every other Kth harmonic. These reference signals are
requires either two tables (cosine and sine) in the waveform processed by their corresponding adaptive filters. By par-
generator to generatey(n) and x1(n) or uses only one titioning signal component frequencies in this fashion,
cosine table and a 9(phase shift unit to generate the sine the accuracy and rate of convergence of each adaptive
waveform. In a simplified single-frequency ANC system filter can be significantly improved. This is because the
[64], a single-cosine-wave generator is used to generate a@requency difference between any two successive sinusoidal
reference inpuk(r), which is then fed to a simple second- components in:,(n) is effectively increased, as compared
order FIR filter, where both weights are updated by the to the direct implementation technique.
FXLMS algorithm. (See [4] for details.) In this case, the  4) Cascade Form:ldeally, multiple-sinusoid references
fastest convergence can be achieved by choosing a samplingre more effectively employed in a cascadeMéfsecond-
rate equal to four times the frequency of the sinewave.  order single-frequency notch filters. The overall response
of such an arrangement is given by [60]
D. Multiple-Frequency ANC o

M
In practical applications, periodic noise usually contains H(z)= H,.(2) = . —
multiple tones at the fundamental frequency and at several ,,1;[1 ,,gl 1+ S5(2)Won(2)
harmonic frequencies. This type of noise can be attenuated . . . i
by a filter with multiple notches. In general, realization of VV\I//here W’"(;) is the mlth ste;:tlon adaptive (1;|Iter. Ea(;]h
multiple notches requires higher order filters, which can be m(#) produces a pole at frequenay,,, and so eac

implemented by direct, parallel, direct/parallel, or cascade Hy(2) produces a notch ab’."' If_ an e_stlmatg (?f the .
forms. secondary-path transfer function is available, it is possi-

1) Direct Form: A method for eliminating multiple si- ble to configure a “pseudocascade” arrangement [60] that

: ST ideally performs as a true cascade but requires only one
nusoidals or other periodic interference was proposed by A
Glover [61]. The reference input is a sum &f sinusoids second_ary path estimaté(z). The pseudocascade FXLMS
notch filters are expandable to any number of stages and
M

can theoretically cover an arbitrarily wide bandwidth.
a(n) = Z A c0s (W) (35) 5) Rectangular-Wave Reference Signdlhe rectangular-
m=t wave z(t) potentially contains the fundamental and all

where A,,, and w,, are, respectively, the amplitude and harmonic components of the periodic noise. The shape
the frequency of thenth sinusoid. When the frequencies of the spectrum of:(¢) is dependent on the duty-cycle
of the reference sinusoids are close together, a long filter ratio 7 /Ty, where and T, are the pulse width and the
(L > 2M) is required to give good resolution between fundamental period of the rectangular wave. (See [4], [67],
adjacent frequencies. This is an undesired solution sinceand [68] for details.)
a higher order adaptive LMS filter results in slower con-
vergence, higher excess MSE, and higher numeric errors.g Active Noise Equalizers
An application of Glover's method for actively attenuating
engine-generated noise has been proposed [65].

2) Parallel Form: For the case in which the undesired

37

The design of an ANC system usually pursues maximal
attenuation of the incoming noise. However, in some ap-

fimary noise containd/ sinusoids M two-weiaht adan- plications, it is desirable to retain a small residual error
b Y ' 9 P with s