Volume 1 lssue 1, June 2012

ISSN : 2278 - 3075
Website: www.ijitee.org

Bl yesnelgence Engneenng & Sinces Puation Pt Lt |

Exploring Innovation: A Key for Dedicated Services

b B~ [t 22, First Floor, Shivioke Phase IV,
¢ Wl Khajuri Kala, BHEL-Piplani, Bhopal (M P )-462021, India
ebsite: www.blueevesintellipence org
mail: director@blueeyesintellipence ore. blueeyes@omail com
ell #: +91- 9669981618, WhatsApp #: +91-9669981618. Viber #: +91-9669981618
kype #: beiesp, Twitter #: beiesp




Editor In Chief

Dr. Shiv K Sahu

Ph.D. (CSE), M.Tech. (IT, Honors), B.Tech. (

Director, Blue Eyes Intelligence Engineering & Saies Publication Pvt. Ltd., Bhopal(M.P.), Ir

Dr. Shachi Sahu
Ph.D. (Chemistry), M.Sc. (Organi¢hemistry
Additional Director, Blue Eyes Intelligence Enginieg & Sciences Publication Pvt. Ltd., Bhopal(M,Rndic

Vice Editor In Chief
Dr. Vahid Nourani
Professor, Faculty of Civil Engineering, Universiti Tabriz, Iran

Prof.(Dr.) Anuranjan Misra
Professor & Head, Computer Science & Engineering) laformation Technology & Engineering, Noida Intational University
Noida (U.P.), India

Chief Advisory Board
Prof. (Dr.) Hamid Saremi
Vice Chancellor of Islamic Azad University of IraQucharBranch, Quchan-Iran

Dr. Uma Shanker
Professor & Head, Department of Mathematics, CE@sBur(C.G.), Indi

Dr. Rama Shanker
Professor & Head, Department of Statistics, Eritrstitute of Technology, Asmara, Eritre

Dr. Vinita Kumari
Blue Eyedntelligence Engineering & Sciences Publication. Rtd., Indie

Dr. Kapil Kumar Bansal
Head (Research and Publication), SRM Universityi@zd (U.P.), Ind

Dr. Deepak Garg

Professor, Department of Computer Science and Eerging, Thapar UniversityPatiala (Punjab), India, Senior Member of |E|
Secretary of IEEE Computer Society (Delhi Sectidife Member of Computer Society of India (CSidlan Society of Techcal
Education (ISTE), Indian Science Congress Assanifiolkata.

Dr. Vijay Anant Athavale
Director of SVS Group of Institutions, Mawana, MatefU.P.) India/ U.P. Technical University, Inc

Dr. T.C. Manjunath
Principal & Professor, HKBK College of Engg, NagaaaArabic College Road, Bengal-560045, Karnataka, Indi

Dr. Kosta Yogeshwar Prasad
Director, Technical Campus, Marwadi Education Faiimh’'s Group of Institutions, Rajk-Morbi Highway, Gauridad, Rajka
Guijarat, India

Dr. Dinesh Varshney
Director of College Development Counceling, Deviilg University, Indore (N.P.), Professor, School of Physics, Devi Ahi
University, Indore (M.P.), and Regional Directoratihya Pradesh Bhoj (Open) University, Indore (M.Rdia

Dr. P. Dananjayan
Professor, Department of Department of ECE, PomdigtEngineering College,ondicherry,India

Dr. Sadhana Vishwakarma
Associate Professor, DepartmefnEngineering Chemistry, Technocrat Institute etfinology, Bhopal(M.P.), Inc

Dr. Kamal Mehta
Associate Professor, Deptment of Computer Engingefnstitute of Technolog NIRMA University, Ahmedabad (Gujarat), In

Dr. CheeFai Tan
Faculty of Mechanical Engineeringniversity Technical, Malaysia Melaka, Malay

Dr. Suresh Babu Perli
Professor 8Head, Department of Electrical and Electronic Eegiing, Narasaraopetingineering College, Guntur, A.P., In



Dr. Binod Kumar
Associate Professor, Schhool of Engineering and fitoen Technology, Faculty of Integrative Sciencesl dechnology, Que:
International University, Ipoh, Perak, Malay

Dr. Chiladze George
Professr, Faculty of Law, Akhaltsikhe State Universityhillsi University, Georgi

Dr. Kavita Khare
Professor, Department of Electronics & CommunicaEngineeringMANIT, Bhopal (M.P.), INDIA

Dr. C. Saravanan
Associate Professor (System Manager) & Heawmputer Center, NIT, Durgapur, W.B. India

Dr. S. Saravanan
Professor, Department of Electrical and Electrofingineering, Muthayamal Engineering College, Resim, Tamilnad, India

Dr. Amit Kumar Garg
Professor &Head, Department of Electronics and Communicatiogieering, Maharishi Markandeshwar University, Néwla,
Ambala (Haryana), India

Dr. T.C.Manjunath
Principal & Professor, HKBK College of Engg, Nagawara, Arabidl€ye Road, Bengalu-560045, Karnataka, Inc

Dr. P. Dananjayan
Professor, Department of Department of ECE, PomdigtEngineering College, Pondicherry, Ir

Dr. Kamal K Mehta
Associate Professor,dpartment of Computer Engineering, Institute offiredogy, NIRMA University, Ahmedabad (Gujarat), ia

Dr. Rajiv Srivastava
Director, Department of Computer Science & EngimegrSagar Institute of Research & Technology, BiA¢M.P.), Indi

Dr. Chakunta Venkata Guru Rao
Professor, Department of Computer Science & EngingeSR Engineering College, Ananthasagar, Waradgalhra Pradesh, Ina

Dr. Anuranjan Misra
Professor, Department of Computer Science & EngingeBhagwant Institute of Technqgy, NH-24, Jindal Nagar, Ghaziabad,
India

Dr. Robert Brian Smith
International Development Assistance Consultanipabenent of AEC Consultants Pty Ltd, AEC ConsukaBty Ltd, Macquari
Centre, North Ryde, New South Wales, Aust

Dr. Saber Mohamed Abd-Allah
Associate Professor, Department of Biochemistrygnghai Institute of Biochemistry and Cell Biologgye Yang Road, Shang|,
China

Dr. Himani Sharma
Professor & Dean, Department of Electronics & Comioation Engineering, MLR Institute of Tecology, Laxman Reddy Avenue,
Dundigal, Hyderabad, India

Dr. Sahab Singh
Associate Professor, Department of Management &uddronacharya Group of Institutions, Knowledgek-1ll, Greater Noida,
India

Dr. Umesh Kumar
Principal: Govt Women Poly, Ranchi, India

Dr. Syed Zaheer Hasan
ScientistG Petroleum Research Wing, Gujarat Energy ReseanchManagement Institute, Energy Building, Pandiefbdaya
Petroleum University Campus, Raisan, Gandhir-382007, Gujarat, India.

Dr. Jaswant Singh Bhomrah
Director, Department of Profit Oriented Technique B Crystal Gold, Vijalpore Road, Navsari 396445, &aj. Indi



Technical Advisory Board
Dr. Mohd. Husain
Director MG Institute of Management & Technologwrhara, Lucknow (U.P.), Inc

Dr. T. Jayanthy
Principal,Panimalar Institute of Technology, Chennai (TN{i

Dr. Umesh A.S.
Director, Technocrats Institute of Technology &&wie, Bhopal(M.P.), Ind

Dr. B. Kanagasabapathi
Infosys Labs, Infosys Limited, Center for Advanceodéling and imulation, Infosys Labs, Infosys Limited, Electrosi City,
Bangalore, India

Dr. C.B. Gupta
Professor, Department of Mathematics, Birla Ingtitof Technology & Sciences, Pilani (Rajasthangjdr

Dr. Sunandan Bhunia
Associate Professor & Head)ept. of Electronics & Communication Engineeringlaldia Institute of Technology, Haldia, We
Bengal, India

Dr. Jaydeb Bhaumik
Associate Professor, Dept. of Electronics & Comroation Engineering, Haldia Institute of Technolpbialdia, West Bengalndia

Dr. Rajesh Das
Associate Professor, School of Applied Sciencealdid Institute of Technology, Haldia, West Bengatlia

Dr. Mrutyunjaya Panda
Professor & Head, Department of EEE, Gandhi Ingtifar Technological Development, Bhubaneswar, ha, India

Dr. Mohd. Nazri Ismail
Associate Professor, Department of System and N&imgy University of Kuala (UniKL), Kuala Lumpur, BMaysiz

Dr. Haw Su Cheng
Faculty of Information Technology, Multimedia Uniggty (MMU), Jalan Multimedia, 63100 Cytjaye

Dr. Hossein Rajabalipour Cheshmehgaz
Industrial Modeling and Computing Department, Facuwf Computer Science and Information Systems,vehsiti Teknologi
Malaysia (UTM) 81310, Skudai, Malaysia

Dr. Sudhinder Singh Chowhan
Associate Professor, litstte of Management and Computer Science, NIMS bhsity, Jaipur (Rajasthan), In

Dr. Neeta Sharma
Professor & Head, Department of Communication SKikchnocrat Institute of Technology, Bhopal(M.Pyia

Dr. Ashish Rastogi
Associate ProfessoDepartment of CSIT, Guru Ghansi Das UniversityaBjur (C.G.), Indi

Dr. Santosh Kumar Nanda
Professor, Department of Computer Science and Ergimy, Eastern Academy of Science and TechnolBgys(), Khurda (Orisa)
India

Dr. Hai Shanker Hota
Assodate Professor, Department of CSIT, Guru GhansiDasersity, Bilaspur (C.G.), Ind

Dr. Sunil Kumar Singla
Professor, Department of Electrical and Instrum@neEngineering, Thapar University, Patiala (Pbyjandic

Dr. A. K. Verma
Professor, Depéinent of Computer Science and Engineering, Thapardusity, Patiala (Punjab), Inc

Dr. Durgesh Mishra
Chairman, IEEE Computer Society Chapter Bombayi@gcChairman IEEE MP Subsection, Professor & D@&D), Acropolis
Institute of Technology, Indore (M.P.), India

Dr. Xiaoguang Yue
Associate Professor, College of Computer and Inédion, Southwest Forestry University, Kunming (Yanj Chin



Dr. Veronica Mc Gowan
Associate Professor, Department of Computer andnBss Information Systems,Delaw#/alley College, Doylestown, PA, Allme
China

Dr. Mohd. Ali Hussain
Professor, Department of Computer Science and Ergimg, Sri Sai Madhavi Institute of Science & Tealogy, Rajahmundr
(A.P.), India

Dr. Mohd. Nazri Ismail
Professor, System and Netwirg Department, Jalan Sultan Ismail, Kaula LumpafALAY SIA

Dr. Sunil Mishra
Associate Professor, Department of CommunicatioifisStEnglish), Dronacharya College of Engineerif@rrukhnagar, Gurgac
(Haryana), India

Dr. Labib Francis Gergis Rofaiel
Associate Professor, Department of Digital Commatidms and Electronics, Misr Academy for Enginegriand Technology
Mansoura City, Egypt

Dr. Pavol Tanuska
Associate Professor, Department of Applied InforosetAutomation, and Mathematics, Trnava,vakia

Dr. VS Giridhar Akula
Professor, Avanthi's Research & Technological AaageGunthapally, Hyderabad, Andhra Pradesh,

Dr. S. Satyanarayana
Associate Professor, Department of Computer SciandeEngineering, KL University, Guntur, Andhra éksh, India

Dr. Bhupendra Kumar Sharma
Associate Professor, Department of Mathematicslilversity, BITS, Pilani, Indi

Dr. Praveen Agarwal
Associate Professor & Head, Department of Mathersafinand International College of Engineeringpuda{Rajastan), India

Dr. Manoj Kumar
Professor, Department of Mathematics, Rashtriyh#isPost Graduate Degree, College, Shamli, Praadhr, (U.P.), Indii

Dr. Shaikh Abdul Hannan
Associate Professor, Department of Computer Scjeviteekanand Arts Sardar LCipsing Arts and Science College, Auranga
(Maharashtra), India

Dr. K.M. Pandey
Professor, Department of Mechanical EngineeringdWat Institute of Technology, Silchar, Ind

Prof. Pranav Parashar
Technical Advisor, International Journal of SComputing and Engineering (IJSCE), Bhopal (M.mlid

Dr. Biswajit Chakraborty
MECON Limited, Research and Development DivisionGévt. of India Enterprise), Ran-834002, Jharkhand, Inc

Dr. D.V. Ashoka
Professor & Head, Department of Informaticcience & Engineering, SJB Institute of Technologgngeri, Bangalore, Indi

Dr. Sasidhar Babu Suvanam
Professor & Academic Cordinator, Department of Cotep Science & Engineering, Sree Narayana Gurukuofiege of
Engineering, Kadayiuruppu, KolenceKerala, India

Dr. C. Venkatesh
Professor & Dean, Faculty of Engineering, EBET @rofiInstitutions, Kangayam, Erode, Caimbatore (if&tadu), Indic

Dr. Nilay Khare
Assoc. Professor & Head, Department of Computesrgge, MANIT, Bhopal (M.P.), Ind

Dr. Sandra De laco
Professor, Dip.to Di Scienze DellEcononf®z. Matematic-Statistica, Italy



Dr. Yaduvir Singh
Associate Professor, Department of Computer Scigadengineering, Ideal Institute of Technology, Gadpuram Ghaziaba
Lucknow (U.P.), India

Dr. Angela Amphawan
Head of Optical Technology, School of Computingh&u Of Computing, Universiti Utara Malaysia, 0603ibitok, Kedah, Malaya

Dr. Ashwini Kumar Arya
Associate Professor, Department of Electronicsa8n@unication Engineerin Faculty of Engineering and Technology,Graphic
University, Dehradun (U.K.), India

Dr. Yash Pal Singh
Professor, Department of Electronics & CommunaratEngg, Director, KLS Institute Of Engg.& Techngyo Director, KLSIET,
Chandok, Bijnor, (U.P.), India

Dr. Ashish Jain
Associate Professor, Department of Computer SciénEmgineering, Accurate Institute of Managemeni &hnology, Gr. Noid
(U.P.), India

Dr. Abhay Saxena
Associate Professor & Head, DepartmehComputer Science, Dev Sanskriti Uersity, Haridwar, Uttrakhand, Inc

Dr. Judy. M.V
Associate Professor, Head of the Department CS &myrita School of Arts and Sciences, Amrita Vishwidyapeetham
Brahmasthanam, Edapally, Cochin, Kerala, |

Dr. Sangkyun Kim
Professor, Department bfdustrial Engineering, Kangwon National Universitiyoja 2 dong, ChuncheOnsi, Gangwondo, K

Dr. Sanjay M. Gulhane
Professor, Department of Electronics & Telecommaitinitn Engineering, Jawaharlal Darda Institute o§iBeering & Technolog
Yavatmal, Maharastra, India

Dr. K.K. Thyagharajan
Principal & Professor, Department of Informatiorieéchnology, RMK College of Engineering & TechnolpgSM Nagar
Thiruyallur, Tamil Nadu, India

Dr. P. Subashini
Assoc. Professor, Department of Computer ScieCoimbatore, India

Dr. G. Srinivasrao
Professor, Department of Mechanical EngineeringRRVJC, College of Engineering, Chowdavaram, Gurindia

Dr. Rajesh Verma
ProfessorDepartment of Computer Science & Engg. and Deptinformation Technology, urukshetra Institute of Technology
Management, Bhor Sadian, Pehowa, Kurukshetra (Hajyandic

Dr. Pawan Kumar Shukla
Associate Professor, Satya College of Engineeririge€nology, Haryana, Inc

Dr. U C Srivastava
Associate Professor, DepartmentApplied Physics, Amity Institute of Applied Sciescémity University, Noida, Ind

Dr. Reena Dadhich
Prof. & Head, Department of Computgcience and Informatics, MBS MArg, Near Kabir GidUniversity of Kota, Rajasthan, In

Dr. Aashis. S. Roy
Department of MaterialEngineering, Indian Institute of Science, Bangaldagnataka, Indi

Dr. Sudhir Nigam
Professor Department of Civingineering, Principal, Lakshmi Narain College afchinology and Science, Raisen, Road, Bht
(M.P.), India

Dr. S. Senthil Kumar

Doctorate, Department of Center for Advanced Image Information Technology, Division of Computere®ce and Engineerin
Graduate School of Electroniesd Information Engineering, Chon Buk National Wnsity Deok Ji-Dong, Jeonju, Chon Buk, 561-
756, South Korea Tamilnadu, India



Dr. Gufran Ahmad Ansari
Associate Professor, Department of Informationhhetogy, College of Computer, Qassim University-Qassim, Kingdom of
Saudi Arabia (KSA)

Dr. R. Navaneetha krishnan
Associate Professor, Department of MCA, BharathGallege of Engg & Tech, Karaikal Puducherry, B

Dr. Hossein Rajabalipour Cheshmejgaz
Industrial Modeling and Computing DepartmeFaculty of Computer Science and Information Systdgmsversiti Teknologi Skuda
Malaysia

Dr. Veronica McGowan
Associate Professor, Department of Computer anéhBss Information Systems, Delaware Valley Colldgeylestown, PA, Allma
China

Dr. Sanjay Sharma
Associate Professor, Department of MathematicdaBlmistitute of Technology, Durg, Chhattisgarhdit

Dr. Taghreed Hashim Al-Noor
Professor, Department of Chemistry, Ibn+aitham Education for pure Science College, Unitersf Baghdad, laq

Dr. Madhumita Dash
Professor, Department of Electronics & Telecommatiin, Orissa Engineering College , Bhubaneswasl@dilndii

Dr. Anita Sagadevan Ethiraj
Associate Professor, Department of Centre for Nagtotology Research (CNR), School of tronics Engineering (Sense), Vellc
Institute of Technology (VIT) University, Tamilnadundie

Dr. Sibasis Acharya
Project Consultant, Department of Metallurgy & MiakeProcessing, Midas Tech International, 30 MuSineet, Jindale-4074,
Queensland, Australia

Dr. Neelam Ruhil
Professor, Department of Electronics & Computerig®ering, Dronacharya College of Engineering, Gargadaryana, Ind

Dr. Faizullah Mahar
Professor, Department of Electrical EngineeringpBlaistan University of Engineerirand Technology, Pakist

Dr. K. Selvaraju
Head,PG & Research, Department of Physics, Kandaswamd&s College (Govt. Aided), Velur (PO), Namakkdl. Oramil Nadu,
India

Dr. M. K. Bhanarkar
Associate Professor, Department of Electronicsy&ghuUniversty, Kolhapur, Maharashtra, India

Dr. Sanjay Hari Sawant
Professor, Department of Mechanical Engineering JDd. Magdum College of Engineering, Jaysingimaia

Dr. Arindam Ghosal
Professor, Department of Mechanical Engineeringn@charya Group dnstitutions, B-27, PartH, Knowledge Park,Greater Noid
India

Dr. M. Chithirai Pon Selvan
Associate Professor, Department of Mechanical Eraging, School of Engineering & Information Techowy Manipal University
Dubai, UAE

Dr. S. Sambhu Prasad
Professor & Principal, Department of Mechanical Eegiring, Pragati College of Engineering, Andhra Bshdl Indic

Dr. Muhammad Attique Khan Shahid
Professor of Physics & Chairman, Department of RRysAdvisor (SAAP) at Government Post Graduatelegel ¢ Science,
Faisalabad.

Dr. Kuldeep Pareta
Professor & Head, Department of Remote Sensing8daNRM, B-30 Kailash Colony, New Delhi 110 048, In

Dr. Th. Kiranbala Devi
Associate Professor, Department of Civil Enginegrianipur Institute oTechnology, Takyelpat, Imphal, Manipur, In



Dr. Nirmala Mungamuru
Associate Professor, Department of Computing, Sobioengineering, Adama Science and Technology Ersity, Ethiopii

Dr. Srilalitha Girija Kumari Sagi
Associate Professor, Departmentdnagement, Gandhi Institute of Technology and Manzent, Indi

Dr. Vishnu Narayan Mishra
Associate Professor, Department of MathematicgjeBa/allabhbhai National Institute of Technologghchhanath Mahadev Dias
Road, Surat (Gujarat), India

Dr. Yash Pal Singh
Director/Principal, Somany (P.G.) Institute of Teology & Management, Garhi Bolni Road , Rewari Harg, Indic

Dr. Sripada Rama Sree
Vice Principal, Associate Professor, Departmen€ofnputer Science and Engineering, Aditya EngingeCollege, Surampalem,
Andhra Pradesh. India.

Dr. Rustom Mamlook
Associate Professor, Department of Electrical anth@uter Engineering, Dhofar University, Salalah,&dmMiddle East

Managing Editor
Mr. Jitendra Kumar Sen
International Journal of Innovigé Technology and Exploring Engineer (IJITEE)

Editorial Board
Dr. Saeed Balochian
Associate Professor, Gonaabad Branch, Islamic Alradersity, Gonabad, Irata

Dr. Mongey Ram
Associate Professor, Department of Mathematicspkdca Era University, Dehradun, Inc

Dr. Arupratan Santra
Sr. Project Manager, Infosys Technologies Ltd, étathad (A.P-500005, India

Dr. Ashish Jolly
Dean, Department of Computer Applications, ¢ Nanak Khalsa Institute & Management Studies, Yaniagar (Haryana), Ind

Dr. Israel Gonzalez Carrasco
Associate Professor, Department of Computer Scjdswerrersidad Carlos Il de Madrid, Leganes, MadBgair

Dr. Guoxiang Liu
Member of IEEE, Univesity of North Dakota, Grand Froks, N.D., U

Dr. Khushali Menaria
Associate Professor, Department of Bidermatics, Maulana Azad National Institute of imology (MANIT), Bhope (M.P.), India

Dr. R. Sukumar
Professor, Sethu Institute of TechnoloBylloor, Kariapatti, Virudhunagar, Tamilnadu, Ir

Dr. Cherouat Abel
Professor, University of Technology of Troyes, k&

Dr. Rinkle Aggrawal
Associate Professor, Department of Computer SciandeEngineering, Thapar University, Patiala (Plojicia

Dr. Parteek Bhatia
Associate Professor, Deprtment of Computer Sci@ngegineering, Thapar University, Patiala (Punjdh}iia

Dr. Manish Srivastava
Professor & Head, Computer Science and EngineeBnog,) Ghasidas Central University, Bilas (C.G.), Indi

Dr. B. P. Ladgaonkar
Assoc. Professor&Head, Department of ElectronibsnRarrao Mohite Mahavidyalaya, Akluj, Maharashinalia

Dr. E. Mohan
Professor & Head, Department of Computer Scienck Emgineering, Pallavan College of Enginee, Kanchipuram, Tamilnadu,
India



Dr. M. Shanmuga Ptriya
Assoc. Professor, Department of Biotechnology, Mbéllege of Engineering, Bangalore Karnataka, |

Dr. Leena Jain
Assoc. Professor & Head, Dept. of Computer Appiareg, Global Institute of Maniement & Emerging Technologies, Amrits:
India

Dr. S.S.S.V Gopala Raju
Professor, Department of Civil Engineering, GITANMNS0I of Technology, GITAM, University, Hyderaba&hdhra Pradesh, Inc

Dr. Ani Grubisic
Department of Computer Science, Tesllrza 21000 split, Croat

Dr. Ashish Paul
Associate Professor, Department of Basic Scierdeshgmatics), Assam Don Bosco University, Guwaliatlis

Dr. Sivakumar Durairaj
Professor, Department of Civil Engineering, Vel fiétigh Tech Dr.Rangarajan [Sakunthala Engineering College, Avadi, Cher
Tamil Nadu, India

Dr. Rashmi Nigam
Associate Professor, Department of Applied Math&@saUTI, RGPV, Airport Road, Bhopal, (M.P.), In

Dr. Mu-Song Chen
Associate Professor, Department of ElectriEngineering, Dafeh University, Rd., Dacun, Changhua 51591, TaiiRa@.C.,
Taiwan, Republic of China

Dr. Ramesh S
Associate Professor, Department of Electronics &@mnication Engineering, Dr. Ambedkar InstituteTachnology, Bangalor:
India

Dr. Nor Hayati Abdul Hamid
Associate Professor, Department of Civil Enginegrldniversiti Teknologi Mara, Selangor, Malay

Dr. C.Nagarajan
Professor & Head, Department of Electrical & Elentc Engineering Muthayammal Engineering Collegsiaam,Tamilnadt
India

Dr. llaria Cacciotti
Department of Industridgngineering, University of Rome Tor Vergata Via Belitecnico Rom-Italy

Dr. V.Balaji
Principal Cum Professor, Department of EEE &E&brd Ayyappa Institute of Engg & Tech,Uthukadu, Waltead, Kancipuram,
Tamil Nadu, India

Dr. G. Anjan Babu
Assoc. Professor, Department of Comp@&eience, S V University, Tirupati, Andhra Praddslja

Dr. Damodar Reddy Edla
Assoc. Professor, Department of Comp@&eience & Engineering, National Institute oichnology, Goa, Ind

Dr. D.Arumuga Perumal
Professor, Department of Mechani€algg, Noorul Islam University, Kanyakumari (L), Tamilnadu, Indi

Dr. Roshdy A. AbdelRassoul
Professor, Department of Electronics and CommuioicatEngineering, Arab Academy for Science and Meldgy, Electronics ar
Communications Engineering Dept., POBox 1029, -Qir, Alexandria, Egypt

Dr. Aniruddha Bhattacharya
Assoc. Professor & Head, partment of Computer Science & Engineering, AmBitdnool of Engineering, Bangalore, In

Dr. P Venkateswara Rao
Professor, Department of Mechanical Engineerind,IWarangal, Andhra Pradesh, Ir

Dr. V.Mahalakshmi M.L
Assoc. Professor & Head, Instie of Management Studies, Chennai CID Quartets,ly¥er Road, Mandaveli, Chenn



Volume-1 Issue-1, June 2012, ISSN: 2278-3075 (Online)
Published By: Blue Eyes Intelligence Engineering &ciences Publication Pvt. Ltd.

Page
No.

Authors: Chirag Sharma, Sandeep Kaur

Paper Title: Behavior Analysis of Semantic Data Modls

Abstract: There are many traditional models of database ptes®ev a days in the form of Hierarchical mod
Network Model, Relational model. Since they offeamyg advantages in terms of data integrity, dateagt and
retrieval but there is a big disadvantage as coetptr latest introduced database models i.e secnaiiels such a
Sembase, SAM, RM/T. Our paper presents many disagigas of Conventional or Traditional Database Nkde
compared to Semantic models and try to find thiciefft solution of these disadvantages. This pafsr present
performance evaluation factors of different sentamodels.
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Paper Title: Microcontroller Based Closed Loop Autanatic Irrigation System

Abstract: In last few decades, electronics and communicaiere become an integral part of our lives, alw
expanding into new realms, to provide ways to diegthin precise manner. With the recent developmenivireless
networks especially regarding power requirements @st, it has become possible to conceive a cdmpsive
model for precision agriculture. In this paper wegent a closed loop automatic irrigation systeomglwith the
temperature and water usage monitoring. The systmbe used in greenhouses as well as open fidits. real
time values of soil moisture, temperature(usefugieenhouse cultivation) are wirelessly transmitisthg Zigbee
technology from field to substation which contréife state of the motor and irrigation valves acitwydo the
desired moisture levels set by the user. A flowsselis also interfaced to the main water supplyciitontinuously
tracks the water applied to the field. All the infation viz. temperature, current soil moistureelen field, upper
and lower moisture levels to be maintained in fiéét by user), motor status, water usage and fie are
displayed on LCD.

Keywords: Automatic irrigation, Zigbee, closed loop, WireleBsecision agriculture.
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Paper Title: Implementation of Image Segmentation o Digital Images Using Modified Otsu Algorithm

Abstract:  The first step in image analysis is segment thegené&Segmentation subdivides an image into
constituent regions or objects. Among all Segmenaf echniques, the Thresholding methods are wideskgd
because of their advantages of simple implementtane saving. Thresholding method is based on esttold
value. The key of this method is to select the shoéd value. An Otsu method is one of the supehoeshold

its

7-9

selection methods. Image segmentation based on'sOtsethod and modified Otsu algorithms are thordyg




presented in the paper.
Keywords: Image segmentation, Threshold selection, Histogfisii's method.
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Paper Title: Image Denoising Using Hybrid Filter

Abstract: Image Processing is the vast area in the fieldeséarch. There are various techniques used to E2mov

Present noise. This paper represents obstaclegedeldth image during transmission. The salt & pappoise,
Gaussian noise, impulse noise, Rayleigh noise la@estich type of noise that are produced duringsinéssion.

Noise arises due to various factors like bit erade, speed, dead pixels. The images become blduedo camera

movements, object movement or displacement of pixihis paper deals with removal of combinatiorGaiussian
noise, Rayleigh noise, impulse noise and blurresinsalt and pepper noise simultaneously from thegem The
hybrid filter is such a tool that makes it succeksf remove these noise form images and providstglto picture
while preserving its details.

Keywords: PSNR, bit-rate, MSE, Weiner Filter, Multi adaptiileer, Median filter.
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Paper Title: Comparative study of various Page Ranikg Algorithms in Web Structure Mining (WSM)

Abstract: As the web is escalating day by day, so peoplearlthe search engines to investigate the welhisn
situation, the challenge for website owner is tovite relevant information to the users as pertheeds and fulfill
their requirements. The famous search engine Gaagd Hyperlink structure for ranking the web pagddre are
various ranking algorithms are present for gettimg desired result. The paper refers a prefacedb kining then
trying to explain detailed Web Structure miningdaupply the link evaluation algorithms broughbimpiay by the
Web. This paper also explores different PageRagariéhms and compares those algorithms used farrmtion
Retrieval. In Web Mining, the essentials of Web imjnand the Web mining categories are explainetfeigint Page
Ranking algorithms like PageRank (PR), WPR (WeidhtageRank), HITS (Hyperlink- Induced Topic Sear
algorithms are discussed and comparison of thegeritdms in context of performance has been carded
PageRanks are designed for PageRank and WeighgedRBak algorithm for a agreed hyperlink composition

Keywords: HITS, PageRank, Weighted PageRank, Web Structure.

References:

1. M. G. da Gomes Jr. and Z.Gong, “Web Structuraingj: An Introduction”, Proceedings of the IEEE dmtational Conference o
Information Acquisition, 2005.

2. Naresh Barsagade, "Web Usage Mining And PaBé&covery: A Survey Paper", CSE 8331, Dec.8,2003.

3. N. Duhan, A. K. Sharma and K. K. Bhatia, “PageRng Algorithms: A Survey”, Proceedings of théeEEE International Conference g
Advance Computing, 2009.

4. Cooley, R, Mobasher, B., Srivastava, J."Web Mininformation and pattern discovery on the Wal@le Web”. In proceedings of th
9th IEEE International Conference on tools withifiaial Intelligence (ICTAI' 97).Newposrt Beach,CR997.

5. R. Kosala, H. Blockeel, “Web Mining ResearchSArvey”, SIGKDD Explorations, Newsletter of the ACS8pecial Interest Group o
Knowledge Discovery and Data Mining Vol. 2, No. A p-15, 2000.

6. P Ravi Kumar, and Singh Ashutosh kumar, "Wetu@tre Mining Exploring Hyperlinks and AlgorithmsrfInformation Retrieval”,
American Journal of applied sciences, 7 (6) 840-83H.

7. S. Brin, and L. Page, “The Anatomy of a Largal&¢ypertextual Web Search Engine”, Computer Netvemd ISDN Systems, Vol. 30
Issue 1-7, pp. 107-117, 1998.

8. Wenpu Xing and Ali Ghorbani, “Weighted PageRa&igorithm”, Proceedings of the Second Annual Coafiee on Communicatiol
Networks and Services Research (CNSR '04), IEEB420

9. J. Kleinberg, “Authoritative Sources in a Hypénked Environment”, Journal of the ACM 46(5), §24-632,1999.

—

14-19

1]

=]

n

10. S. Chakrabarti, B. Dom, D. Gibson, J. Kleinhd&gKumar, P.Raghavan, S. Rajagopalan, A. TomKM#jing the Link Structure of thg




World Wide Web”, IEEE Computer Society Press, VB] Bsue 8 pp. 60 — 67, 1999.

11. D. Cohn and H. Chang, "Learning to probabdaity identify Authoritative Documents”. In Procéegs of 17th International Conf. oph
Machine Learning, pages 167-174. Morgan Kaufmaan,Sancisco, CA, 2000.

12. Saeko Nomura, Tetsuo Hayamizu, “Analysis angrtmement of HITS Algorithm for DetectingWeb Comrities”.

13. Longzhuang Li, Yi Shang, and Wei Zhang, "loyament of HITS- based Algorithms on Web DocumeéVW2002, May 7-11, 2002
Honolulu, Hawaii, USA. ACM 1-58113-449-5/02/0005.

14. J. Kleinberg, “Hubs, Authorities and CommurstiGACM Computing Surveys, 31(4), 1999.

Authors: Akhilesh Gannavarapu, Vatte Suresh

Paper Title: Decoding Quadrature Signals using AT9GAN128

Abstract: A code is written for decoding the quadrature dligfiamm the rotary encoder, to get a pulse traomgl
with direction signal, which shows one transiticeripd, and the direction of the rotation, whetherciockwise or
anti clockwise directions respectively. It is espllg important for machines in Industries whichvbao monitor the
transition periods, or for machines used for ImBgecessing. Using AVR Studio 4, and AVR GCC, a Qector
decoding the quadrature signals is being presenteidh gives the pulse for one cycle and the dioacin which the
encoder is being rotated. With a change in directibere is a change in the direction pulse, ardpthise indicates 20-23
the completion of one transition cycle. It is expéal in detail in the documentation.

Keywords: Quadrature decoder, AVR Studio v. 4.18, AVR GCe@&néition state
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Paper Title: Software Enabled Load Balancer by Intioducing the Concept of Sub Servers

Abstract: In computer networking, load balancing is a techaitp spread work between two or more computers,
network links, CPUs, hard drives, or other resosirde order to get optimal resource utilization, xmaze
throughput, and minimize response time. Using mldticomponents with load balancing, instead of ralsi
component, may increase reliability through redumega The balancing service is usually provided byedicated
program or hardware device (such as a multilayétck)v One of the most common applications of lbathncing is
to provide a single Internet service from multiglervers, sometimes known as a server farm. Commloaly-
balanced systems include popular web sites, langerriet Relay Chat networks, high-bandwidth FileriEfer
Protocol sites, NNTP servers and DNS servers. dhd balancing system is a set of substitute budfeshare the
server load, when their load exceeds its limit. Pheposed technique gives an effective way to avarcthe load
balancing problem. Serving to more number of cliegfuests is the main aim of every web serverdhetto some
unexpected load, the server performance may dedrathés paper we proposes a software enabled ba¢ahcing
model by introducing the concept of sub serversdgional services to overcome the overhead ofrthi@ server.

Keywords: FTP, NNTP Servers, DNS Servers, SLB
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. To Reduced the Energy Conception in Wireless Sensdetworks by Using Selective Messag
Paper Title: )
Forwarding Schemes
Abstract:

In a wireless sensor network where nodes havedinénergy and forward messages of different pigsriare
frequent in the context of wireless sensor netwo8c introduced several selective message forwguplaticies to| 30-33
save energy and extend the lifetime of WSN. Forwaréchemes were designed for three different saena)
when sensors maximize the importance of their ovemsmitted messages ; 2) when sensors maximize the




importance of messages that have been successétitbnsmitted by at least one of its neighbors; anavhen
sensors maximize the importance of the messagesuheaessfully arrive to the sink . The three sateimve bee
compared under different criteria. From an ovemnetiwork efficiency perspective, the first schemeqgened worse
that its counterparts, but it required less signploverhead. More sophisticated schemes will aehiestter
importance performance, but will also require infation from other sensors. It is a greater impacthe overall
network performance.

Keywords: AODOV, Markov Decision, Bayesian Decision Modalreless sensor networks.
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Paper Title: Networks

User Authentication using Colors and data securityusing Armstrong numbers for Wireless Sensof

Abstract: In real world, data security plays an importanerelhere confidentiality, authentication, integrity)n’L

repudiation are given importance.A wireless semstwork(WSN) consisiting of a large number of tsgnsors ca
be an effective tool for gathering data in diveksms of environments.The data collected by eacts@enode is
communicated to the base station,which forwardsitita to the end user. In wireless sensor netwat& security
plays an important role where confidentiality, antication, integrity, non repudiation are giverportance. This
paper, propose a User Authentication(UA) scheanéNireless Sensor Networks (WSNs), which emplo@&BR
color cube algorithm and Armstrong number for dagaurity. The simulation results on NS2 show thatoposed
scheme is not only secure but also increasedspecommunication than the existing ATTUA scheme.

Keywords: WSNSs, data security, colors, Armstrong numberd)entication.
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Paper Title: Design Optimization of Speed Ratio foilConventional Chain Drive Used In Tricycle
10. ["Abstract: The present paper is work to optimize the speed dane to improve the efficiency of cycling. Vau®
design changes in the components of chain drivenarésm of bicycle has been done to increase thédamézal| 40-43

advantage. In the previous study the mechanicaiefity of cycling was investigated with new deysld pedal




crank prototype (PP). The efficiency values wenmgared with those obtained, in the same experirheatalitions
and with the same subjects, by using a standardlpadnk system (SP). the improvements in the ieffiy of
cycling observed in this study were rather smddb(a 2%) and apparent only at the higher load desterther study
also attempted to design a non-circular chaintirag increases the crank power by 2.9% comparecttmeentional
circular chainring. Increase in the average cramway was the result of the optimal chainring slayaown the
crank velocity during the down stroke (power phaseallow muscle to generate power longer and preduore
external work but the data also showed that théndhg with higher eccentricity increased negativascle work
following the power phase due to muscle activatieactivation dynamics. This paper proposes to nmeathe
optimal gear ratio as well as design of sprocketdHe drive system of tricycle. The study providegdeline, desigr
specification and performance measure to desigecieait drive system.

Keywords: mechanical efficiency, non-circular chainring, pleciank prototype (PP)
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Paper Title: Network Selection Algorithm for Vertical Handover in Co-operative Wireless Network

Abstract:  Wireless networks are emerging towards a heterayeneco-operative architecture to support

communication needs of the end user. In this papmntralized spectrum manager is presented whiclulates the
traffic load on each network and allocates anotietvork to the user by using the network selectitgorithm.
Simulation results shows that the centralized spatmanager handover the end user to another riesgamlessly
and improve the global spectrum efficiency

Keywords: Co-operative Network, Resource allocation, Traffiediction
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Paper Title: Design of a Square Microstrip Patch Aenna

Abstract: In recent years, great interest is focused on rsidpantennas for their small volumes, low prdijle

good integration, low costs and good performancdathWhe continuous growth of wireless and mohil

communication service and the constant miniatudrabf communication equipment, there are highenaleds for

the volume of antennas, integration and workingdbdrhis paper presents a basic square shapedogtmiprpatch

antenna for wireless communications system whiguitable for 8GHz to 11 GHz band operations. Tisstems|

may include various combinations of WiMAX (Worldve@dnteroperability for Microwave Access) and wisde

12.

local-area network (WLAN). A square microstrip gatantenna is designed to operate at 9.4GHz and 21&H
triangular slot is cut in the square patch to pievihree bands at resonant frequency of 8.36MHMHz and
11GHZ. The effect of cutting the slot on the oraipatch is examined. This design has several ddges as the
total antenna volume can be reused, and therefiereverall antenna will be compact..The resultsfioongood
performance of the single and multiband antennagydes

Keywords: Square Microstrip PatchAntenna (RMPA), Wimax, Wianyltiple frequency bands.
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Paper Title: Performance Comparison of Ad-Hoc Netwdk Routing Protocols using NS-2

Abstract: Mobile Ad-hoc Network (MANET) is an infrastructutess and decentralized network which nee
robust dynamic routing protocol. Many routing prats for such networks have been proposed so fa&. riiost
popular ones are Dynamic Source Routing (DSR), ad-®n Demand Distance Vector (AODV), and Destirrati
Sequenced Distance Vector (DSDV) routing protodolthis paper, we are going to compare Mobile Ad:zhH
network routing protocols DSDV, AODV and DSR usimgfwork simulator NS-2. The performance matrix uies
PDF (Packet delivery fraction), Average end-to-elethy, and Normalized Routing Load. We have conmpdne
performance of routing protocols by varying pauseet number of nodes and maximum speed. The cosqgua
result shows that AODV has the highest PDF and MRile DSR gives the highest Average End-to-Endylela
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. A Comparative Study between Web Mining Tools over @ame WUM Algorithms to Analyze Web
14. | Paper Title:
Access Logs
Abstract:  This paper has attempted to provide an up-to-daeey of the rapidly growing area of Web usdge58-66




mining, which is the demand of current technololgythis paper, we present an overview of the varicesearch
areas in Web data mining and then focus on the UWgalge mining tools and techniques. Web mining naes to
remain as a potential research area in the presenario. In this context, the various Web usag@ngialgorithms
are discussed and their relative comparison oftmarid demerits are also presented and the most@jgie ones
are selected based on the characteristics of tte alailable from the Web server log files. Finallye have
investigated three powerful Web usage mining toble use of these tools is also illustrated throtinghanalysis o
one case study. The results of Web usage miningd tede visualised in order to assist with theialgsis and
interpretation.

Keywords: Web Data Mining, Web logs, WUM Tools
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Paper Title: A Comparative Study of Two Different Neural Models For Speaker Recognition Systems

Abstract: In recent years there has been a significant ammfuwbrk, both theoretical and experimental, thas h
established the viability of artificial neural netsks (ANN's) as a useful technology for speech gat®n. It has
been shown that neural networks can be used to enigspeech recognizers whose underlying structsife i
essentially that of hidden Markov models (HMM's) this paper, we first give a brief overview of @uiatic speeclh
recognition (ASR) and then describe the use of ANd¢' statistical estimators. We have compared paxgogation
(BP) neural network and radial basis function (RBEjwork's performance as applied to the spealaagretion.
We have compared the two neural network resultMBf LAB simulation. From the quantitative point wee
proved that the RBF neural network is more effitiend accurate than BP neural network in spealsagretion,
and thus more suitable for practical applications.

Keywords: Speaker recognition system, Linear Predictive Cpd{hPC), Neural networks, Mel Frequentcy
Cepstrum Coefficient (MFCC), Back Propagation (BRagdial Basis Function (RBF).
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Paper Title: Noise Drain in Wireless Body Area Serm Network

Abstract: Wireless body area sensor networks low-power iategr circuits, and wireless communications h
enabled the design of low-cost, miniature, lightytej and intelligent physiological sensor nodesesehnodes
capable of sensing, processing, and communicatitegy @ more vital signs, can be seamlessly integratéo
wireless personal or body networks (WPANs or WBANG) health monitoring. These networks promise
revolutionize health care by allowing inexpensiwen-invasive, continuous, ambulatory health momitprwith
almost realtime updates of medical records vidriternet.

This paper proposes a power and area efficienttrefmrdiogram (ECG) acquisition and signal proges
application sensor node for wireless body area ordsv(WBAN). This sensor node can accurately reemmd detect
the QRS peaks of ECG waveform with high-frequenaige suppression. analog front end integrated icifkT) and
digital application. This ECG sensor node is comseinfor long-term monitoring of cardiovascular diion of
patients, and is very suitable for on-body WBAN laggtions. We minimize the other signal such asE signal
along with a bunch of noise is in analog form. la wse the High Pass Filter (HPF) to filter the adi®m the ECG
Signals. The ECG is a voltage difference, recotudieen two metal plates or electrodes on the sidhthe body

Keywords: Wireless body area sensor network, GSM model, EE&& Node.
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Paper Title: Optimization of Time by Elimination of Unproductive Activities through ‘MOST’

Abstract:  Productivity is being the most important thing hetmanufacturing world. This paper highlights
methodology developed for minimization of non proiile activities (NVA) and minimization of fatigua
manufacturing line by using Maynard’s Operation Bate Technique (MOST) revealed the excessive memes
of operators. Work study in productivity improverheould be done in two approaches; which are mestody and
time study. Thus, this research will use procesppimg as the method study and Maynard OperationnSeg
Technique (MOST) as the time study method. All thitated by performing work study on the manupkmtors’
activities. This case study was conducted at a lLiBSRohtak (Haryana) company. From this study, N&tivities,
the standard time, utilization and recommendationrhan power planning could be established. Thessary
changes were suggested in workplace to minimizestitess creating unproductive movements. Thesdtsesauld
be used for optimization of time at the company.tBe paper, it is believed, would be great helfhtse working in
the area of efficiency improvement in manufactuiimgdustry.

Keywords: MOST, Non-Value Added activities (NVA), Fatigue, tabActivity Time.
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Paper Title: Restructuring Manufacturing Process Usng Matrix Method

Abstract: In modern days competition is increasing in indastiso time and cost are important factors. In
paper we present case studies on matrix methothatobest sequence with minimum time, minimum cosd
reduced penalty (job changeover time from one nmechb another) recommended for a particular pro

manufactured is achieved. Here two cases on idbergnd idler shaft are analyzed and best sequamneagenerated,.

Keywords: Matrix method, cellular manufacturing, path matjx total matrix ;..
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Comparison between Conventional PID and Fuzzy LogidController for Liquid Flow

Paper Title: Performance Evaluation of Fuzzy Logic and PID Contoller by Using MATLAB/Simulink

Control:

Abstract: Measuring the flow of liquids is a critical needrmany industrial plants. In recent years, flow coh
has become a highly multi-disciplinary researchvagtencompassing theoretical, computational arpegimental
fluid dynamics. Fuzzy control is based on fuzzyides logical system that is much closer in spaibuman thinking
and natural language than traditional logical systeDuring the past several years, fuzzy contreldraerged as on
of the most active and fruitful areas for resedrckhe applications of fuzzy set theory, especiallythe realm of
industrial processes, which do not lend themseteegontrol by conventional methods because of & laic
guantitative data regarding the input-output reladi The fuzzy logic controller (FLC) based on fuimic provides
a means of converting a linguistic control stratégged on expert knowledge into an automatic cbstrategy.
Fuzzy Logic controller has better stability, smatershoot, and fast response. In this Paper, peaioce analysis 0
the conventional PID controller and fuzzy logic tolier has been done by the use of Matlab and Biknand in
the end comparison of various time domain pararsetsedone to prove that the fuzzy logic controtes small
overshoot and fast response as compared to PlPodlent

Keywords: Flow control, Conventional control, Fuzzy logic ¢anh, Simulink.

References:
1. Rem Langari,"Past, present and future of fuzzy @dn# case for application of fuzzy logic in hiechical control,”IEEE, pp.760-765
1999.

2. Chuen Chien Lee, “Fuzzy logic in control systeresfuzzy logic controller,”IEEE Transactions on ®yss, man and cybernetics, Vol 20

No.2, March/April 1990.
3. J.Y.M. Cheung, A.S. Kamal,” Fuzzy Logic Control m&ffrigerant flow”, UKACC International Conference &ontrol ‘96, Conference

84-88




Publication No. 427, 2-5 September 1996.

4. Rajanbabu.N, Sreenadhan.S, Fahid K.A, Mohandas”BeBign and implementation of a neuro-fuzzy comérofor a flow system”,
presentation at FAE symposium, European univedditgfke, Nov 2002.

5. A Abdelgawadt, Adam Lewist, M. Elgamelt, Fadi IsBaF. Tzeng , and M. Bayoumit,” Remote Measurifigrtow Meters for Petroleun
Engineering and Other Industrial Applications” Theternational Workshop on Computer Architecture fdachine Perception an
Sensing, pp.99-103, September 2007.

6. Elangeshwaran Pathmanathan, Rosdiazli Ibrahim,”e@@wment and Implementation of Fuzzy Logic Conémlfor Flow Control
Application,” Intelligent and Advanced Systems @S, International Conference on Digital Objectritger, pp.1-6, 2010.

7. R. Manoj Manjunath,S, S. Janaki Raman ,” Fuzzy AdepPID for Flow Control System based on OPC,” AJGpecial Issue or]
“Computational Science - New Dimensions & PerspestNCCSE”, 2011.

8.  http://en.wikipedia.org/wiki/Flow_meter.

jox

9. http://lwww.virtuallaboratories.com/html/fluid_a.htm

20.

Authors: P.Sivakumar, S.Ravi

Paper Title: Vector Quantization Based Image Comprssion

Abstract:  An image compression method combining discrete lgayeansform (DWT) and vector quantizati

These sub bands are then vector quantized. VQdsadice Huffman coded to increase the compresstmn tdoyd

extended scalar quantization technique is usedesigd memory less vector quantization. A novelaiiee error
correction scheme is proposed to continuously clieekmage quality after sending the Huffman codidtream of
the error codebook indices through the channel sséoaimprove the peak signal to noise ratio (PSNHR}he
reconstructed image. The sub band of the wavedeistormed image is also generated for the erraorection
scheme using the difference between the origindlthe reconstructed images in the wavelet domair. groposed
method shows better image quality in terms of PSiEhe same compression ratio as compared to BM&r and
VQ based image compression. The proposed methodagfe compression is to obtain the best possitidity for
given rate.

Keywords: Vector Quantization, Wavelet Transform, Comprestatio.
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