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Abstract. The aim of this paper is to derive a general theory for the averaging of hetero-
geneous processes with stochastic nucleation and deterministic growth. We start by generalizing
the classical Johnson-Mehl-Avrami-Kolmogorov theory based on the causal cone to hetereogeneous
growth situations. Moreover, we relate the computation of the causal cone to a Hopf-Lax formula
for Hamilton-Jacobi equations describing the growth of grains. As an outcome of the approach we
obtain formulae for the expected values of geometric densities describing the growth processes, in
particular we generalize the standard Avrami-Kolmogorov relations for the degree of crystallinity.

By relating the computation of expected values to mesoscale averaging, we obtain a suitable
description of the process at the mesoscale. We show how the variance of these mesoscale averages
can be estimated in terms of quotients of the typical length on the micro- and on the mesoscale.
Moreover, we discuss the efficient computation of the mesoscale averages in the typical case when
the nucleation and growth rates are obtained from mesoscopic fields (such as e.g. temperature).

Finally, we give a short outlook to possible extension such as polycrystalline growth, which turns
out to be rather straight-forward when starting from our general framework.
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1. Introduction. Nucleation and growth processes arise in a variety of natu-
ral and technological applications (cf. [12] and the references therein), such as e.g.
solidification and phase-transition of materials (cf. e.g. [49]), semiconductor crystal
growth (cf. [37]), biomineralization (cf. e.g. [48]), DNA replication (cf. e.g. [29]).
The mathematical modelling of such processes can, roughly speaking, be divided into
two parts:

e Models focussing on the geometric growth of objects, such as a part of theory
of free boundary problems (cf. e.g. [1, 19, 45] and [44] as a collection of
references), often completely disregarding nucleation phenomena or even the
presence of multiple objects (e.g. crystals). Usually, such models are moving
boundary problems with a law for the growth of a phase boundary in normal
direction.

e Models focussing on the kinetics of nucleation, often completely disregarding
the geometric aspect of the growth processes. Usually such models are mean-
field or rate equations, often without spatial dependence (cf. e.g. [2, 4, 10,
26, 28, 32)).

The aim of this paper is to bridge between these two type of models, the mi-
croscopic front growth and the macroscopic average of many nuclei, by introducing
mesoscale models that locally average the microscopic models in presence of a large
number of grains. The special way of averaging allows to describe systems with a
very high number of grains (for which it is impossible to simulate the growth of every
single grain), but still provides information about local averages for geometric quan-
tities such as contact interface densities. The starting point of averaging procedures
are the global spatial averages derived by Kolmogorov [32], Avrami [2], and Johnson
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and Mehl [31] for constant growth rates and simple nucleation laws. These global
averages have later been extended to time-dependence of the nucleation and growth
process and certain other effects (cf. [11, 22, 23, 35]). First steps towards heteroge-
neous nucleation and growth processes have been made in [40], who derived a system
of local rate equations by formal arguments, whose solution is actually close to the
local averages we shall derive in this paper. The computation of local averages has
been applied for the first time with partly formal arguments by the authors in the
context of polymer crystallization (cf. [7, 8, 9, 34]). In this paper we shall derive such
a local averaging approach in a mathematically rigorous way for an important and
rather general class of nucleation and growth models and derive new error estimates
for the averaged quantities.

The setup of this paper is the following: we shall consider a nucleation process
in time and space, which is a stochastic Poisson process with rate a = a(x,t). This
nucleation process generates a sequence of random variables X} € R% and T}, € Rt
describing the spatial location and time of the k-th nucleation event. The k-th nucleus
shall be represented by the set ©%(t). Moreover, we assume that the growth of a nuclei
occurs with a nonnegative normal velocity G(z, t), i.e., the velocity of boundary points
is determined by

V=Gn ond( o)), (1.1)
k

where n is the unit outer normal. We shall consider the growth from a spherical
nucleus from an infinitesimal radius R — 0.

Without further notice we shall assume that a and G are bounded and continuous
functions on R x [0, T'] with

go := inf G(z,t), Go = sup G(z,1). 1.2
0 zeR4,t€[0,T) (%) 0 2€R4,t€[0,T] (=,¢) (12)

Moreover, we assume that G Lipschitz-continuous with respect to the spatial variable
x.
As mentioned above, the case of particular interest is a three-scale situation in
the growth process with respect to space, i.e., there exist
e A macroscale corresponding to a length L, in which the whole process takes
place.
e A microscale corresponding to the length ¢ := GoT related to typical grain
sizes obtained in the interval [0, T
e A mesoscale corresponding to a length A such that £ << A << L, which
marks the finest resolution for the description that is of practical importance.
The paper is organized as follows: In Section 2 we shall introduce the causal
cone, which describes the set of nucleation events leading to coverage of a point by
the grains, and relate it to Hopf-Lax formulae for the solution of Hamilton-Jacobi
equations modeling the growth. In Section 3 we introduce the stochastic model of the
nucleation process and compute expected values of some random geometric measures
such as the phase function and nucleation numbers. The efficient computation of
approximations to these expected values in typical multiscale situations is discussed
in Section 4. Section 5 is devoted to the estimation of variances of these random
variables and perform a mesoscale averaging, which allows to bound the variances in
terms of the relative scale %. Finally, we discuss some extensions such as crystalline
growth in Section 6.



L

Fic. 1.1. Sketch of macro- (L), meso- (M), and microscale (£) in a nucleation and growth
process.

2. Causal Cone and Hopf-Lax Formula. In this section we shall define the
growth model in detail and verify its well-posedness. Moreover, we establish the
connection between the total phase and the ”freely grown grains”, i.e., the objects
obtained for a single nucleation. Finally, we introduce the causal cone, which we
relate to Hopf-Lax-type formula backward in time.

2.1. The Growth Model. We start with a weak formulation of the growth
model provided by the level set method. For this sake we assume that the nucleation
times T} and the nucleation locations X} are given and fixed (i.e., we investigate
single realizations of the stochastic nucleation process), such that 0 = T3 < Tp < ...
Then we consider the following growth model: The function ¢ is determined as the
unique continuous viscosity solution of

99" R .
5 TGV =0 iR x <(0,T) - U{Tk}> : (2.1)
k

subject to the initial condition
¢"(2,0) = bp,(x,)(2) Ve € RY (2.2)
and the intermediate conditions

o™ (x, Ty) = min{bBR(XK)(x),tl%gp "} vz eR% (2.3)
k

Here R > 0 is a fixed radius and bg denotes the signed distance function to a set €2,
ie.,
_f —d(z,09) ifzxeQ,

ba(z) = { d(xz,00) else,
with d being the Hausdorff-distance. It is well-known that the computation of a
viscosity solution for (2.1) is a weak formulation of the above geometric front-growth
model (1.1) (cf. [3]) and the evolution of the phase is determined by

Of(t)={xzecR?| p¥(x,t) <0 }. (2.4)
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We shall define the evolution with infinitesimal nucleation radius as the limit for
R—0,ie.,

O(t) := lim 61 (). 2.5
(1) := lim ©7(t) (2.5)
In order to prove the existence of the limit, we employ a Hopf-Lax formula, which
yields a quasi-explicit formula for the solution of (2.1):

PROPOSITION 2.1. Let ¢f* be the unique viscosity solution of (2.1) in a time
interval (Tx—1,Tk). Then

d)(xvt) = lnf{ (vb(vak*l) | yE Rd73§ € WLOO([kalvt]) : f(kal) = y,§(t) =,
§(s)] < G(&(s),5),5 € (Th—1,1) }

forallt € (Ty—1,Ty).

Proof. The result follows from a standard Hopf-Lax formula (cf. [24]). O

A consequence of the Hopf-Lax formula for the viscosity solution is a representa-
tion formula for the phase ©F:

LEMMA 2.2. Fort € [Ty, Tny1), the phase O (t) is determined by

0f(t) = (J{ =z e R | 3y € Br(Xs),36 € WH([Th,1]) : £(Ti) = v,

k<m

£(t) =z, |€(s)| < G(&(5),8),5 € (Th,t) }.

Proof. We have x € ©%(t) if and only if ¢®(z,t) < 0, which holds if and only if
one of the following two statements is true: .
() 36 € WE([Tot]) = E(T) = Xi€(t) = a, (3] < G(€(s),9), for ac.
$ € (T, t). .
(i) 3¢ € Wheo([T)n,t]) : €&(Tpn) € limpyr,, OF(7),£(t) = 2, |£(s)] < G(&(s), 5), for
a.e. s € (Ty,1).
We may now inductively apply the above argument to £(T%) and so on, which finally
implies the above represenation of ©%(¢). O
The result in Lemma 2.2 allows to derive a representation formula for the limit
phase O(t):
THEOREM 2.3. The limit in (2.5) exists and the phase O(t) is determined by

o(t) = (J{ « e RY | 3¢ € WH([Ty, 1)) : €(Th) = X, €(t) =
k

€(s)| < G(E(s), 9), 5 € (Tiest) }

Proof. From (2.2) we may conclude that ©F(t) ¢ ©%(t) for R < R and thus,
O(t) = NrOE(t), which yields a well-defined limit. Consequently, for € ©(t) and
R > 0 arbitrary, there exists kr € N and £ € W12 ([T}, t]) such that

gR(TkR) = XkRagR(t) =7, |§R(S)| < G(SR(S)v‘S)vS € (Tkth)'

Since the number of nuclei is countable, there exists a subsequence (R’) such that

kri = k for some k € N. Moreover, for this subsequence (ij) is uniformly bounded

in Wh°°([T%, t]) and therefore, there exists a subsequence converging in the weak-

* topology (without restriction of generality (ij) itself) to . Using the compact
4



embedding of W' >°([T¢, t]) into C([T%,t]) we may conclude that I3id (1) — X%
Hence, the limit @i satisfies {(T%) = X5, £(t) = @, and

1£(s)] < G(&(s),8), s € (Tt),

which implies

o) c [ J{ w e R [ 3¢ e WH ([T, 1)) : &(Th) = X, () = w,
k

[€(s)| < G(E(s), ), 5 € (Tist) }.

Vice versa, if x is an element of the set on the right-hand side of this inclusion, then
&(Ty) € Br(Xy) for any R and therefore # € Nr=o©OF(t), which implies equality of
the sets. O

2.2. The Freely Grown grains. Given the nucleation events (X, Tx), we can
also define the evolution of a freely grown single grain Q% (¢), which nucleates in X} at
time T} and then grows with normal velocity G' on 9% (t). Using the same technique
as in the previous section, we may conclude that

k() ={ z e R | 3¢ € Whoo ([T, t]) : €(Tx) = X, £(1) = z,
E(s)] < G(&(s),5), s € (Th, 1) } (2.6)

for t > Ty and QF(t) = 0 for t < T.

It seems obvious that the total phase O(t) is the union of the freely grown grains,
but this statement is not true for general growth laws like mean curvature motion.
In our case, this statement holds and is a simple consequence of the representation
formulae for ©(t) and QF(t).

COROLLARY 2.4. The equality O(t) = |J, Q*(t) holds for all t € RT.

Subject to the Hopf-Lax formula, Corollary 2.4 is a rather simple result, but it
clarifies a discussion going on the literature on modelling crystallization processes for
a long time (cf. [23, 47]), whether it makes sense to use freely grown grains (which
do not correspond to physical objects in general) or not. Our result just states that
from a rigorous mathematical viewpoint, it is equivalent to take the union of the freely
grown or the union of the real grains to obtain the phase. Of course, we cannot expect
this result to be true for more general growth laws, like curvature-dependent velocity.
We will discuss such cases and their difficulties in Section 6.

For the freely grown grains, we can somehow revert time, i.e., derive a condition
whether x € Q%(t) for fixed 2 € R? and t € R*.

PROPOSITION 2.5. For (x,t) € RY x RY, the following two statements are equiv-
alent:

(i) € QF(t).

(ii) There exists 1 € W1o°([0,t — Ty]) such that n(t — Tx) = Xi,n(0) = =z,

0(s)] < G(E(s), £ — 5),5 € (0, — T).

Proof. The assertion follows immediately from the above Hopf-Lax-formula and

a transformation of the time variable from s to ¢t — s, and the use of the new variable

n(s) =&t —s). O

2.3. The Causal Cone. So far, we have taken a Lagrangian approach and
looked at the evolution of the grain away from the location they nucleated. Alterna-
tively, we can use an Eulerian approach, i.e., fix a time ¢ and a location a spatial z,
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and investigate under which condition the point a will be covered by the phase ©(t)
at time t. This investigation is simplified significantly by the results of the previous
section, which allow to look at the freely grown grains.

Looking at the possible nucleation events for which z € ©(t) leads in a natural
way to the causal cone defined by

C(x,t) :=={ (y,s) € R¥x0,] | Nucleation of grain Q at y at time s implies 2 € Q(¢) }.JJ

(2.7)
Here Q(t) denotes a freely grown grain, and due to (2.4) z € Q(¢) implies that x is an
element of the crystalline phase at time ¢. Motivated by Corollary 2.4 and Proposition
2.5 we introduce the set

Co(z,t) :={ (y,5) € Rd < [0,¢] | 3¢ € Wh([s,1]) : £(t) = 2,&(s) = v,
(M <GE(r),7), 7 € (s,1) } (2.8)

From Proposition 2.5 we know that x(z,¢) = 1 if and only if (X, Tx) € Co(z,t) for
some k, and hence,

Co(z,t) = C(x,t). (2.9)

Due to the change of the time direction, we may consider the causal cone as the
space-time region covered by a grain growing backward in time with the given growth
rate G.

The representation of the causal cone via the Hopf-Lax formula allows some im-
mediate conclusions on its geometric structure:

PROPOSITION 2.6. The causal cone C(x,t) can be decomposed in the form

Clz,t) = U E(x,t;8),

s€[0,t]
with E(x,t;8) C R? being a closed bounded set for each s € [0,t], E(z,t;t) = {t} and

E(x,t;81) D E(x,t; 852), if 51 < s9.

Proof. Let
E(x,t;8) ={yeRY| (y,5) € C(x,t) }.

Then the above decomposition for C(z,t) clearly holds, and for any sequence yj €
E(z,t;s) converging to y € R? there exist motions & with &,(s) = yr, & (t) = a,
and |&(7)| < G(&x(7),7) < supG. Hence, the sequence &, is uniformly bounded in
W12o([s,t]) and hence there exists a subsequence (without restriction of generality &,
itself) and some W1>°([s, t]) such that & — £ in the weak-* topology of L>([s, t]) and,
by compact embedding, &, — £ uniformly in C([s,t]). With this kind of convergence
we may conclude

€(r)] < lim inf [€u ()| < lim G(&k (7). 7) = G(£(7), 7)

and x = & (t) — £(¢), yr = &k(s) — &(s). With the uniqueness of the limit we deduce
&(s) = y and £(t) = x. Thus, £ is an admissible motion for y, which implies that
y € E(x,t;s) and consequently, the closedness of £(x, t; s).
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Now let |y — x| > (t — s)supG. Then for each & with &(s) = y and |£(7)] <
G(&(7),7) we have

£(t) — &(s)] < | / G((r),7) dr| < (t - s)sup G,

and hence £(t) # x. Consequently, y ¢ E(x,t;s), which implies the boundedness of
E(x,t;8).

Finally, let y € £(x,t;s2) and let £ be an admissible motion with £(s3) = y and
&(t) = x. Then, for any s; < s,

oy if 7 < s9
a0 ={ &

if 7> 89
is an admissible motion (since & = 0 or £; = &) with &;(s1) = y, £&2(t) = 2 and hence,
x € &(x,t;s2). O
Proposition 2.6 shows that C(x,t) has indeed the geometric structure of a cone in

space-time with center (z,t). By standard comparison principles for ordinary differ-
ential equations, one can show that each admissible motion & satisfies

golt — s| < [€(s) — &t| < Golt — .
Hence, the causal cone lies between two linear cones, i.e.,

{ (s) [ ly—al <golt —s) } CCla,t) C{ (y,8) | l[y —2[ < Golt —s) }.  (2.10)

2.4. Arrival Times and Nucleation Events. Due to the above reasoning we
can define a "maximal” nucleation time S at y leading to coverage of = at time ¢, i.e.,

S(y;z,t) =sup{ s > 0| (y,s) € C(z,t) } if (y,0) € C(x,t).

We shall set S(y;x,t) = 0 if (y,0) ¢ C(z,t), since in this case a nucleation at y will
never create a grain covering x at time .

The Hopf-Lax formulas used to derive the causal cone offer the possibility to
interpret maximal nucleation times from a geometric optics point of view (cf. [5]).
Note that S(y;x,t) corresponds to the time, when a front starting at z at time ¢ and
travelling (in negative time direction) with the Hamiltonian H(x,t,p) := G(z,t)|p|
arrives at y. It is well-known (cf. [42]) that (fixing = and ¢), the arrival timeo =t—S
is a (positive) viscosity solution of the eikonal equation

Gly,oW)IVoly)l =1,  o(z)=0. (2.11)

LEMMA 2.7. For fived y € R?, the arrival time 1 (x,t) := S(y; x,t) is a viscosity
solution of

0
% avel=0, )=t (2.12)

Proof. We can rewrite the definition of the arrival time as

—S(y;z,t) =inf{ —s <0 (y,s) € C(x,t) }
= imnf{—S(y;y,5) | 3 WH([s,2]) : £(t) = 2, £(5) = v,
€(r)] < Gle(r), 7,7 € (5,0)}.
7



The latter is exactly a Hopf-Lax formula for the function n(z,t) := —S(y; z,t), i.e., n
is the viscosity solution of

In
ot
and thus, ¢ = —n is the viscosity of (2.12) O

We can now consider a subset of the causal cone, namely the set of nucleation
events which give a freely grown grain which arrives at x exactly at time ¢. From
geometric intuition it seems clear that this set is just the boundary of the causal cone.
The proof is again based on the Hopf-Lax formula:

THEOREM 2.8. With the above assumptions and notation, the following properties
are equivalent:

(i) S(y;z,t) = s.

(i) (y,s) € OC(x,t).

(itt) y € 0E(x,t;s).

Proof. We start by showing that (i) implies (ii). Let S(y;x,t) = s, then (y,s) €
C(x,t), but (y,7) ¢ C(x,t) for any 7 > ¢ and therefore (y, s) cannot be in the interior
of C(x,t), thus it lies on the boundary.

As a second step we verify that (iii) implies (i). Let y € 9&(x,t;s), then by
definition of the arrival time, S(y;z,t) > s. Now assume S(y;z,t) > s, then there
exists sp > s and an admissible motion £ such that £(t) = x, £(so) = y. Let |z —y| <

R := go(so — s). If we continue (1) =y + T=52(2 — y) for 7 € [s, so|, then we obtain

an admissible motion (€| < ‘SZ_;&Z’O‘ < go < G(&,71)) with £(s) = z. Consequently,
Bgr(y) C 0&(x,t;s), which contradicts y € 9E(x, t; s).

Finally, we show that (ii) implies (iii). Assume that (y, s) € 0C(z,t) and assume
there exists a ball Br(y) C £(z,t; s) with positive radius around y. If (y, s¢) € C(z, )
for any sg > 0, then by analogous reasoning as above we can extend a motion £ such
that (z,7) € C(x,t) for |z — y| < go(so — 7), and this is an open neighbourhood of
(y,s). Hence, (y,s) ¢ 0C(z,t). If (y,s0) ¢ C(x,t) for any so > s, then the arrival
time S attends a local maximum in Bg(y), i.e., S(z;z,t) < s = S(y;x,t) and hence
o(z) > o(y) for all z € Br(0) for the solution of the eikonal equation (2.11). Since
positive viscosity solutions of the eikonal equation do not attain a minimum in a
convex domain by a strong maximum principle (cf. [20]), the latter is a contradiction.
a

+GIVnl =0,  nyt)=—t

Using further properties of the eikonal equation (2.11) we obtain some information
on the properties of the boundaries in a geometric measure theory sense:

PROPOSITION 2.9 ([6]). For almost every s € (0,t), the set OE(x,t;s) has finite
Hausdorff-measure H*~! and the set OC(z,t) has finite Hausdorff-measure H.

2.5. Examples. In the following we give some examples of the causal cones for
special growth rates.

ExaMPLE. The simplest case of a growth model uses a constant growth rate
G(z,t) = Gp. In this case, from the above Hopf-Lax formula, we have

Clat) = { (v,5) R xRy | 36 € WH([5,1]) : £(t) = 2,£(s) = v,
I£(T)] < GoT € (s,t) }.

Due to the bound on the growth rate, each (y, s) € C(z,t) satisfy

ly— 2] = [¢(s) — £(1)] < / €(r)] dr < Golt — s).
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C(0,1) for G(xt) =0.5%, + 0.5
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Fic. 2.1. Hlustration of the causal cone C(0,1) for growth rate G(x,t) = 0.5z1 + 0.5.

Vice versa, if [y — x| < Go(t — 5), then {(7) := y + 7= (x — y) is an admissible motion

(|€(T)| = Go) and hence, (y, s) € C(x,t). This shows that the causal cone is exactly a
linear cone given by

Cla,t) ={ (y,5) €RTx Ry | [y — 2| < Go(t —5) }.

EXAMPLE. For the case of a spatially homogeneous growth rate G(x,t) = G1(t)
the causal cone has been computed explicitely by Eder [22, 23]. It is easy to see that
C(xz,t) remains a linear cone, in this case with a radius that does not necessarily grow
linearly in time,

Cla,t) = { (y,5) € R x R, | |y—x|§/ Gr(7) dr ).

EXAMPLE. In [41], the growth of a grain with a time-homogeneous growth rate
G(z,t) = Ga(x) has been considered for linear functions Ga(z) = ax + b and spatial
dimension d = 2 ( a € R?, b € R"). Without restriction of generality one can assume
that a = (a1,0), and by solution of a problem in the calculus of variation, analogous
to [41] the causal cone is obtained as

Clxz,t) :=={(y,s) e RTx R, |

(1~ 1+ 52— L cosh(ag(s — 1)) + (u2 — 22)? < (- simbao(s — £)))*}
agp ag

i.e., the sections &(x,t;s) are still spherical, but the radius is growing in time and
the center is shifting. For a special choice (p = ¢ = 0.5) the resulting causal cone is
illustrated in Figure 2.1.



3. Models for Stochastic Nucleation. In the following we consider the nucle-
ation process is random in space and time, and as a consequence the whole nucleation
and process will be stochastic and occur on an underlying probability space (®,.4,P)

The nucleation process is modelled as a stochastic marked point process (MPP,
cf. [13, Section 2.10]) N defined as a random measure on the class of Borel sets
B(R4) x B(D) given by

oo
N = E €T, X,
n=1

where

e D is a compact subset of R¢, the physical space

e T, is an Ri-valued random variable representing the time of birth of the
n—th nucleus,

e X, is a D-valued random variable representing the spatial location of the
nucleus born at time Tj,,

® ¢, is the Dirac measure on B(Ry) x B(D) such that for any ¢; < t3 and
B e B(D),

1 iftelt,ts],z € B,
et ([t1, 2] x B) = { 0 otherv[lise ]

By computing
N(Ax B)=#{T, € A, X,, € B}, vV AeBR.),Be B(D)

we obtain the (random) number of nuclei born during the time interval A in the region
B.

We will assume in the following that the nucleation process in the free space is a
space-time inhomogeneous Poisson process with intensity

vo(dx x dt) = P(N(dz x dt) = 1) = a(a, t) dx dt (3.1)

independent of the past history. The nucleation rate a(z,t) is a given deterministic
field, also known as the free space intensity. The

On the other hand, let us denote by Q(¢; X,,,T,) the set covered at time ¢ by
the grain nucleated at T, in X,, and growing freely (according to the above growth
model), and again by

o) = |J Qt: Xn, T

T, <t

the region union of the random grains, which is now a random closed set (RACS).

The well known theory of Choquet-Matheron [33] shows that it is possible to
assign a unique probability law associated with a random closed set = C R? on the
measurable space (F,or) of the family of closed sets in RY endowed with the o-
algebra generated by the hit-or-miss topology, by assigning its hitting function H=.
The hitting function of = is defined as

Hz:KeK—PENK #0).
More precisely, we define a random closed set = as a random object

=:(2,A,P) — (F,or).
10



Moreover, we denote by K the family of compact sets in R%.

In our case, using the above analysis of the growth process, it is possible to
show [17] that a unique probability measure Pg can be associated with the germ-
grain process © = O(t),t € Ry. From now on, in a canonical sense, we shall denote
by P this probability measure, and by E (respectively V), expectations (respectively
variances) with respect to this probability, whenever they exist as finite values.

3.1. Stochastic Geometric Measures. In the following we discuss the quan-
titative description of the geometric process ©, which can be obtained in terms of
mean densities of volumes, surfaces, edges, and vertices (at the respective Hausdorff
dimensions), based on the analysis in [14, 43]. Let ©(t) be a d—dimensional random
closed set having boundary of Hausdorff dimension d — 1, with integer d.

The mean local volume density and mean local surface density, respectively, of
the random closed O(t) at point x are defined by

E[HY(O(t) N Br(x))]

plx,t) == lli% HUB, (@) (3.2)
Sy (1) o= lim SO0 0 5 (@))] (3.3)

T HAB,@)

provided that the limits exist and are a.e. finite.
It is easy to see that

pla,t) = Ho({z}) = P({z € ©(1)}) = E(x(2,1)), =€ E,

where He)({x}) is the hitting function for the singleton K = {z}.
In practice, no further nucleation may occur in the space already occupied, the
actual birth rate will be given by

v(de x dt) = P(N(dz x dt =1|0(t—)) = a(z,t)(1 — x(z,t-)) dz dt,

where ©(t—) = U,., ©(s) and x(z,t_) = sup,; x(x,s). The corresponding (deter-
ministic) measure defined by the expected values

A([0,4] x B) :==E[N([0,4] x B)],  t>0, B e B(D),

is the (deterministic) intensity measure of the nucleation process N.
Using the above definitions and continuity of p in time we obtain the identities

A(dt x dz) = E[N(dt x dz)]

We can also associate a local density to the nucleation process N given by
E[N(0.4 x B)
HE(B)—0 Hd(B)
_ g Jele0@s)(—ply,s) ds dy
HA(B)—0 Hd(B)
t
= [ atws)1 - pla,) ds.
0
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Below it will be convenient to use extended densities, which are obtained by
considering all nuclei born with the free space intensity and the corresponding freely
grown grains. Note that we have shown above that the union of the freely grown
crystals still equals O(¢t). The mean extended volume density p*(x,t) is defined by

/p*(x,t) dex =FE ZHd(Q(t;Xj,Tj)ﬁB)

T;<t

for any B € B(R?). Since we have x € Q(t; X;,T;) if and only if (X;,T;) € C(z,1),
we obtain

E Z HY QW X;,T) N B)| = IE[/B N(C(z,t)) dx] = /BE[N(C(Q:,t))] dz,

T;<t

and thus, since the nucleation is a Poisson process with intensity a

pula,t) = EIN(C(z,1))] = /

C(z,t)

a(y, s) d(y, s) :/0 /5( . )a(y, s)dy ds. (3.4)

Correspondingly we may define the mean extended surface density S.(z,t) by

/ S*(Z',t) dr=FE Z Hdil(aﬂ(t; X]‘,Tj) n B)
B T; <t
. for any B € Bga.

3.2. The Volume Density. It seems obvious that p will be influenced by the
nature of the nucleation and growth processes. However, the probability that the
point x is not covered by time ¢ may be expressed in terms of the probability that no
nucleation event occurs inside the causal cone (see also [9] ),

p(z,t) == 1—p(z,t) = P(z ¢ (1))
= P[no nucleation event in C(z,t)] = P[N(C(z,t)) = 0], (3.5)

where p is called the porosity. Since the nucleation process is a Poisson-process, we
have

p(x,t) = e vo(C(@,t)) — g—px(z:t)
and hence,
p(x,t) =1 —e P+, (3.6)

For small free volume density p., the first order terms on the right-hand side dominate
and thus, p(z,t) ~ p.(z,t). For increasing p., there is an obvious saturation effect
yielding p(z,t) << p«(x,t). This relation can also be express as an evolution equation
for the (volume) density:

% st) = (1 pla 1) 22 a1, @.1)

12



For small free volume density p., the first order terms on the right-hand side dominate
and thus, p(z,t) ~ p.(z,t). For increasing p,, there is an obvious saturation effect
yielding p(x,t) << p«(x,t). We mention that equation (3.7) can be derived under
rather general conditions in terms of hazard theory (cf. [16]), it turns out that the
hazard rate can be identified as

0 Ops
h(z,t) := —alnp(x,t) = aﬁ; (z,t).

We finally consider the nucleation density n defined via
/ n(z,t) de = E[A(0,6) x B)], ¥ B e B(RY).
B

From the above computation of A in terms of p and « we obtain the nucleation density
n as

n(z,t) = /o (1= p(z, 8))a(x,s) ds. (3.8)

Note that the nucleation density satisfies

on on,
5 = A=pa=1-p)—,

where 7. is the free nucleation density given by

na (2, £) = /Ot alz, s) ds.

This relation between the nucleation densities of the real process and the free process
is an analogue to the relation (3.7) between the volume densities of the real and free
process.

4. Computation of the Evolving Volume Density. We now turn our at-
tention to the computation of the volume density, respectively its time evolution via
partial differential equations. Above we already derived the relation (3.7) between
the real and free volume densities, and as an obvious next step we therefore consider
the time derivative of the free volume density p..

PROPOSITION 4.1. Let p. be defined by (3.4) and let the standard assumptions
on the nucleation and growth rates be satisfied. Then p. is continuously differentiable
with respect to t and

t
P =Gt [ [ als) ai) ds (4.1)
ot 0 Jog(x.t;s)

Proof. With the arrival times defined above, we have £(z,t;s) = {y | S(y;x,t) >
s}. Then, (3.4) and a change of integration order yield

t
pet=[ [ oly,s) dy ds
0 J{y | S(y;z,t)>s}

S(ysz,t)
:/ / a(y, s) ds dy.
Rd Jo
13



Due to the regularity of the functions involved, we can simply compute the time
derivative (using the standard formula for derivatives of parameter-dependent inte-
grals) as

Ap. [ aS, .
5t (z,t) = » E(y,%t)a(yﬂ(y,x,t)) dy

= G(I,t) /Rd |V$S|(y;a:,t)oz(y, S(%xvt)) dy,

where we have inserted (2.12) that is satisfied by S almost everywhere. Finally, the
co-area formula (cf. [25, Thm. 3.2.12]) implies with Proposition 2.9 that

I ! -
Pt =G [ aly,s) AR (y) ds
0 J{y | S(ysa,t)=s}

t
= G(a:,t)/ / aly,s) dHY " (y) ds.
0 JOE(x,t;s)

d

The result of Proposition 4.1 can be interpreted as a generalized Steiner formula
(cf. [30]) or as a shape derivative of a volume integral on a moving domain (cf. [21]),
but under our very general regularity assumptions it does not follow from the known
results. Note that the extended surface density is appearing the evolution formula as

t
Sy (z,t) :/ / aly,s) dHY(y) ds.
0 JOE(x,t;s)

Finally, we consider a special example corresponding to the case originally intro-
duced by Kolmogorov [32]:

EXAMPLE. Let G(z,t) = Gp and a(z,t) = ag be constant. In this case the
causal cone has been determined as an example above and since « is constant we
obtain

Gd
P, t) = / dA(y, s) = a|C(z,t)| = Wd¥o™o td+L
Clx.t) d+1
where wy is the volume of the unit ball in R?. Abbreviating v = wd;jflG g, we conclude

from (3.6) that

plz,t) =1 — exp (—yt?t1), (4.2)
which widely is known as (Johnson-Mehl-) Avrami-Kolmogorov formula (cf. [18, 23,
27, 38, 46, 50] and the references therein).

4.1. Differential Equations in Spatial Dimension One. For nucleation and
growth processes in spatial dimension one (d = 1) one can easily show by a comparison
result for ordinary differential equations that

E(x,t;8) = [a(z,t; 5),b(x, t; 8)],
where a(z,t;t) = b(z,t;t) = z and

%(m,t;s) = Gla(x,t;s),8), ?(m,t;s) = —G(b(x,t;s), 5), Vs €l0,t].
s s
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Hence, the free volume density is given by

b(zts)
(z,t) / / s) dy ds
(zts)

and its time derivative is (due to Proposition 4.1) given by

O (a1) = Ga 1) / [ola(z, t;5),5) + ablz, t:5), )] ds

We now define the functions
¢
v(z, t) ::/ ala(z,t; s), s) ds,
0
¢
w(z,t) :=/ a(b(z,t; s), s) ds.
0

The first derivatives of v can be computed as

Now we have

d da oG da
%a(x,t, S) = a_y(a(zat75)75)a(z’t’s)’
0 Oa oG

0
55 2 —(x,t;8) = a—y(a(z,t;s),s)%(x t; s),

i.e., both 22(z,t;.) and % (x,t;.) are solutions of the same linear ordinary differential
equation. From the relation a(z,t;t) = 2 we deduce (by differentiating with respect
to z and t) that

Oa Oa Oa

—(z,t;t) =1 t;t t;t) = —G(x,t).

8z (.Z', ) ) b 315 ((E ) 85 ((E, ’ ) (1‘, )

Hence, the initial value for S (x,t;.) is just a multiple of the initial value for 22 S (@, t;.)
and by uniqueness of solutlons we conclude

a Oa
a(z,t,s)—*G(I,t)%(z,t,s), VSE[OaT}'

Together with the above relations for ”

and Bv this finally yields the partial differ-
ential equation

Ov Ov .4
T + 9= in R® x (0,7)
15



with initial value v(z,0) = 0. By analogous reasoning for b we can derive the equation

0 0
a—f—Ga—Zza in RY x (0, 7)
with initial value w(z,0) = 0.

We now summarize the equations we have derived so far. If we insert the above
formula for %% and the definitions of v and w into (3.7), we end up with the closed
system

o _

5 = C(L—p)(v+w) p(,0)=0

ov ov

- 7 L 0) = 4.3
5 + B e v(,,0)=0 (4.3)
ow ow

E* % = w(,O)—O

for p, v, and w. Note that this system of partial differential equations generalizes the
system of rate equations derived by Schneider et. al. [40] in the one-dimensional case,
which can be rewritten as

% =G(1—-p)(v+w) p(-,0)=0

ov

5 =@ v(,,0)=0 (4.4)
ow

a = w(,(]) =0.

At a suitable space and time scaling it can indeed be shown that (4.4) is a limit of
(4.3) for small growth rate G and large nucleation rate « (cf. [7]).

4.2. Approximation of the Volume Density in Mesoscopic Fields. We
now consider a multi-dimensional situation, where the computation of the volume
density can be rather involved due to the possibly complicated structure of the causal
cone. For the sake of simplicity we restrict our attention to the case d = 3 (but
analogous and even simpler reasoning is possible for d = 1,2, too). The causal cone
C(x,t) can be computed by a single simulation of growth process backward in time
and subsequent integration of the nucleation rate o over C(x,t). However, for general
growth rates G such an approach for the computation of the averaged quantities is
rather inefficient. In order to determine the values of p on a grid, one has to compute
the causal cone separately for each grid point if the grid fineness is larger than ¢ (since
the causal cones are disjoint). On the other hand, a grid fineness smaller than ¢ would
lead to an unreasonably high number of unknowns, in particular if one is interested
in mesoscopic approximations.

We investigate a typical multiscale situation, where the nucleation and growth rate
are derived from meso- or macroscopic fields, for example as functions of temperature
as in solidification and phase-change processes (cf. e.g. [8, 49]). Consequently we
assume

CgGo CG / Caao Caao /
sup [VG(a, )] < 2650 _ C¢ (_) . swp|Vala )] < _ (_)
(1) A T \\ (.t) A TGo \\

(4.5)
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for some constants Cg, C, € RT of order one, where «q is assumed to be the max-
imal value of the nucleation rate «. Since the spatial variation of G is small on the
microscale related to the diameter of the causal cone, it seems natural to derive an
approximation by ignoring this variation, i.e., we define

Cl(x,t) == {(y,5) € Rd xRy | 36 € WH([s,1]) : £(t) = ,&(s) =y,
[E(7)] < G(z,7), T € (s,1)}. (4.6)

The approximation C!(x,t) is a linear cone, more precisely

t
Cllat) = {(y,5) R x Ry | |y — 2| < / Glz,7) dr}.
Correspondingly we define the first-approximation to p and p, as
P ) = 1 —expl=ph(m,1)),  pl(a,t) = /Cl( o) dis) (4D
x,t

We start by computing the evolution of pl: First of all, since
t
pr(x,t) = / / a(y,s) dy ds
0 \yfz\gf; G(z,7) dr

t f; G(z,7) dr
= / / / a(z +rv,s) r? dv dr ds,
o Jo 83

we obtain from the transport theorem that

aapt* (x,t) = G<x7t)/0 /Sza(m—i—R(a:,t,s) v,s) (R(x,t,s))? dv ds,

with R(x,t,s) = fst G(z,7) dr. Now define

t
w1 (z, 1) ::/ / o (z+ R(z,t,s) v,s) (R(z,t,s))° dv ds,
0 Js3
then we can compute a further time derivative as

t
%(m,t) = 2G(m,t)/ / a(x+ R(x,t,s) v,8) R(z,t,s) dv ds+
0 JS3

G(z,t)/o /53 Vo (z+ R(z,t,s) v,s) - v (R(x,t,5)° dv ds

Since we expect the gradient of agy to be small at the spatial scale corresponding to
the size of the causal cone, we ignore the second integral for the moment and take a
closer look at the first part, namely

¢
w2 (z,t) = 2/ / a(x+ R(x,t,s) v,s) R(z,t,s) dv ds,
0 JS&3

with time derivative
8(,02 t
—=(z,t) = 2G(x, 1) a(x+ R(x,t,s) v,s) dv ds+
(9t 0 S3
¢
2G(z,t)/ / Va(x + R(z,t,s) v,s) - vR(z,t,s) dv ds
0 JS3

17



Taking again the first term only, we have

¢
3z, t) :=2/ / a(x+ R(x,t,s) v,s) dv ds
0 J&3
and

%(Jc,t)=2/ a(z+ R(x,t,t) v,t) dv+
ot 58

¢
2G(z,t)/ / Va(x + R(z,t,s) v,s) - v dv ds.
0 JS3
Since R(z,t,t) = 0 we obtain the identity
2/ a(xz+ R(x,t,t) v,t) dv =2« (x,t)/ dv = 8rafx, t).
S3 S3

It seems reasonable to ignore all the gradient terms and to define an approximation
p° as the solution of the system of differential equations

aPO B 0 3p2 _ 0 oy

o

2

% o (4.8)
Ot - 3

N3

el 8T,

with homogeneous initial values for all variables. Here the variables 1; are thought
of as approximations to ¢;. Note that (4.8) is the three-dimensional case of the rate
equations proposed in [40].

In order to compare the extended volume p, and the approximation pl, p% in
a reasonable way, we rescale the extended densities by a typical size agl?T), i.e., we
consider the rescaled variables

In the same way we rescale the variables ¢; and v; to

9 Y
vi= CY0€3_J‘T7 ’l/)] o aoﬁ’—jT'

We start by estimating the difference between @3 and 153, using the estimats for
G and Va, as
1

t T
|3 (z,t) — 1/;3(30,12)| = |2/ G(:E,T)/ / Va(x + R(z,7,8)v,s) - v dv ds dT]|
Oon 0 0 S3

20,Go. [t [T A7C,Got?
dv ds dr| = ——o70"
AT'/O/O/SSVST| AT
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For the difference between @ and 1&2 we can derive a similar estimate, taking into
account that the error consists of two terms, namely the ignored integral involving
Va and the integral of p3 — 13. By a simple application of the triangle inequality we
obtain

(Ba(e.0) = e 0] = 71 [ Glam)@a(a) = (e, 7) dr

1 t T
|2/ G(:E,T)/ Va(x + R(z,7,8)v,s) v R(x,T,s) dv ds dr|
OzogT 0 0 S3

< 47rCaG3t3 47rCaG(2)t3 B SFCath?’
- 3MT 3T 3MT

+

By completely analogous reasoning we deduce

QWCQG8t4

% — <
|(101($at) 1/11(307t)| = 3IN2T

and, finally,

QWCathE) < 2wCy ¥

pr(x,t) — p2(x,t)] < ay

Hence, the additional error made when ignoring the terms with Vo in the derivatives
is of first order with respect to the relative scale f.

A natural next step is to estimate the difference between p, and pl. For this sake
we inspect the causal cone section E(x,t; s). For each y € £(x,t; s) we can find an arc

¢ such that £(t) =z, £(s) = y, and

CcGo
=0 ¢(r) — al.

()| < GE(r),7) < Gz, 7) +

Since on the other hand, we have G(&(7),7) < Go, we can estimate |£(7)| < G and
hence, |£(7) — x| < Go(t — 7). Inserting the latter estimate on the right-hand side
above, we obtain

t
6) < [ ) dr < Riat0) + BT )

This shows that £(z,t;s) C B(x; Ry(x,t,s)), where B(z; R) denotes the ball around

2 with radius R. By similar reasoning we can deduce the inclusion &(z,t;s) D
B(z; R_(x,t,s)) with

CeGi(t —s)?

R_(x,t,s) = R(z,t,s) — %}\s).

Hence, the relative volume between &(x,t; s) and B(z, R(x,t, s)) can be estimated by
€@z, t;5) \ B(x, R(x,1,5))| + |B(x, R(x,1,5)) \ E(x, t; )|
4
< g(m(x,t; s) — R(z,t;5)%)

< 2rCaGE(t — s)?

2 2(t— s)2 0Go(t —s)\>
< OG0 (g, 4: 52 < 2TCCCRUE 0] ek

b\ (GQ (t — S) I\
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With the integral representations of p. and pl we can further estimate

|p*($a t) - pi(xa t)'

1 t
<l [ ([ awsapas- [ aly.s) dy ) ds|
OéofsT 0 ( E(x,t;s) B(z,;R(z,t,s))

1 [t2 4 — g) 2
|/ WCGG;J\( S) (1+CG ) ds|
0

= 3T 2\

27C¢ Cet\*t ¢  2nCq Cel\? ¢
< 1+ =250) ——< 14+ 287 =
_5<+2)\)T)\_5 o)

From the triangle inequality we obtain the following result:
THEOREM 4.2. Let G and « satisfy (1.2) and (4.5). Then, with the above
definitions of p. and the approximation p° as above, the estimate

AN
1 1+ —
+3(+2A)

21C,,

© = 15

px — Pl

(
3 (4.9)

holds.
Theorem 4.2 confirms that p? is indeed a first-order approximation of the extended
volume density p.. The difference in the volume densities can be estimated by

(0]
e P _ g Px

o= r°ll. < _ < (@ofT) [ = A2 -
Note that the constant agf>T is a bound for the number of nucleations in a microscale
cell in the time interval [0, 7], which is usually small or of order one.

5. Variance and Mesoscale Averaging. In the following we discuss the vari-
ance of the random variable x(z,t) := Iz)(z), taking the values 0 or 1 only, and
the variance of a local averaging on a mesoscale, which yields error estimates for
corresponding mesoscale quantities.

5.1. Variance of the Volume Density. The volume density p(z,t) is the ex-
pected value of the random variable x(z,t). Hence, x(x,t)? = x(z,t) and we obtain
for the local variance

v(z,t) = E[x(,1)*] - E[x(2,1)]” = E[x(z,t)] — E[x(z, )]* = p(x,t)(1 — p(x,1)).

Since p(z,t) € [0,1], we conclude that p(z,t)(1 — p(x,t)) < L and hence, we have

derived the following result: !

THEOREM 5.1. For each (x,t) € Q x [0,T], the random variable x(x,t) has a
variance v(z,t) € [0, 1].

In general, we cannot expect a very low variance at a single point z, but we
may expect a lower variance for local spatial averages of x. Given A C €, we have

introduce the random variable
1
mal(t) == T Ax(m,t) dz.

Due to the linearity of the integral we conclude E[m(t)] = [, p(«,t) dz. The variance
20



of m4 can be estimated (in a pessimistic way) via the Cauchy-Schwarz inequality

(77 /() = oot ao) ]
1

< oE | [ (o) = st 0)? e

1 1
= — t) de < —.
I ACUEEE

Clearly, with such a pessimistic estimate the variance is not decreased, since we have
not introduced information about the possible dependence or independence of the
random variables y(z,t) at different locations. This will be done in the following
section within a local averaging procedure.

E [(ma(t) — Elma(t)))?] =E

5.2. Error Estimates for Mesoscale Averaging. In the following we shall
consider local averages of the volume density at the mesoscale. We assume that
A = 3N/{ with £ > GoT'. We perform the local averaging over a cell

A A
AG) = {2} + 5,50 (5.1)
i.e., we are interested in the average volume density
pz,t) = mA(Z)(t). (5.2)
The local cell A(z) can be decomposed into subcells
t Ly . d
Ai:{zi}+[7_a_] 5 1:17(3]\[) 3 (53)

2°2

such that the interior of A; and A; are pairwise disjoint and
A(z) =4
i

Now define random variables X;(t) := m 4, (t). From the results of the previous section
we know that E[X;(¢)] = fAi p(x,t) dx and that the variance of X;(t) can be estimated
via V[X;(t)] < 1.

LEMMA 5.2. Let 0 <t < T and |z; — z;|1 > (d + 2\/8)/\. Then the random
variables X;(t) and X;(t) are independent.

Proof. Let x; € A; and z; € A;. Then, |2 — 2|1 > (d+2V/d)\ implies |z; —x;| >
2GoT and hence, from (2.10) we can conclude that C(z;,t) N C(z;,t) = () and since
x(z,t) only depends on the nucleation in C(x,t), we may conclude that x(x;,t) and
X(xj,t) are independent. Since z; € A; and x; € A; are arbitrary, we may also
conclude that the integrals of x with respect to z; € A; and with respect to z; € A;
are independent, and thus, X;(t) and X,(¢) are independent. O

THEOREM 5.3. Let the nucleation and growth process satisfy the standard as-
sumptions and let { = GoT' < \. Then we have

d d
Vip(z,t)] < ﬁ = Mid) (;) , V(z,t) € Q x [0,T],
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with M (d) being any real number such that k(d) > d + 2V/d
Proof. Due to Lemma 5.2 we can find (M (d))? disjoint index sets

I, c {1,...,(M(d)N)%}

such that
M:i
{1,...,(M(@N)"} = | ] I, |I| = N,
k=1

and such that X; and X; are independent if ¢ € I and j € I for some k. Now we
define random variables Y := Y., N79X;(t). The mean value of Y} is given by

i€l
E[Yi] =E Z N7X;(t)| = Z %/ pla,t) de = 1 plx,t) du.
. “— NUA;| Ja, |Bk| JB,
i€}, i€},
Since the X; are independent for ¢ € I, with variance bounded by i we obtain
1
_ —dvy _ —dy _ a—2d .
V[Yi] =V Z N7IX(t)| =V Z N Xz(t)] =N ZV[XZ(t)] < v
i€l i€}, i€},
With the above notation, we have
(M(d))*
plz,t) = (M(d)~" Y Vi
k=1
and hence,
(M(d))* (M(d))* 1
A _ —2d —d
Vip(z,1)] = (M(d)) =V ; Vi | < (M(d)) ; VIYi] <

which completes the proof. O
Note that with the Chebyshev inequality, Theorem 5.3 implies
1

M(d)d ¢ d
m/A(Z)(X(x,t) — p(x,t))dx >e] <=3 (X) _

The variance estimate can also be interpreted in a different way, since £ = GoT yields
a certain time dependence of the estimate. In particular we obtain

Vipe, )] < S (22

and therefore we have to expect that the variance grows in time like 7'%.

6. Extensions. In the following we consider some possible extensions of the
mesoscale averaging to further situations of interest. We shall not develop a detailed
theory for these cases, but only outline the major analogies and differences to the
growth considered above.
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6.1. Anisotropic Growth. In anisotropic growth, which appears for many ma-
terials with an underlying crystal structure such as metals or semiconductors, the form
of the normal velocity G in the growth model (1.1) has to be changed to

G = H(z,t,n), H:R?x R, xS - Ry,

where S% is the unit sphere in R?. Such growth situations appear e.g. for d = 2
on crystalline substrates, where the dependence of H is determined by the under-
lying crystal structure of the substrate. The function H can be extended to a one-
homogeneous function on R? x R, x R? via

p
H(Z’,t,p) = |p|H(l’7t, _)

Ip|

We shall assume that H(z,t,.) is a convex function for all (x,¢). In this case, the
level set formulation of the growth model is given by Q(t) = {¢(.,¢) < 0} for ¢ being
the viscosity solution of the Hamilton-Jacobi equation

9¢

— + H(x,t,V¢) =0.

0+ H(r,t,V9)
For convex Hamiltonian H, one can still derive a Hopf-Lax formula (cf. [24]) of the
form

oa.t) = nf{ 0(3.0) | 36 € WH=([0.1) : €) = 2.6(0) = v
|§(T)| < sup H(f(T),ﬂ V)7T € (0,t) } (6'1)

|v|=1

The causal cone can be defined in the same way as in the isotropic growth situation
above, and using (6.1) one can also derive an analogous Hopf-Lax representation of
the causal cone as

Clz,t) = { (y75) € Rd xRy | I e WLOO([Sat]) : g(t) = m75(8) =Y,
|§(7_)| < sup H(S(T)vTv V)7T € (sat) }

|v|=1

The basic ideas and results of mesosale averaging such as the Avrami-Kolmogorov
formula remain unchanged in the anisotropic setting, the only difference is the slightly
more complicated computation of the causal cone.

6.2. Polycrystalline Growth. A challenging example in modern semiconduc-
tor processing is the growth of polycrystalline structures on amorphous substrates
(cf. e.g. [39]). In these processes, a crystalline material is deposited on an amorphous
substrate and crystals nucleate randomly. Since the material is crystalline, each nu-
clei has a special orientation, which is a random variable in the nucleation process.
Hence, nucleation should be modeled as a Poisson process in D x RT x S% with a rate
a = a(z,t,v) for v € S

The initial orientation of the nuclei determines the subsequent anisotropic growth
of the crystal, i.e., the level set formulation of the growth of the j-th grain becomes

Q;(t) ={9;(.,t) <0}

9¢;

815 + H,/(.Z',t, V(b]) = Oa
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with Hamiltonian (respectively normal velocity for the front growth) depending on
the initial orientation. Thus, the growth of a grain nucleated at (X, T") will in general
be different for different values of the random variable v. Since the nucleation event
is now described by a random variable on R? x R, x S¢, we have to define the causal
cone as a subset of this larger set, i.e.,

Clz,t) == {(y,s,v) € R? x Ry x 8¢ | Nucleation of grain Q at y at time s

with orientation v implies = € Q(¢t)}. (6.2)

The mesoscale averaging can then be performed by analogous reasoning as above
and one obtains that (3.7) holds with

pu(a,t) = EIN(C(z,1))] = /C e s

t
= / / / aly,s,v) dy ds dv, (6.3)
S J0 JE(z,t;8,v)

E(x,t;s,v) ={ y e RY| (y,s,v) € C(x,t) }.

with the section

Again, the major change in the mesoscopic averaging occurs with respect to the causal
cone, which is now an object of higher dimension and consequently more difficult to
compute.

ExaMPLE. In order to make the above statements more concrete, we consider
a special case of cubic anisotropy with constant growth rate a(z,t,v) = ag. We
assume that the nucleating grain is an infinitesimally small cube with main axis in
direction v (and its unit normals vi-, v3-), and that the growth appears with a constant
velocity Gy in the directions of the main axis, so that the grain remains a cube until
impingement. More precisely, a freely grown grain Q* nucleated at location X}, time
Ty, and orientation vy is given by

Q) ={ 2z eR?| |z — Xgly, < Golt —Ty) 1,
where the anisotropic norm |.|, is given by
Iyl = max{ly - vl, |y - vi ||y vy}
As a consequence we can compute the causal cone
Clx,t) = {(y,5,v) EREX Ry xS | |z —yl, < Go(t —s)}
and its sections
E(x,t;8) ={(y,v) EREX Ry x 83| |z —y|, = Go(t — 5)}.

With (6.3) we derive in this special case

t t
ps(x,t) = / / / a(y,s,v) dy ds dv = 47Ta0/ 8Ga(t — 5)* ds = 8rapGit?.
S J0 JE(z,t;s,v) 0

Hence, the degree of crystallinity can be computed explicitely as
plx,t) =1 —exp (787roz0G(3)t4) , (6.4)

which is the polycrystalline equivalent of the classical Avrami-Kolmogorov formula
(4.2).
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