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Abstract This chapter summarizes theoretically achievable gains and the construction of
practical codes for user-cooperation. Most of these results relate to therelay
channel, which is a three-terminal channel that captures the essence of user-
cooperation and serves as one of the primary building blocks for cooperation on
a larger scale. In investigating the fundamental limits of relaying, we present
information-theoretic results on the achievable throughput of relay channel in
mutual-information terms. We also include results on Gaussian channels, and
for the practically important case of half-duplex relaying. In the domain of relay
coding, we specifically discuss pragmatic code constructions for half as well as
full-duplex relaying, using LDPC codes as components.
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Introduction

Cooperative communication is one of the fastest growing areas of research,
and it is likely to be a key enabling technology for efficient spectrum use in fu-
ture.1 The key idea in user-cooperation is that of resource-sharing among multi-
ple nodes in a network. The reason behind the exploration of user-cooperation
is that willingness to share power and computation with neighboring nodes
can lead to savings of overall network resources. Mesh networks provide an
enormous application space for user-cooperation strateges to be implemented.
In traditional communication networks, the physical layer is only responsible
for communicating information from one node to another. In contrast, user-
cooperation implies a paradigm shift, where the channel is not just one link
but the network itself. The current chapter summarizes the fundamental limits
achievable by cooperative communication, and also discusses practical code
constructions that carry the potential to reach these limits.

Cooperation is possible whenever the number of communicating terminals
exceeds two. Therefore, a three-terminal network is a fundamental unit in user-
cooperation. Indeed, a vast portion of the literature, especially in the realm of
information theory, has been devoted to a special three-terminal channel, labeled
therelaychannel. The focus of our discussion will be the relay channel, and its
various extensions. In contrast, there is also a prominent portion of literature
devoted to cooperation as viewed from a network-wide perspective, which we
will only briefly allude to.

Our emphasis is on user-cooperation in the domain of wireless communi-
cation, and the fundamental limits that we discuss are information theoretic in
nature. In this regard, we first bound the achievable rates of relaying using
mutual information expressions involving inputs and outputs of the cooperat-
ing nodes. We then investigate relaying in the context of Gaussian channels,
and summarize known results for well-known relaying protocols. In recent
years, half-duplex relaying has been accepted as a practical form of relaying
that has potential for implementation in near future. Therefore, we devote a
section to the derivation of the fundamental limits of half-duplex relaying. Last,
we consider a scenario where the source and the relay exchange roles, which
is a departure from the conventional relay channel. This departure, however,
captures the essence of user-cooperation where both nodes stand to gain from
sharing their resources, which is why this model is a prominent candidate for
future implementation.

As regards the coding strategies, we will discuss practical code constructions
that emulate random coding strategies used in information theoretic achievabil-
ity proofs. The component codes of choice are LDPC (Low Density Parity
Check) codes, because of their simple factor graph representations, and low-
complexity belief propagation decoding. We present code constructions for
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both half and full-duplex Gaussian relay channels. Many practical challenges
encountered in relay coding are exposed in the course of our treatment.

This chapter is organized as follows. First, we present a historical summary
of important contributions in the field of relaying. Following that, we include a
section to introduce preliminary concepts and terminology for the reader who
is unfamiliar with the literature. The next section is devoted to a discussion
of information-theoretic limits on the throughput achievable by relaying. In
this regard, we pay special attention to Gaussian links; discuss limits of half-
duplex relay communication; and finally investigate a scenario where two nodes
cooperate with each other without any separate notion of one node being a source
and another a relay. The next section is devoted to explicit code constructions
for the relay channel, and here we discuss LDPC codes for both full and half-
duplex relaying. The final section concludes with a few closing remarks.

Figure 1.1. Direct, two-hop and relay communications.

A Brief History of Relaying

We summarize prominent contributions in the area of user-cooperation. Our
list of contributions is by no means exhaustive, but we attempt to touch upon
the many approaches to user-cooperation over the years.

Communication from a single source to a single destination without the help
of any other communicating terminal is calleddirect , single-useror point-to-
point communication (Figure 1.1). User-cooperation is possible whenever
there is at least one additional node willing to aid in communication. The
simplest and oldest form of user-cooperation is perhaps multi-hopping , which
is nothing but a chain of point-to-point links from the source to the destina-
tion (Figure 1.1 shows two-hop communication). No matter what the channel,
there is some attenuation of the signal with distance, which makes long-range
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point-to-point communication impractical. This problem is overcome by re-
placing a single long-range link with a chain of short-range links, where at
each intermediate node there is aboosteror repeaterto enhance signal quality.
Multi-hopping was conceived about the same time as smoke and drum signals,
therefore we do not attempt to put a time stamp on it.

More recently, the three-terminal relay channel (depicted in Figure 1.1) was
introduced by van der Meulen, 1968; van der Meulen, 1971. In his original
work, van der Meulen discovered upper and lower bounds on the capacity of
the relay channel, and made several observations that led to improvement of
his results in later years. The capacity of the general relay channel is still
unknown, but the bounds discovered by van der Meulen were improved signif-
icantly by Cover and El Gamal, 1979. In the interim, Sato, 1976 also looked
at the relay channel in the context of the Aloha system. Notably, an extensive
review of results on several channels that are important to network information
theory was published in van der Meulen, 1977. The review summarized the
state-of-the-art at that time, but our understanding of relaying has improved
considerably since then. Other important contributions of the era which con-
tributed to the understanding of user-cooperation include Slepian and Wolf,
1973; Gaarder and Wolf, 1975; Cover and Leung, 1981; Willems, 1982; Cover,
1972; Cover, 1975; Bergmans and Cover, 1974; Marton, 1979; Gel’fand and
Pinsker, 1980; Han, 1981; El Gamal and van der Meulen, 1981; Cover et al.,
1980; Wyner, 1978; Wyner and Ziv, 1976.

Undoubtedly, the most prominent work on relaying to date is Cover and
El Gamal, 1979. Most of the results in this work have still not been superseded.
In the years following Cover and El Gamal, 1979, there was some interest in
the relay channel, as is evident from the literature. In El Gamal and Aref, 1982,
the authors discovered the capacity of the semideterministic relay channel,
where the received signal at the relay is a deterministic function of the source
and relay transmissions. There was an effort to generalize the results of Cover
and El Gamal, 1979 to networks with multiple relays in Aref, 1980; El Gamal,
1981. These works also investigated deterministic relay networks with no
interference, and deterministic broadcast relay networks .

In parallel with the effort on relaying, there was a prominent body of re-
search on the capacity of the multiple-access channel with generalized feed-
back (MACGF) . This channel was studied in King, 1978 with a model where
two transmitters transmit to a common destination, and these transmitters also
receive a common feedback from the destination. In Carleial, 1982, this model
was generalized to include different feedback to the two transmitters. It is easy
to see that the relay channel is a special case of Carleial’s model. Remarkably,
as discussed in Kramer et al., 2005, Carleial introduced a coding scheme that
is different from, and in some respects preferable to the superposition block-
Markov encoding introduced by Cover and El Gamal, 1979.
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Perhaps due to the difficulty of finding new and better information-theoretic
results, and the technological challenges of implementing user-cooperation,
the interest in relaying and user cooperation diminished after the early 80’s.
Until the turn of the century, there were sporadic contributions on relaying,
broadcast, and multiple-access channels as evidenced in Zhang, 1988; Zeng
et al., 1989; Thomas, 1987. Efforts on relay coding continued until the late
80’s and early 90’s as evidenced in Ahlswede and Kaspi, 1987; Kobayashi,
1987; Vanroose and van der Meulen, 1992. On the other hand, some truly
remarkable strides were made during this period in the general area of digital and
wireless communications, such as discovering the capacity of multi-antenna
systems by Foschini and Gans, 1998; Telatar, 1999, a great deal of advancement
in our understanding of fading channels (summarized in Biglieri et al., 1998),
and remarkable progress in channel coding including the discovery of Turbo
codes in Berrou et al., 1993, space-time codes in Tarokh et al., 1998, and the
rediscovery of LDPC codes of Gallager, 1963 in MacKay, 1999; Luby et al.,
2001; Richardson and Urbanke, 2001. These advances set the stage for a second
wave of research on relaying by providing a whole new context and new tools
to attack the problem.

One of the prominent works that helped to draw attention to user-cooperation
in recent years is Sendonaris et al., 2003a; Sendonaris et al., 2003b. In this work,
the authors propose user-cooperation as a form of diversity in a mobile uplink
scenario, and show its benefits using various metrics. Also noteworthy are the
contributions of Laneman, 2002; Laneman and Wornell, 2003; Laneman et al.,
2004 for studying the performance of important relaying protocols in fading
environments. Yet another important set of contributions came in the form
of novel information theoretic results and new insights into information theo-
retic coding in Kramer et al., 2005 (also more recently in Chong et al., 2005).
In Schein and Gallager, 2000; Schein, 2001 the authors considered a variation of
the relay channel where there is no direct source-destination link, but there are
two relays to aid communication. In Schein and Gallager, 2000; Schein, 2001
the authors considered a variation of the relay channel where there is no direct
source-destination link, but there are two relays to aid communication. New
information theoretic results and results on power control were also discovered
in Wang et al., 2005; Høst-Madsen and Zhang, 2005. A variety of contributions
to relaying including new bounds, cut-set theorems , power control strategies,
LDPC relay code designs, and some of the earliest results on half-duplex relay-
ing inxxrelay,half-duplex were proposed in Khojastepour, 2004. Researchers
realized that relaying can mimic multiple-antenna systems even when the com-
municating entities were incapable of supporting multiple antennas. Prominent
literature on the use of space-time codes with relays includes Laneman and
Wornell, 2003; Nabar et al., 2004; Mitran et al., 2005. Other noteworthy re-
cent contributions are by El Gamal et al., 2004; Reznik et al., 2004; Hasna and
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Alouini, 2003; Boyer et al., 2004; Toumpis and Goldsmith, 2003; Liang and
Veeravalli, 2005.

In a different direction, Gupta and Kumar, 2000 proposed a new approach
towards finding network information carrying capacity, which led to research
on finding scaling laws for wireless networks in a variety of settings. Numerous
works were published on studies of networks with large numbers of nodes, as
contrasted to the simple few-node channels studied by traditional information
theory. In Gupta and Kumar, 2003, the authors showed that the use of advanced
multi-user schemes can improve network transport capacity significantly. Sub-
sequently, Xie and Kumar, 2004 discovered an achievable rate expression for a
degraded Gaussian channel with multiple relays and established bounds on its
transport capacity. The results of Reznik et al., 2004 also treated the case of
multiple Gaussian degraded relay stages with a total average power constraint.
In another direction, Gastpar and Vetterli, 2005 showed that the upper-bounds
on relay capacity obtained from cut-set theorems coincide with known lower
bounds as the number of relays becomes large. Other prominent contributions
in this area include Xue et al., 2005; Xie and Kumar, 2005; Grossglauser and
Tse, 2002.

With significant advances in technology over the last two decades, the promise
of relaying is very real. A large body of research is currently geared towards
developing practical user-cooperation schemes to harvest the gains predicted
by information theory. Solutions in this direction include Sendonaris et al.,
2003b; Stefanov and Erkip, 2004; Janani et al., 2004; Hunter et al., 2004; Kho-
jastepour et al., 2004a; Chakrabarti et al., 2005a; Zhang et al., 2004; Zhang and
Duman, 2005; Castura and Mao, 2005; Zhao and Valenti, 2003.

Yet another area of user cooperation where recent years have seen an explo-
sion of publications is that ofnetwork coding. The field grew largely after the
publication of Ahlswede et al., 2000, although an earlier publication Yeung and
Zhang, 1999 also contained seeds of the idea. Subsequently, several important
advancements to the field have been made, of which some of the fundamental
ones are in Li et al., 2003; Koetter and Medard, 2003; Chou et al., 2003; Jaggi
et al., 2005; Ho et al., 2003; Li and Li, 2004; Yeung et al., 2005.

Preliminaries of Relaying

The relay channel is the three-terminal communication channel shown in
Figure 1.2. The terminals are labeled the source (S), the relay (R), and the
destination (D). All information originates atS, and must travel toD. The
relay aids in communicating information fromS to D without actually being
an information source or sink. The signal being transmitted from the source is
labeledX. The signal received by the relay isV . The transmitted signal from
the relay isW , and the received signal at the destination isY . Several notions
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Figure 1.2. The relay channel with three nodes: the sourceS, the relayR, and the
destinationD. These three nodes are conceptually divided into two subsets by two
cuts of interest:C1 or the broadcast cut which separatesS from{R, D}, andC2 or the
multiple-access cut, which separates{S, R} from D. The channel input atS is given
by X, the input atR is W , and the outputs atR andD areV andY respectively.

of relaying exist in the literature. We will list the prominent ones in this section.
Conceptually, information is relayed in two phases or modes : first, whenS
transmits and(R,D) receive, commonly called the broadcast (BC) mode ;
and second when(S, R) transmit andD receive, also known as the multiple-
access (MAC) mode . Note that this differentiation is only conceptual since
it is possible for communication in both modes to take place simultaneously.
We will elaborate on this a little later, but first we will enumerate four different
models of relaying that can be classified based on the above two modes.

1 S → (R,D) ; (S, R) → D (most general form of relaying);

2 S → R ; (S, R) → D (D ignores signal fromS in first mode);

3 S → (R,D) ; R → D (S does not transmit in second mode);

4 S → R ; R → D (multi-hop communication) .

Of these, the first model is the most general, and most early results on relaying
were based on the first model. The second and the third are simplified models
introduced mainly for analytical tractability. For example, they simplify the
analysis of outage probabilities and the design of space-time codes for fading
relay channels in Laneman et al., 2004; Nabar et al., 2004.

The last model of relaying is much older as well as simpler than the other
three, and is commonly known as multi-hop communication. Unlike the other
three models, multi-hop communication does not yield diversity benefits, and it
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is primarily used to combat signal attenuation in long-range communication. In
wireless communication, usually there is severe attenuation of signal power with
distance. This attenuation is characterized by a channel attenuation exponent
γ. In other words, if the transmitted power isP , then the received power
at a distanced is P

dγ . The value ofγ lies in the range of2 to 6 for most
wireless channels. This attenuation makes long-range communication virtually
impossible. The simplest solution to this problem is to replace a single long-
range link with a chain of short-range links by placing a series of nodes in
between the source and the destination. A distinguishing feature of multi-
hopping is that each node in this chain communicates only with the one before
and the one after in the chain, or nodes that are one "hop" away. In a wireless
environment, it may be possible for a node to receive or transmit its signal
to other nodes that are several hops away, but such capability is ignored in
multi-hopping, making it a simple and extremely popular, but suboptimal mode
of user-cooperation. Of all the modes of user-cooperation discussed in this
chapter, multi-hopping is the only one that is widely implemented today.

Half-duplex versus Full-duplex Relaying. A relay is said to be half-duplex
(or ’cheap’ as in Khojastepour et al., 2003) when it cannot simultaneously
transmit and receive in the same band. In other words, the transmission and
reception channels must be orthogonal. Orthogonality between transmitted and
received signals can be in time-domain, in frequency domain, or using any set
of signals that are orthogonal over the time-frequency plane. If a relay tries
to transmit and receive simultaneously in the same band, then the transmitted
signal interferes with the received signal. In theory, it is possible for the relay
to cancel out interference due to the transmitted signal because it knows the
transmitted signal. In practice, however, any error in interference cancellation
(due to inaccurate knowledge of device characteristics or due to the effects of
quantization and finite-precision processing) can be catastrophic because the
transmitted signal is typically 100-150dB stronger than the received signal as
noted in Laneman et al., 2004. Due to the difficulty of accurate interference
cancellation, full-duplex radios are not commonly used; however, dvances in
analog processing could potentially enable full-duplex relaying.

Although early literature on information theoretic relaying was based al-
most entirely on full-duplex relaying (eg. van der Meulen, 1971; Cover and
El Gamal, 1979), in recent years a lot of research, and especially research di-
rected towards practical protocols, has been based on the premise of half-duplex
relaying(eg. Khojastepour et al., 2003; Liang and Veeravalli, 2005; Janani et al.,
2004; Laneman et al., 2004; Nabar et al., 2004).

Relay Protocols. The capacity of the general relay channel of Figure 1.2
is not known even today, over thirty years after the channel was first proposed.
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Moreover, there is no single cooperation strategy known that works best for
the general relay channel. As we will discuss in a subsequent section on fun-
damental limits, there are at least two fundamental ideas (and a third that is
practically less important) based on which the source and relay nodes can share
their resources to achieve the highest throughput possible for any known coding
scheme. The cooperation strategies based on these different ideas have come
to be known asrelay protocols.

The first idea involves decoding of the source transmission at the relay. The
relay then retransmits the decoded signal after possibly compressing or adding
redundancy. This strategy is known as thedecode-and-forwardprotocol ,
named after the fact that the relay can and does decode the source transmission.
The decode-and-forward protocol is close to optimal when the source-relay
channel is excellent, which practically happens when the source are relay are
physically near each other. When the source-relay channel becomes perfect,
the relay channel becomes a2 × 1 multiple-antenna system. Following the
naming convention of Cover and El Gamal, 1979, some authors use the term
cooperation to strictly mean the decode-and-forward type of cooperation.

The second idea, sometimes calledobservation, is important when the
source-relay and the source-destination channels are comparable, and the relay-
destination link is good. In this situation, the relay may not be able to decode
the source signal, but nonetheless it has an independent observation of the
source signal that can aid in decoding at the destination. Therefore, the relay
sends an estimate of the source transmission to the destination. This strategy
is known as theestimate-and-forward(also known ascompress-and-forward
or quantize-and-forward) protocol .

Theamplify-and-forward (also sometimes calledscale-and-forward) pro-
tocol is a special case of the above strategy where the estimate of the source
transmission is simply the signal received by the relay, scaled up or down before
retransmission. A1×2 multi-antenna system is a relay channel where amplify-
and-forward is the optimal strategy, and the amplification factor is dictated by
the relative strengths of the source-relay and source-destination links.

The third idea, known asfacilitation , is mostly of theoretical interest. When
the relay is not able to contribute any new information to the destination, then
it simply tries to stay out of the way by transmitting the signal that would be
least harmful to source-destination communication.

The names for the protocols that we have described above are generally
accepted by the relaying community. However, the reader is cautioned that
some authors refer to the aforementioned protocols differently. For example,
in Khojastepour, 2004,scale-and-forwardand amplify-and-forwardrefer to
different schemes. Therefore, it is always a good idea to check the authors’
definitions of scientific terms used in a document.
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Relaying : Fundamental Limits

The following is a brief outline of this section. First, we will summarize well-
known information theoretic results on the full-duplex relay channel stated in
terms of mutual information expressions. Second, we will present the achiev-
able rates of Gaussian channels for various relay protocols. Following that, we
will discuss results on half-duplex relaying. Finally, we will briefly summarize
the results of Sendonaris et al., 2003a; Sendonaris et al., 2003b for a three-
terminal network where each node acts as both source, and (full-duplex) relay
for the other node. A discussion on fundamental limits of relaying cannot be
complete without results on fading channels; however, they will be treated in a
separate chapter by Nicholas Laneman.

The relay channel is shown in Figure 1.2. We will assume that the channel
is discrete-time and memoryless . The signalsX,V ,W , andY are chosen
from finite setsX ,V,W, andY respectively, and the channel is described by
the conditional probability densitiesp(v, y|X = x,W = w) on(V ×Y) for all
(x×w) ∈ (X ×W). In what follows, we briefly summarize important results
known for the relay channel in terms of mutual information expressions. Many
of these results are due to Cover and El Gamal, 1979.

For the special case of a degraded relay channel, i.e., whenX → (V,W ) →
Y is a Markov chain , the following theorem from Cover and El Gamal, 1979
gives the capacity of the relay channel.

Theorem 1.1 [Cover and El Gamal, 1979] The capacityCd of the degraded
relay channel is given by

Cd = sup
p(x,w)

min (I(X, W ;Y ), I(X;V |W )) . (1.1)

The rate of Theorem 1.1 is achievable for any relay channel (not necessarily
degraded). The premise of degradedness is used only to prove that this rate
cannot be surpassed, and is therefore the capacity when the channel is degraded.
The practical utility of Theorem 1.1 stems from the fact that it provides an
achievable rate (a lower bound on the capacity) for the general relay channel.
This lower bound is fairly tight if the source-relay (SR) channel is better than the
relay-destination (RD) channel, which may physically correspond to a scenario
whereR is closer toS than toD. This can be attributed to the fact that the relay
channel resembles a degraded channel more and more closely as the SR link
improves relative to the RD link. A2×1 multi-antenna system can be thought of
as a degraded relay channel, where the two transmitter antennas corresponding
to the source and the relay have a perfect communication channel in between
them.

Achieving the rate of Theorem 1.1 requires a coding scheme whereR decodes
the signal it receives fromS before passing it on toD. Therefore, Theorem 1.1
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corresponds to the achievable rate of thedecode-and-forwardrelaying protocol.
We will discuss practical code designs for this protocol in a subsequent section
on relay coding.

For a reversely degraded relay channel i.e., whenX → (Y, W ) → V is
a Markov chain, the capacity of the relay channel is given by the following
theorem in Cover and El Gamal, 1979.

Theorem 1.2 [Cover and El Gamal, 1979] The capacityCrd of the reversely
degraded relay channel is given by

Crd = max
w∈W

max
p(x)

I(X;Y |w). (1.2)

Theorem 1.2 advocatesfacilitation , where the relay transmits a signal that
will maximize the capacity of the SD link. SinceR receives a signal that is a
noisy version of whatD receives,R knows nothing thatD does not already
know - “thusw is set constantly at the symbol that “opens” the channel for the
transmission ofx, directly toy at rateI(X;Y |w)”as quoted from Cover and
El Gamal, 1979. As in the case of Theorem 1.1, the achievability of the rate in
Theorem 1.2 does not require the reverse degradedness assumption, and is true
for all relay channels. This theorem is usually not important in practice because
practical relay channels that resemble reversely degraded channels have small
capacity. A channel where theSR distance is much larger than theSD distance
would mimic reverse degradedness. Geometric constraints dictate thatR will
be far from bothS andD in such a scenario, and it is therefore intuitive that
such a relay will not be of much use.

For the general relay channel of Figure 1.2, the following upper bound is due
to Cover and El Gamal, 1979.

Theorem 1.3 [Cover and El Gamal, 1979] The capacityC of the general
relay channel is bounded above as follows

C ≤ sup
p(x,w)

min (I(X, W ;Y ), I(X;V, Y |W )) . (1.3)

The above upper bound is a consequence of a general cut-set theorem for
information flow in networks. The reader should refer to Page444 of Cover and
Thomas, 1991 for an extended discussion of this theorem. Here, we will briefly
define notation, and state this elegant and powerful theorem without proof.

A network with multiple terminals is shown in Figure 1.3. We closely fol-
low the conventions in Cover and Thomas, 1991. The network consists ofN
nodes. Nodei is characterized by the input-output pair(X(i), Y (i)), and sends
information at a rateR(ij) to nodej. The nodes are divided in two setsS
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Figure 1.3. A network with multiple nodes divided in two setsS andSC separated
by a cutC.

andSC (the complement ofS), and a cutC conceptually separates the nodes
in these two sets. The channel is represented by the conditional probability
mass functionp(y(1), y(2), ..., y(N)|x(1), x(2), ..., x(N)) of the outputs given the
inputs. The following theorem bounds the rate of information transfer from
nodes inS to those inSC by the conditional mutual information.

Theorem 1.4 [Cover and Thomas, 1991] If the information rates{R(ij)}are
achievable, then there exists a joint input probability distributionp(x(1), x(2), ..., x(N))
such that ∑

i∈S,j∈SC

R(ij) ≤ I
(
X(S);Y (SC)|X(SC)

)
(1.4)

for all S ⊂ 1, 2, ..., N .

The above theorem is analogous to the well-knownmax-flow min-cuttheo-
rem Ford and Fulkerson, 1962. It says that the rate of information flow across
any cut (boundary) dividing the set of nodes in a network in two parts (the trans-
mitter and receiver sides) cannot exceed the mutual information between the
channel inputs on the transmitter side and the channel outputs on the receiver
side conditioned on the knowledge of inputs on the receiver side.
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The aforementioned cut-set theorem is a powerful tool for bounding the
capacity region from above for several important multi-terminal communication
channels. Capacity results in network information theory are usually difficult to
prove, and in many important cases such as the multiple-access channel and the
degraded relay channel, the capacity of a channel is known because the upper
bound given by the max-flow min-cut theorem is achievable. Unfortunately, the
upper bound given by the cut-set theorem is not always achievable. There are
examples where the capacity has been shown to be smaller than what is indicated
by the cut-set bound. One of the prominent cases is that of the Gaussian vector
broadcast channel (GVBC) (see Caire and Shamai, 2003; Vishwanath et al.,
2003; Yu and Cioffi, 2004; Viswanath and Tse, 2003), where the upper bound
on sum capacity is derived based on the work of Sato, 1978, and achievability
has been shown using Costa, 1983; Marton, 1979. Nevertheless, the cut-set
theorem remains one of the most powerful tools in network information theory.

Notably, the above cut-set theorem has recently been extended to networks
with multiple states by Khojastepour, 2004. We will discuss the extension in
the context of half-duplex relaying in a subsequent section.

Returning to our discussion of the relay channel, the reader will observe
that Theorem 1.3 follows immediately from Theorem 1.4. For the general
relay channel, the upper bound of Theorem 1.3 is not known to be achievable.
However, itis achievable when feedback is available, as shown in Theorem 3
of Cover and El Gamal, 1979. In a relay channel with feedback,S as well
asR know the signal received byD (with unit delay, which does not reduce
capacity). In fact, a relay channel with feedback is a degraded relay channel
whereV is replaced with(Y, V ), therefore using Theorem 1.1, the rate of (1.3) is
achievable. Here, the authors would like to caution the reader that results based
on feedback in information theory can be misleading because this feedback
does not carry a cost. In practice, feedback, like all other information, must be
communicated, and will therefore consume a fraction of the channel capacity.

Apart from decode-and-forward (Theorem 1.1) and facilitation (Theorem 1.2),
there is at least one other idea in cooperation that yields useful achievable rates,
exceeding those of Theorem 1.1 in some scenarios. The idea corresponds to the
estimate-and-forward protocol . Cover and El Gamal realized that in between
the two cases of a degraded channel, where the relay can perfectly decode the
source signal, and the reversely degraded channel, where the relay can con-
tribute no new information, there exists a regime where the relay can contribute
partial information to improve decoding at the destination. This partial infor-
mation is in the form of an estimate of the source signal received by the relay.
As an example, suppose that bothSR andSD channels are AWGN links hav-
ing the same noise variance. The channel is neither degraded nor reversely
degraded, but since the relay and the destination have independent views of the
noise, the destination would benefit from knowing the received signal at the
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relay, or an estimate of it. The achievable rate for this strategy is given by the
following theorem

Theorem 1.5 [Cover and El Gamal, 1979] The rateRcf is achievable for a
general relay channel where

Rcf = sup I(X;Y, V̂ |W ) (1.5)

subject to the constraint

I(W ;Y ) ≥ I(V ; V̂ |W,Y ) (1.6)

where the supremum is over all joint distributions of the formp(x,w, y, v, v̂) =
p(x)p(w)p(y, v|x,w)p(v̂|v, w) onX × W × Y × V × V̂ and V̂ has a finite
range.

The above theorem introduces the idea of an estimateV̂ of V that is commu-
nicated fromR to D when decoding is not possible. The final theorem (The-
orem 7) in Cover and El Gamal, 1979 superimposes the decode-and-forward
and compress-and-forward strategies to yield a composite achievable rate that
reduces to the achievable rates of the two aforementioned strategies in special
cases. We do not present the theorem here, but the interested reader can refer
directly to Cover and El Gamal, 1979.

In addition to the above results, all of which are from Cover and El Gamal,
1979, there are few other results known for special cases of the relay channel.
The capacity of the semideterministic relay channel, where the channel output at
the relay is a deterministic function of both source and relay inputs, was derived
in El Gamal and Aref, 1982 using Theorem 7 of Cover and El Gamal, 1979 and
Theorem 1.3 presented above. In addition, two new results were discovered
in Khojastepour, 2004 using a new set of tools developed in the context of half-
duplex relay channels. These tools include a new cut-set theorem (presented
as Theorem 1.11 in this chapter) as well as a novel coding scheme introduced
in Khojastepour et al., 2002b; Khojastepour, 2004. We will present these results
next.

Theorem 1.6 [Khojastepour, 2004] If the relay channel transition function
can be written in the form

p(y, v|x,w) = p((y1, y2), v1|(x1, x2), w2) = p(y1|v1)p(v1|x1)p(y2|x2, w2)
then the capacity of the relay channel is

C1 = sup
p(x1)p(x2,w2)

min
(
I(X1;V1) + I(X2;Y2|W2),

I(X1;Y1) + I(X2,W2;Y2)
)
; (1.7)
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p(y, v|x,w) = p((y1, y2), v1|(x1, x2), w2) = p(y1, v1|x1)p(y2|x2, w2)
then the capacity of the channel is

C2 = sup
p(x1)p(x2,w2)

I(X1;Y1) + I(X2,W2;Y2). (1.8)

subject to the constraint

I(X1;V1) + I(X2;Y2|W2) ≥ I(X1;Y1) + I(X2,W2;Y2). (1.9)

The above two results were derived in the context of the half-duplex relay
channel, therefore the subscripts1 and 2 for broadcast and multiple-access
modes respectively. However, the results are equally applicable to the full-
duplex relay channel.

In addition to the above results, new and better achievable rates channel have
been recently reported in Chong et al., 2005 based on two new coding strategies
that combine ideas of decode-and-forward and compress-and-forward. The
encoding and decoding differ from that of Cover and El Gamal, 1979 in that
regular block-Markov sperposition encoding and backward decoding Willems,
1982 are used.

Figure 1.4. Gaussian relay channel

Capacity Results for the Gaussian Relay Channel. In this section, we
discuss information theoretic results for Gaussian relay channels . We first
introduce our notation and state the well-known upper bound that can be derived
from Theorem 1.3. Then we discuss several lower bounds including some
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recently discovered ones. The lower bounds are of practical interest because
every lower bound is a consequence of a constructive coding scheme, and carries
the potential for implementation in future.

A full-duplex Gaussian relay channel is shown in Figure 1.4. For this dis-
cussion, we will use the notation of Khojastepour, 2004. The dependence of
channel outputs on inputs is as follows: the output at the relay isv = h2x+n1,
and the output at the destination isy = h1x+h3w+n2. Here,h1, h2 andh3 are
theSD, SR andRD channel gains respectively, andn1 andn2 are Gaussian

noise with varianceN1 andN2 respectively. The three variablesγ1 = |h1|2
N2

,

γ2 = |h2|2
N1

, andγ3 = |h3|2
N2

denote theSD, SR, andRD channel SNRs re-
spectively as shown in Figure 1.4. The input power constraints are given by
E[X2] ≤ P1 andE[W 2] ≤ P2.

The following upper bound on the Gaussian relay capacity can be obtained
from Theorem 1.3.

Theorem 1.7 [Cover and El Gamal, 1979]

CAWGN ≤ max
ρ:0≤ρ≤1

min
(
C((1− ρ2)(γ1 + γ2)P1),

C(γ1P1 + γ3P2 + 2ρ
√

γ1γ3P1P2)
)

(1.10)

where C(x) =
1
2

log(1 + x). (1.11)

The parameterρ in the above equation has the physical interpretation of the
correlation between source and relay signals. Increasingρ in equation (1.9)
increases the mutual information term corresponding to the multiple-access
cut, which is the second argument of themin function above. At the same
time, increasingρ decreases the mutual information term corresponding to the
broadcast cut, which is the first argument of themin function above. This
interpretation ofρ is also true for several of the lower bounds that we present
below.

Perhaps the most prominent lower bound on the capacity of the Gaussian
relay channel is a consequence of Theorem 1.1. This lower bound was actually
derived in Theorem 5 of Cover and El Gamal, 1979 as the capacity of the
Gaussian degraded relay channel . Using our notation, we present the lower
bound in the following theorem

Theorem 1.8 [Cover and El Gamal, 1979]

CAWGN ≥ RDF = max
ρ:0≤ρ≤1

min
(
C((1− ρ2)γ2P1),

C(γ1P1 + γ3P2 + 2ρ
√

γ1γ3P1P2)
)
(1.12)

whereC(x) is defined in (1.11).
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Since the above lower bound coincides with the capacity of the degraded
AWGN relay channel, we do not expect it to be tight when the channel is far
from being degraded, for example when theSD link received SNR exceeds that
of theSR link. In this scenario, even the capacity of the direct linkC(γ1P1)
exceeds that of decode-and-forward relaying. This is true even if unbounded
power is available at the relay. This is certainly not the best that we can do
with the relay. For instance, consider the case where theSR andSD channels
have identical SNRs, and theRD channel is noiseless. Here, the relay channel
becomes a1×2 MIMO system, where the best strategy is for the relay to simply
forward its analog received signal with appropriate power, so that the destination
effectively receives a signal that is the result of maximal-ratio combining. In
general, depending on the amount of noise in theRD channel, the relay may
spend variable amounts of resources on sending an estimate of its received
signal to the destination. Estimate-and-forward relaying, as proposed in Cover
and El Gamal, 1979, does not explicitly state the nature of the estimate to
be forwarded. Achievable rates of the estimate-and-forward protocol have
been derived for the Gaussian channel in Khojastepour et al., 2004b; Kramer
et al., 2005 using ideas of source coding at the relay and decoding with side
information at the destination Wyner and Ziv, 1976. The following theorem
gives the achievable rate of estimate-and-forward relaying for the Gaussian
relay channel of Figure 1.4.

Theorem 1.9 [Khojastepour et al., 2004b] The achievable rate of estimate-
and-forward relaying is given by

CAWGN ≥ REF = C

(
γ1P1 +

γ2P1γ3P2

1 + γ2P1 + γ1P1 + γ3P2

)
(1.13)

whereC(x) is defined in (1.11).

The above theorem shows that the rate achievable by estimate-and-forward
relaying can always surpass that of the direct link, although not always exceed
that of the decode-and-forward protocol.

An achievable rate for the estimate-and-forward protocol has also been de-
rived in Sabharwal and Mitra, 2005. Yet another rate is known to be achievable
using retransmission of a quantized version of the received signal at the relay.
The rate is presented as the achievable rate of the quantize-and-forward protocol
in Chapter 3 of Khojastepour, 2004.

The following theorem of Khojastepour, 2004 gives the rate of amplify-and-
forward relaying under the name of scale-and-forward relaying. Conceptually,
amplify-and-forward is a simple (but not always the best) way of implementing
the principle of Theorem 1.5. Here, the estimate being forwarded is simply a
scaled version of the received signal. We divide the transmission intoL →∞
consecutive sub-blocks of lengthM . Furthermore, assume that the relay builds
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Figure 1.5. Regions where each protocol outperforms all others(P1 = P2 =
−10dB, γ1 = 1).

its input signal based on all previously received signals in each sub-block. For
the simple case ofM = 2, the following theorem gives the achievable rate

Theorem 1.10 [Khojastepour, 2004] The optimal achievable rate of the
scale-and-forward scheme with the sub-block length M = 2 for the Gaussian
relay channel is given by

CAWGN ≥ RSF (M=2) = max
Q1,Q2:Q1+Q2≤2P1;β≤ 2P2

h2
2

Q1+N1

1
2
C

(
h2

1Q1

N2
+

h2
1Q2 + βh2

2h
2
3Q1

N2 + βh2
3N1

+
h2

1Q1Q2 + βh2
2h

2
3N

2
2

N2(N2 + βh2
3N1)

)
(1.14)

whereC(x) is defined in (1.11).

Figure 1.5 shows the region of channel conditions where each protocol per-
forms optimally. In this figure, only theSR andRD links change whereas the
SD link is fixed. Therefore, in a way, the plot shows relative performance of
these protocols as a function of relay position.
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The reader is reminded that several notions coexist in the domain of relay-
ing, and for each notion there may be several achievable rates depending on the
assumptions made during derivation. Often, finding the achievable rate corre-
sponding to a given protocol under a given channel model is not analytically
feasible. This may be true, for instance, if the throughput maximizing input dis-
tribution does not have a familiar form. For this reason, it is important to view
each achievable rate expression in the light of its context. We have only sum-
marized some of the best achievable rates known for three prominent protocols.
The interested reader can find additional results on Gaussian channels in Gupta
and Kumar, 2003; Khojastepour et al., 2004b; Laneman et al., 2004; Sabharwal
and Mitra, 2005; Gastpar and Vetterli, 2005; Schein and Gallager, 2000.

Fundamental Limits for Half-duplex Relays. In this section, we will first
present a new cut-set theorem for networks with multiple states due to Kho-
jastepour, 2004. This cut-set theorem yields an upper bound on the half-duplex
relay capacity. Following that, we will discuss well-known upper and lower
bounds for the half-duplex relay channel.

The following theorem from Khojastepour, 2004 can be thought of as a
generalization of Theorem 1.4. For the convenience of the reader, we define
our notation again. The network consists ofN nodes. Nodei is charac-
terized by the input-output pair(X(i), Y (i)), and sends information at a rate
R(ij) to nodej. The nodes are divided in two setsS andSC (the comple-
ment ofS), and a cutC conceptually separates the nodes in these two sets.
The channel is represented by a collection ofm conditional probability mass
functionsp(y(1), y(2), ..., y(N)|x(1), x(2), ..., x(N)|m) of the outputs given the
inputs, wherem is the state of the network which takes its values from a set of
possible statesM, with finite cardinalityM = |M|. We denote the state of
the channel in thekth network use asmk. For any statem definenm(k) as the
number of times that the network is used in statem in the firstk network uses.
Let

tm = lim
k→∞

nm(k)
k

(1.15)

denote the portion of the time that the network has been used in statem as the
total number of network uses goes to infinity. The following theorem bounds
the rate of information transfer from nodes inS to those inSC by the conditional
mutual information.

Theorem 1.11 [Khojastepour, 2004] Consider a general network withM
states, whereM is finite. If the information rates{R(ij)} are achievable, then
the sum rate of information transfer from a node setS1 to a disjoint node set
S2, whereS1, S2 ⊂ {1, 2, ..., N} and for any choice of network state sequence
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(mk)∞k=1, is bounded by:

∑
i∈S1,j∈S2

R(ij) ≤ sup
tm

min
S

M∑
m=1

tmI
(
X

(S)
(m);Y

(SC)
(m) |X

(SC)
(m)

)
(1.16)

for some joint probability distributionsp(x(1), x(2), ..., x(N)|m),m = 1, 2, ...,M
when the minimization is taken over all setsS ⊂ {1, 2, ..., N} subject to
S ∩ S1 = S1, S ∩ S2 = φ and the supremum is over all non-negativetm
subject to

∑M
i=1 tm = 1.

Figure 1.6. Two states of the half-duplex relay channel.

Using the above theorem, an upper bound for the capacity of the half-duplex
relay channel can be found. In a half-duplex relay, the network can be in one
of two states, based on whether the relay is transmitting or receiving. These
states are called thebroadcast and themultiple-accessstates and are shown
in Figure 1.6. The two cuts of interest, which are also called thebroadcast
andmultiple-accesscuts, are shown in Figure 1.2. A simple application of
Theorem 1.11 now gives us the following result.

Theorem 1.12 [Khojastepour, 2004] The capacity of a general half-duplex
relay channel is upper bounded as follows.

Chd ≤ sup
t:0≤t≤1

min
(
tI(X1;Y1, V1) + (1− t)I(X2;Y2|W2),

tI(X1;Y1) + (1− t)I(X2,W2;Y2)
)

(1.17)

where the subscript1 stands for the broadcast state, and2 stands for the
multiple-access state.

The most well-known lower bound for half-duplex decode-and-forward re-
laying is given by the following theorem.
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Theorem 1.13 [Khojastepour, 2004] The capacity of a general half-duplex
relay channel is upper bounded as follows.

Chd ≤ sup
t,0≤t≤1

min
(
tI(X1;V1) + (1− t)I(X2;Y2|W2),

tI(X1;Y1) + (1− t)I(X2,W2;Y2)
)

(1.18)

where the subscript1 stands for the broadcast state, and2 stands for the
multiple-access state.

The similarity between Theorem 1.13 and Theorem 1.12 is easy to see. The
relationship between the rates in the half-duplex and full-duplex cases is also
visible or closer inspection. Results on half-duplex relaying have been dis-
cussed in various papers, including Liang and Veeravalli, 2005; Khojastepour
et al., 2002a; Høst-Madsen and Zhang, 2005; Zahedi et al., 2004. A com-
prehensive treatment of this channel can be found in Khojastepour, 2004, in-
cluding results on Gaussian half-duplex relay channels, and the development
of a comprehensive framework that encompasses the cases of time-division
and frequency-division half-duplex relaying as special cases of a channel with
multiple states.

Figure 1.7. Channel model for cooperation when source and relay exchange roles
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Limits of Two-user Cooperation. Here, we consider the channel model of
Figure 1.7. There are two sources and a single destination . Both transmitters
can overhear each other, and are willing to cooperate by forwarding information
from the other. Transmitters are capable of full-duplex communication. The
mathematical model for this channel is given by the following equations

Y0 = K10X1 + K20X2 + Z0 (1.19)

Y1 = K21X2 + Z1 (1.20)

Y2 = K12X1 + Z2, (1.21)

with Z0 ∼ N (0,Ξ0), Z1 ∼ N (0,Ξ1) andZ2 ∼ N (0,Ξ2). In general, we
assume thatΞ1 = Ξ2. The system is causal and transmission is done forB
blocks of lengthn, therefore the signal of Source1 at timej, j = 1, . . . , n,
can be expressed asX1(W1, Y1(j − 1), Y1(j − 2), . . . , Y1(1)), whereW1 is
the message that Source1 wants to transmit to the destination in that block.
Similarly, for Source2 we haveX2(W2, Y2(j − 1), Y2(j − 2), . . . , Y2(1)).

We assume that Source 1 divides its informationW1 into two parts:W10,
which is sent directly to the destination, andW12, which is sent to Source 2 and
then forwarded by Source 2 to the destination. Source 1 structures its transmit
signal so that it is able to send the above information as well as some additional
cooperative information to the destination. This is done as follows

X1 = X10 + X12 + U1 (1.22)

where the power is divided as

P1 = P10 + P12 + PU1. (1.23)

Here,U1 refers to the part of the signal that carries cooperative information.
Thus,X10 uses powerP10 to sendW10 at rateR10 directly to the destination,
X12 uses powerP12 to sendW12 to Source 2 at rateR12, andU1 uses power
PU1 to send cooperative information to the destination. Forwarding is based on
the principle of decode-and-forward, therefore the transmission rate ofW12, i.e.
R12, and the power allocated toW12, i.e. P12, should be such thatW12 can be
perfectly decoded by Source 2. Source 2 similarly structures its transmit signal
X2 and divides its total powerP2. In the above setup, the following theorem
from Sendonaris et al., 2003a gives an achievable rate region .

Theorem 1.14 [Sendonaris et al., 2003a] An achievable rate region for the
system given in (1.19)-(1.21) is the closure of the convex hull of all rate pairs
(R1, R2) such thatR1 = R10 + R12 andR2 = R20 + R21 where

R12 < E
{

C

(
K2

12P12

K2
12P10+Ξ1

)}
(1.24)
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R21 < E
{

C

(
K2

21P21

K2
21P20+Ξ2

)}
(1.25)

R10 < E
{

C

(
K2

10P10

Ξ0

)}
(1.26)

R20 < E
{

C

(
K2

20P20

Ξ0

)}
(1.27)

R10+R20 < E
{

C

(
K2

10P10+K2
20P20

Ξ0

)}
(1.28)

R10+R20+R12+R21 < E
{

C

(
K2

10P1+K2
20P2+2K10K20

√
PU1PU2

Ξ0

)}
(1.29)

for some power assignment satisfyingP1 = P10 + P12 + PU1, and P2 =
P20 + P21 + PU2. The functionC(x) is defined in (1.11) andE denotes
expectation with respect to the fading parametersKij .

Practical Strategies for Relaying Information

There are several parallel efforts going on to harness the gains of relay coding
in practice, of which we mentioned some in an earlier section on the history of
relaying. In this section, we will focus only on the results of Sendonaris et al.,
2003a; Sendonaris et al., 2003b; Khojastepour et al., 2004a; Chakrabarti et al.,
2005a.

We first describe a CDMA based user-cooperation strategy that was proposed
in Sendonaris et al., 2003a; Sendonaris et al., 2003b. It was one of the first im-
plementations of user-cooperation to have been proposed, and it was designed
keeping in mind the realities of cellular communication. After describing the
aforementioned scheme, we present relay code designs using LDPC compo-
nent codes for both full-duplex (Khojastepour et al., 2004a) and half-duplex (
Chakrabarti et al., 2005a) relays.

CDMA Implementation for User-cooperation. To begin with, let us
assume that each user has a single spreading code , which is orthogonal to the
spreading codes of all other users. We further assume that the coherence time
of the channel equalsL symbol periods, i.e. the channel does not change for
L symbol periods. For the simple case ofL = 3, we describe the transmitted
signals. If the sources were not cooperating, they would transmit

X1(t) = a1 b
(1)
1 c1(t) , a1 b

(2)
1 c1(t) , a1 b

(3)
1 c1(t)

X2(t) = a2 b
(1)
2 c2(t)︸ ︷︷ ︸

Period 1

, a2 b
(2)
2 c2(t)︸ ︷︷ ︸

Period 2

, a2 b
(3)
2 c2(t)︸ ︷︷ ︸

Period 3

(1.30)
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Figure 1.8. User cooperation using spreading codes

whereb
(i)
j is theith bit from userj, cj(t) is the spreading code used by user

j, andaj =
√

Pj

Ts
wherePj is the power used by userj andTs is the symbol

period.
For fairness, any cooperative scheme developed in the same framework must

satisfy some basic criteria. The total number of spreading codes used by the
two users must remain the same as in the non-cooperative scheme, and the
cooperative strategy should be of comparable complexity to the non-cooperative
scheme. Under the proposed cooperative scheme, the users transmit

X1(t) = a11 b
(1)
1 c1(t) , a12 b

(2)
1 c1(t) , a13 b

(2)
1 c1(t)

+a14 b̂
(2)
2 c2(t)

X2(t) = a21 b
(1)
2 c2(t) , a22 b

(2)
2 c2(t) , a23 b̂

(2)
1 c1(t)

+a24 b
(2)
2 c2(t)︸ ︷︷ ︸

Period 1
︸ ︷︷ ︸

Period 2
︸ ︷︷ ︸

Period 3

(1.31)

whereb̂
(i)
j is the partner’s estimate of userj’s ith bit. The parameters{aji}

control the amount of power allocated to a user’s own bits versus the bits of the
partner, while maintaining an average power constraint ofPj for userj, overL
periods.

The way to interpret the above is as follows. In Period 1, each user sends data
to the base station only. In period 2, users send data to each other in addition to
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the base station. After this, each user estimates its partner’s data and constructs
a cooperative signal that is sent to the destination in Period 3. This cooperative
signal is a superposition of spreading codes of both users.

To generalize the above scheme to arbitrary number of symbol periodsL, we
define another parameterLc. The two users cooperate for2Lc periods, whereas
the remainingL−2Lc periods are used for sending their own information. For
example, in (1.31),L = 3 andLc = 1, whereas in (1.30),L = 3 andLc = 0.
By changing the value ofLc over time, it is possible to achieve different points
on the capacity region. The{aij} are chosen to satisfy the power constraints

1
L(Lna2

11
+ Lc(a2

12
+ a2

13
+ a2

14
)) = P1

1
L(Lna2

21
+ Lc(a2

22
+ a2

23
+ a2

24
)) = P2.

(1.32)

This cooperative scheme is depicted in Figure 1.8 for the case ofL = 6,
Lc = 2. The performance of the above scheme and the design of optimal
receivers for this type of user-cooperation is discussed in Sendonaris et al.,
2003b.

LDPC Codes for Full-duplex Relaying. One of the first attempts on
practical full-duplex relay code design was due to Khojastepour et al., 2004a.
Although the designs of Khojastepour et al., 2004a are not optimal in an
information-theoretic sense, they perform well, and they incorporate most of
the essential components of practical relay LDPC code design, namely - capac-
ity analysis for finite alphabet (eg. BPSK), protocol design, power allocation,
factor graph construction, and decoding algorithms. In order to design capacity-
approaching relay codes, each of these must be done optimally, and in addition
there is often the additional step of code-profile optimization.

Here we will briefly describe two protocols proposed in Khojastepour et al.,
2004a, and the factor graph construction. Decoding is performed using belief
propagation , and code profiles are optimized using density evolution . The
interested reader can refer to Khojastepour et al., 2004a for additional details.

Two protocols are proposed in Khojastepour et al., 2004a. The first is called
thesimple protocol, where transmission from the source occurs inB blocks of
lengthN . A pair of consecutive blocks uses a pair of jointly designedconstituent
codes. Odd blocks use one of the constituent codes, and even blocks use the
other. The source sends new information in each block. At the end of each
block, the relay finds the codeword that is closest to its received signal, and
retransmits it without re-encoding.

The second protocol, which is called theDF protocol is inspired by the
decode-and-forward scheme, and is somewhat similar to the simple protocol.
Again, transmission from the source occurs inB blocks of lengthN . In each
block, the source sends a superposition of a new codeword and a repetition of
the previous codeword with an appropriate power ratio. In the first and last
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blocks, only one codeword is sent. At the end of each block, the relay decodes
the new codeword from the received signal and retransmits it the same way as
in the simple protocol. The constituent codes used in the above protocols are
irregular LDPC codes proposed in Luby et al., 2001; Richardson et al., 2001,
chosen for their capacity-approaching performance.

Before proceeding, we present a very brief introduction to factor graphs in
the context of LDPC codes. The interested reader will find extensive reading
material on factor graphs in Kschischang et al., 2001; Richardson and Urbanke,
2004.

Any block code (LDPC codes are block codes) can be represented completely
by its parity check matrixH. This binary matrix, in turn, can be uniquely
represented by a bipartite graph. For a discussion of full-duplex LDPC codes
only, we follow the following conventions. A variable node is represented by
a circle in the graph and corresponds to a column of the parity check matrix
H. A check node is represented by a square and corresponds to a row of the
same matrix. Last, there is a connection between a check node and variable
node if and only if the parity check matrixH has a1 in the corresponding row
and column (we confine ourselves to binary LDPC codes). For example, the
following is the parity check matrix of a rate12 LDPC code.

Figure 1.9. Factor graph for parity check matrixH and shorthand noations.

H =


1 1 1 1 1 1 0 0 0 0
1 1 1 0 0 0 1 1 1 0
1 0 0 1 0 1 1 1 0 1
0 1 0 0 1 1 0 1 1 1
0 0 1 1 1 0 1 0 1 1

 .

Its factor graph is depicted in Figure 1.9. WhenH = I, the factor graph is a
series of parallel connections between the check nodes and the variable nodes.
Two shorthand notations are introduced in Figure 1.9 for a general parity check
matrix and for the special case ofH = I.

The signal received by the destination in each block is a superposition of
two codewords. Corresponding to this fact, Figure 1.10 shows the factor graph
structure for optimal decoding at the destination based on the entire set ofB
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Figure 1.10. Factor graph for optimal decoding at the destination.

Figure 1.11. Factor graph of a pair of
consecutive codes.

blocks. It is extremely complex to find optimized LDPC code profiles for the
entire factor graph since it requires joint optimization ofB matrices. Therefore,
as a practical alternative, only pairs of codes, as depicted in Figure 1.11 are
optimized at a time. The two codes in a pair are then alternately used over
consecutive channel uses. It is to be noted that a set of LDPC codes optimized
for the entire factor graph of Figure 1.10 would perform optimally only when
the decoding is performed jointly over allB blocks, which is infeasible. For a
block-by-block successive decoding scheme (see Figure 1.12), the optimization
of successive code pairs is actually the optimal strategy.

Two algorithms were proposed in Khojastepour, 2004 for decoding the re-
ceived signals at the destination, called the forward and the backward decoding
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Figure 1.12. Factor graph for block-by-block successive decoding at the destination.

algorithms. Note that the first and the last transmissions in the above coding
scheme use only a single code, whereas any intermediate received signal is
a superposition of a pair of codes. Therfore, decoding may either commence
from the first or the last received codeword, corresponding to forward and back-
ward decoding respectively. Forward decoding has a minimal latency of two
blocks, and also performs better when the relay is near the destination. Back-
ward decoding, in contrast, is better when source and relay are close to each
other; however, it has a decoding latency ofB blocks. The performance of the
proposed LDPC codes is ahown in Figure 1.13.

LDPC Codes for Half-duplex Relaying. In this section, we discuss LDPC
code designs proposed in Chakrabarti et al., 2005a for the half-duplex relay
channel . The code designs are based on the information theoretic random-
coding scheme for half-duplex decode-and-forward relaying. Although the
relay channel is commonly visualized as a combination of a broadcast and a
multiple-access channel, it is shown that the achievable rate of decode-and-
forward relaying can be approached by using single-user codes decoded with
single-user receivers. The single-user decodability of these codes supports the
practicality of half-duplex relaying.

It is shown in Høst-Madsen, 2004; Sabharwal, 2004; Chakrabarti et al., 2005b
that the gains of relaying are significant only in low to medium SNRs. At high
SNRs, the throughput of relaying is not a significant fraction larger than that of
a direct link. And in the low to medium SNR range, binary modulation on each
channel dimension (QPSK) approaches the capacity of the AWGN channel.
This justifies the use of binary codes. Another challenge in code construction
is that the implementation of source-relay correlation in multiple-access mode
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Figure 1.13. Performance of full-duplex relay coding scheme for the simple protocol.
Performance of a single-user code using the same constituent parity check matrix is
shown for comparison. Here source and relay are unit distance apart and the relay is
on the line joining them at a distanced from the source.

introduces an added level of complexity. In contrast it is simple to devise coding
schemes where this correlation is either0 or1. Empirical results in Chakrabarti
et al., 2005b show that the loss in throughput is negligible when the better of
ρ = 0, 1 is chosen instead of the optimal correlation.

We assume that the two rate terms in the achievable rate expression (1.17)
are equal at the point where the achievable rate is maximized, i.e.

tI(X1;V1) + (1− t)I(X2;Y2|W2)
= tI(X1;Y1) + (1− t)I(X2,W2;Y2). (1.33)

The above is easy to prove for Gaussian codebooks when the source and the
relay have separate power constraints. Even if this is not true in general, it
is easy to see that we can find ratesR1 ≤ I(X1;V1), R2 ≤ I(X2;Y2|W2),
R3 ≤ I(X1;Y1), andR4 ≤ I(X2,W2;Y2) satisfying

Achievable rate= tR1 + (1− t)R2 = tR3 + (1− t)R4. (1.34)



30

The proposed coding scheme then remains the same with the mutual information
terms replaced by the corresponding rates.

Figure 1.14. LDPC code structure forρ = 1.

Figure 1.15. LDPC code structure forρ = 0.

The factor-graph structures of the codes for the two cases corresponding
to ρ = 0 andρ = 1 are shown in Figures 1.14 and 1.15 respectively. The
factor graphs in this section are represented as a pair of rectangular blocks
representing the variable and check nodes, and connected by a pair of parallel
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lines denoting the edges of the graph. In contrast to the convention of the
previous section, the parallel lines do not indicate that the parity check matrix
is identity. Several single-user codes combine to form the factor graphs of
Figure 1.14 and Figure 1.15. Any set of variable nodes and associated check
nodes that are enclosed in a rectangular box with rounded edges indicates that
the enclosed nodes correspond to a single-user LDPC code. We now explain
the encoding and decoding for both values ofρ. We assume that the sum length
of BC and MAC mode codewords isN bits.

Whenρ = 1, S andR transmit identical signals in MAC mode. For this
case, the following scheme is used. In the beginning of BC mode,S encodes
information bits using a codeLDPCSR−BC to yield a codeword of lengthtN
bits. This codeword is transmitted byS. At the end of BC mode (which is
also the beginning of MAC mode), bothR andD receive the BC mode source
signal. This signal is successfully decoded byR. However,D cannot decode
the received signal, and stores a copy of it. In the beginning of MAC mode, the
tN variable bits from BC mode are compressed. Compression is done at both
S andR, by multiplying with the same parity matrix. These compressed bits,
acting as parity together with the parity bits ofLDPCSR−BC form a composite
codeLDPCSD−BC that can be decoded atD at the end of MAC mode. In
order to communicate the compressed bits toD reliably,S, andR treat them as
information bits for MAC mode, and re-encode them using a codeLDPCMAC

to yield a codeword of length(1−t)N , which is then transmitted synchronously
from S andR with appropriate powers. The structure of the code is shown in
Figure 1.14.

For ρ = 1, decoding is performed as follows.R decodesLDPCSR−BC at
the end of BC mode using belief propagation like any single-user LDPC code.
D waits for both BC and MAC mode signals to arrive before it commences
decoding.LDPCMAC is decoded like a single-user LDPC code, from which
side information in the form of additional parity bits is obtained about the BC
mode signal. Using knowledge of the single-user BC mode source-relay code,
and with the help of these additional parity bits,LDPCSD−BC is decoded.
This final decoding also is performed using belief propagation.

For ρ = 0, the BC mode is the same as before. In MAC mode, however,S
andR transmit independent (therefore uncorrelated) information using codes
LDPCSD−MAC andLDPCRD−MAC respectively. As before,R compresses
the information bits received in BC mode to produce additional parity bits,
which serve as relay information bits in MAC mode. These bits are re-encoded
byR usingLDPCRD−MAC to yield(1− t)N coded bits. The source, in MAC
mode, sends bits of new information encoded usingLDPCSD−MAC to yield
another set of(1− t)N coded bits. Thus,(1− t)N coded bits each fromS and
R are transmitted simultaneously with appropriate power allocation, so that the
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two (uncorrelated) signals appear superimposed atD. The structure of the code
is shown in Figure 1.15.

Forρ = 0, decoding proceeds as follows.R decodes the BC mode signal like
a single-user LDPC code.D waits for both BC and MAC mode signals. In MAC
mode, the rates for SD and RD channels correspond to one of the corner points
of the MAC capacity region, for which it is well known Cover and Thomas,
1991 that capacity can be achieved by successive decoding (onion-peeling).
The MAC signal is successively decoded to first reveal the relay codeword,
treating both noise and interference fromS as noise. Next, the relay codeword
is subtracted out to reveal the source codeword in the presence of noise alone,
which is then decoded. The MAC mode source information is new information,
whereas the relay information provides additional parity bits to aid in decoding
the BC mode codeword.

The main challenge is the design of codesLDPCSD−BC andLDPCSR−BC ,
which must be jointly optimized, since the factor graph of the latter is a subgraph
of the factor graph of the former. The reader should note that these codes are of
different rates, and although the received codeword is same for bothR andD,
the received SNRs are different. To avoid confusion, we would like to mention
that neitherS, norR actually usesLDPCSD−BC to encode information. It is
merely a convenience to visualize the side information received byD in MAC
mode as extra parity bits in addition to the actual parity bits ofLDPCSR−BC ,
and call the composite a codeLDPCSD−BC . The optimization of code profiles
is performed using a modification of the density evolution algorithm. In the
implementation of density evolution, the messages have been approximated as
Gaussians to speed up the optimization, the cost being usually small inaccuracy
in threshold determination. We omit details of code profile optimization using
modified density evolution; the interested reader can find these in Chakrabarti
et al., 2006.

Figure 1.16 shows how far the coding schemes for direct, two-hop and relay
coding schemes are from their respective theoretical bounds. The thresholds
for direct and two-hop channels are calculated using code ensembles with max-
imum variable node degrees comparable to the relay codes. In this figure, we
fix the rates of the codes, and calculateEb/N0 from the numerically calculated
thresholds of the LDPC codes. For the relay coding scheme, the achievable
Eb/N0 values are less than 0.4 dB away from the theoretical minimum. Note
that the thresholds for the relay channel are not thresholds of any single code,
but a function of the thresholds of all component codes.

Figure 1.17 plots the BER performance of the overall relay LDPC coding
scheme forρ = 1, taking into account the individual BER performances of all
three component codes. Some modifications have been incorporated into the
coding scheme to improve performance when the number of decoding iterations
is small. The code designs correspond to a total power of -1dB (P = 10−0.1)
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Figure 1.16. Rate vs.Eb/N0. Theoretical limits and LDPC performance based on
thresholds.

and correlationρ = 1 in this case. For this case, theSR code has rate0.9, the
SD code has rate0.47 and theMAC code has rate0.8. The results are for a
blocklength of 100K. The codes are randomly constructed and there is no cycle
removal with the exception of removing double edges.

Conclusion

Problems in cooperative communication continue to intrigue researchers
by their difficulty and the potential for faster and more reliable communica-
tion. There is a wide open space for the implementation of principles of user-
cooperation in mesh and sensor networks. User-cooperation also has potential
for implementation in mobile handheld devices, but here fair sharing of re-
sources must be ensured by a suitable protocol. We anticipate that our current
understanding of the principles of user-cooperation, together with advances in
technology will enable cooperative communication networks in future.

Glossary

Diversity Order The slope of the bit error rate (BER) vs. the signal-to-
noise ratio (SNR) at high SNR. Diversity order is a measure of the number of



34

Figure 1.17. BER vs.Eb/N0 for relay LDPC coding scheme (ρ = 1).

independent datapaths from the source to the destination in a communication
system. <—- slope is diversity order, diversity by itself is not a number

Amplify-and-forward A relay protocol where the relay retransmits a scaled
version of its received analog signal.

Broadcast ChannelA communication system where a single transmitter
sends potentially different information to multiple users.

CDMA(Code-division Multiple-access)A technology where each user mod-
ulates its transmission symbols with a spreading code before transmission. The
spreading codes of different users are often orthogonal.

Cut-set theoremsA class of theorems that give upper bounds, and sometimes
achievable rates, for flow in networks. This flow may correspond to information
flow, or flow of a fluid through a network of pipes, or any other physical quantity.

Decode-and-forwardA relay protocol where the relay first decodes its re-
ceived signal, then transmits a signal that is derived from the decoded informa-
tion.

Degraded relay channelA channel where the signal received at the desti-
nation is a corrupted version of the signal received at the relay.

Diversity Order The slope of the bit error rate (BER) vs. the signal-to-
noise ratio (SNR) at high SNR. Diversity order is a measure of the number of
independent data-paths from the source to the destination in a communication
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system. Common forms of communication diversity include temporal, spatial,
spectral and multiuser diversity.

Estimate-and-forward A relay protocol where the relay transmits an esti-
mate of its received analog signal without decoding but potentially compressed.

Full-duplex A communication node is said to operate in full-duplex mode
when it can simultaneously transmit and receive in the same frequency band.

Half-duplex A communication node is said to operate in half-duplex mode
when it can simultaneously transmit and receive only if the transmitted and
received signals are orthogonal in time.

LDPC (Low-density Parity-check) CodeA class of block codes character-
ized by sparse parity-check matrices.

Multi-hop Communication Communication from a source to a destination
through a chain of intermediate nodes, where each intermediate node commu-
nicates only with the node immediately preceding it and immediately following
it in the chain.

Multiple-access ChannelA shared channel where multiple sources transmit
to a single destination in the same frequency band.

Network-coding A network information processing paradigm where inter-
mediate nodes combine and encode received information before forwarding it,
as contrasted to traditional communication where nodes are restricted to the
passive role of forwarding information without processing.

Power Control Adjusting transmission power based on channel condition
to achieve a given target. For example, transmission at high power when the
channel is good, and low power when the channel is bad, achieves the target of
increasing overall rate for a given average power constraint.

Relay ChannelA three-terminal communication channel where communi-
cation from a source to a destination is aided by a third terminal called the
relay.

Relay ProtocolThe information-processing strategy employed at the relay
for retransmitting received information in a relay channel. For example, the
relay may choose between retransmitting the received analog signal without
decoding, or it may decode the received signal and re-encode it before retrans-
mission.

Space-time CodeA channel coding technique in multi-antenna systems,
where the antennas as well as time are treated as dimensions of the channel.
Space-time codes can be used to yield higher diversity or to achieve higher
communication rates than in possible with single-antenna communication.

Spreading CodeA noise-like sequence with which a transmission symbol is
modulated (multiplied) with the goal of spreading the information in the symbol
among different dimensions in the time-frequency plane.
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Notes
1. The authors are grateful to Andrew Sendonaris, Elza Erkip, and Mohammad Ali Khojastepour for

permission to use figures and various other content from their publications in this chapter.
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