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VEPSD: A Novel Velocity Estimation Algorithm for
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Abstract—A novel algorithm called velocity estimation using the
power spectral density (VEPSD), which uses the Doppler spread in
the received signal envelope to estimate the velocity of a mobile
user (MU), is introduced in this paper. The Doppler spread is
estimated using the slope of the power spectral density (PSD)
of the received signal envelope. The performance of the VEPSD
algorithm is evaluated in both Rayleigh and Rician fading envi-
ronments. The sensitivity of the estimation error to additive white
Gaussian noise (AWGN), Rice factor (K), and the angle of arrival
of the line-of-sight (LOS) component is analyzed and compared
with the level crossing rate (LCR) and covariance-based velocity
estimators. Simulation results show that VEPSD estimates the ve-
locity of MUs accurately. It is also shown that VEPSD can be used
for velocity estimation under nonisotropic scattering and is well
suited for next-generation wireless systems (NGWSs).

Index Terms—Doppler spread, fading environments, next-
generation wireless systems (NGWSs), power spectral density,
velocity estimation.

I. INTRODUCTION

IN CURRENT and next-generation wireless systems
(NGWSs), the estimation of users’ velocity1 is important

to improve the network performance. In hierarchical cellu-
lar systems, the velocity information can be used to assign
slow-moving users to micro/picocells and fast-moving users to
macrocells to reduce the handoff rate for the fast-moving users.
This increases the system capacity and reduces the number of
dropped calls [1]. Moreover, velocity information can be used
to ensure successful handoff in a cellular system. For example,
when the position and the velocity of a mobile user (MU) is
known, MU’s arrival time in the next cell can be estimated and,
accordingly, resources can be reserved in advance to ensure a
successful handoff.

Several techniques are proposed in the literature for velocity
estimation. The algorithm proposed in [1] using the normalized
autocorrelation values of the received signal is efficient in clas-
sifying the velocity into slow, medium, or fast. However, a bet-
ter resolution of the velocity is not achievable. In [2], the level
crossing rate (LCR)-based velocity estimator is proposed. How-
ever, in the presence of additive white Gaussian noise (AWGN),
this estimator suffers from severe estimation error when the
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1Velocity is a vector with both magnitude and direction. However, we refer
to the magnitude as the velocity throughout this paper.

velocity is low. Wavelets are used in [3] for velocity estimation.
Switching rate of diversity branches is used for the velocity
estimation in [4], but it is shown in [5] that this method is sen-
sitive to the fading scenarios. Hence, it is not practical. In [6],
velocity estimation algorithms that use pattern recognition are
proposed. However, these algorithms are computationally in-
tensive [1]. In [7], a velocity estimator based on the statistical
analysis of the channel power variations is proposed. In [8],
the squared deviations of the received signal envelope is used
for velocity estimation. Adaptive array antennas are used for
the velocity estimator proposed in [9]. The first moment of the
instantaneous frequency of the received signal is used in [12]
for the velocity estimation. However, this study is limited only
to the Rayleigh fading channels.

A coarse estimation that classifies velocity to slow, medium,
or fast is sufficient when the velocity information is used to
assign an MU to a macro-, micro-, or picocell. On the other
hand, accurate velocity estimation is required for seamless
mobility support [13] in NGWS. Hence, the desired accuracy
of velocity estimation depends on the application. Moreover,
the accuracy of velocity estimation should be independent of
the fading types (e.g., Rayleigh and Rician fading). Finally, the
algorithm should not be computationally extensive. To our
knowledge, none of the existing velocity estimation techniques
mentioned above satisfy all these requirements simultaneously.

In this paper, we propose a novel algorithm called VEPSD
for velocity estimation. In VEPSD, we first estimate the maxi-
mum Doppler spreading frequency (fm). Then, we use fm for
velocity estimation. VEPSD satisfies the above-mentioned re-
quirements of an efficient velocity estimation algorithm.

The rest of this paper is organized as follows. In Section II,
we provide a detailed description of the proposed VEPSD
algorithm. We present the performance evaluation of VEPSD in
Section III. Finally, we summarize the performance and advan-
tages of VEPSD algorithm in Section IV.

II. VEPSD

The maximum Doppler frequency (fm) is related to the
velocity (v) of an MU, speed of light in free space (c), and the
carrier frequency (fc) through

v =
(

c

fc

)
fm. (1)

In case of a narrowband multipath fading channel, the received
low pass signal is given by

r(t) =
N∑

n=1

αnejβne(j2πfm cos θn)t + w(t) (2)
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Fig. 1. PSD of the received signal envelope in a Rician fading channel in the presence of AWGN.

where αn is the amplitude of the nth arriving wave, βns are
uniformly distributed over [−π, π], θn is the angle of arrival of
the nth arriving wave, and w(t) is the AWGN. For large N , the
envelope of r(t), i.e., |r(t)| is Rayleigh distributed if no line-of-
sight (LOS) component is present, else, it is Rician distributed.

In a Rician fading environment, S(f), which is the power
spectral density (PSD) of |r(t)|, is given in (3) (shown at
the bottom of the page) [14] where Ω is the total received
envelope power, K is the Rice factor, N0 is the PSD of AWGN,
and 2B is the receiver bandwidth. fs = fc + fm cos θ0 is the
frequency of the LOS component where θ0 is the angle of
arrival of the LOS component. The plot of (3) is shown in Fig. 1.
For a Rayleigh fading channel, i.e., a channel with no LOS
component, S(f) can be derived from (3) when K = 0, and its
plot is similar to Fig. 1, except that there is no LOS component.
We differentiate (3) to get the slope of S(f) in a Rician fading

environment, which is given in (4) (shown at the bottom of the
page). In (4), the slope has three maxima: 1) at f = fc + fm;
2) at f = fc − fm; and 3) at f = fc + fs. The maxima at
f = fc − fm and f = fc + fm are due to the maximum
Doppler frequency. The maximum at f = fc + fs is due to the
LOS component. When the angle of LOS component θ0 = 0,
the maximum of (4) due to fm and fs coincide with each other.
Note that when no LOS component is present (Rayleigh fading
channel), (4) has only two maxima: 1) at f = fc + fm; and
2) at f = fc − fm. Therefore, for both Rayleigh and Rician
fading, the slope of PSD of the received signal envelope has
maximum values at frequencies of fc ± fm. The frequency
component, f = fc + fm, is always greater than or equal to
f = fc + fs and greater than f = fc − fm. We detect the max-
imum value of (4), which corresponds to the highest frequency
component (fc + fm) to estimate fm.

S(f) =




Ω

4(K+1)πfm

√
1−( f−fc

fm
)2 + N0, |f − fc| ≤ fm, f − fc �= fs

Ω

4(K+1)πfm

√
1−( f−fc

fm
)2 + KΩ

4(K+1) + N0, f = fc + fs

N0, fm < |f − fc| < B

(3)

dS(f)
df

=




Ω(f−fc)

4(K+1)πf3
m

[
1−( f−fc

fm
)2] 3

2
, |f − fc| ≤ fm, f − fc �= fs

Ω(f−fc)

4(K+1)πf3
m

[
1−( f−fc

fm
)2] 3

2
+ KΩ

4(K+1)δ(fc + fs), f = fc + fs

0, fm < |f − fc| < fB

(4)
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For practical implementation, we use discrete slope calcu-
lation. We divide the entire receiver bandwidth (2B) into 2N
equally spaced intervals as shown in Fig. 1. Each interval has a
mirror image about fc. The discrete frequency value associated
with the ith interval is fc + B − (B/N)i. We calculate the
slope as

S(k) =
∑k+1

i=1 P (i) −
∑k

i=1 P (i)
2∆B

=
P (k + 1)

2∆B
(5)

where P (i) is the sum of the power of ith interval and its mirror
image interval. ∆B = B/N is the width of one interval. Using
(5) and Fig. 1, it is clear that S(i), i = 1, 2, . . . , (M − 2), have
the same value and are equal to the PSD N0 of AWGN. In a real
scenario, N0 is not flat. Hence, S(i), i = 1, 2, . . . , (M − 2),
are not exactly equal to each other. Their values are close to
N0 and different from each other. When noise PSD (N0) is
insignificant compared to the power in the interval containing
frequency f = fc + fm, S(M − 1) will be dominant among all
the slopes in a Rayleigh fading scenario. On the other hand, in a
Rician fading scenario, the slopes corresponding to the intervals
containing fc + fm and fc + fs are both dominant. However,
the slope corresponding to the interval containing fc + fm is of
lower order compared to the one corresponding to the interval
containing fc + fs, where the order of the slope is given by k
in (5). When both fc + fm and fc + fs belong to the same
interval, there is only one dominant slope in case of a Rician
fading scenario. We detect the lowest order dominant slope of
the received signal envelope’s PSD to estimate fm. This ensures
that our algorithm is independent of the fading environment.

The estimation of the lowest order dominant slope can be
carried out in two ways, as follows: 1) calculate all the slopes
and then detect the peak slope of lowest order; and 2) calculate
S(1), then S(2), and so on until the first dominant slope is
detected. In this approach, initially, the values of the slopes
[S(1), S(2), etc.] are close to N0 up to the slope corresponding
to the interval containing fc + fm. The slope corresponding
to interval containing fc + fm is significantly higher than N0.
This is the lowest order dominant slope. There is no need to
calculate the other slopes.

For the second approach, there is no need to calculate all
the slopes, and no sorting is required. Therefore, it has less
computational complexity. However, it requires the knowledge
about N0. This requirement can be eliminated if the worst case
signal-to-noise ratio (SNR) for a mobile system is known. If
the value of N0 corresponding to worst case SNR is N0(worst),
then in the second approach, initially, the values of slopes corre-
sponding to the intervals before the interval containing fc + fm

are less than or equal to N0(worst); and the slope corresponding
to the interval containing fc + fm is significantly higher than
N0(worst). Therefore, with the knowledge of N0(worst), in the
second approach, when a particular slope is significantly greater
than N0(worst), we consider that as the lowest order peak
slope. We refer to N0(worst) as slope threshold Sth in the rest
part of the paper. We use the second approach because of its

low computational complexity. If the lowest order peak slope
corresponds to k = kmin, then

fm = B − kmin(∆B). (6)

To further reduce the computational complexity, we use a two-
step approach to estimate fm.

1) First, we carry out a coarse estimation of fm = f1
m using

interval width of ∆Bcoarse for slope calculation in (5).
If we denote the index of slope corresponding to lowest
order peak as kcoarse, f1

m is expressed as

f1
m = B − kcoarse∆Bcoarse. (7)

2) Then, we carry out a finer estimate of fm = f̂m using the
interval of ∆B for slope calculation in (5). In this step,
we calculate the slope of the received signal envelope’s
PSD in the frequency range over f1

m − x to f1
m + x. Our

choice of 2x Hz over which the slope is calculated is
arbitrary. Any value for x can be used as long as 2x is
greater than 2∆Bcoarse (which is the granularity of the
previous step). If we denote the index of the peak slope,
which has the lowest order as kfiner, then f̂m is given by

f̂m = f1
m + x − kfiner∆B. (8)

Finally, we estimate the velocity using fm = f̂m in (1). Equa-
tion (8) shows that, in VEPSD, the maximum error in velocity
estimation (∆v) is equal to the velocity corresponding to the
Doppler spread of ∆B, i.e., ∆v = ∆B(c/fc). Thus, the error
in estimation reduces as carrier frequency increases. Hence,
our algorithm provides better estimation accuracy for the next
generation of wireless systems that are expected to operate at
higher carrier frequencies around 5 GHz. Another advantage
of VEPSD is its scalability to estimate the velocity up to
the desired level of accuracy through proper selection of the
number of intervals (N) for slope calculation. For example,
to determine if the velocity of the mobile is slow, medium, or
fast, we just need three intervals. On the other hand, using more
number of intervals, an accurate estimation of the velocity can
be achieved.

So far, we have discussed VEPSD for narrowband wireless
communication systems. In case of code division multiple ac-
cess (CDMA) systems, the mobile channel can be represented
by the impulse response model [10]

h(τ ; t) =
l∑

k=1

hk(t)δ(τ − kTc) (9)

where l is the number of resolvable paths, Tc is the chip
interval, and hk(t) is the complex channel gain of the kth
multipath. hk(t) has the form in (2) and |hk(t)| is Rayleigh
distributed when no LOS component is present, else, it is Rician
distributed. The RAKE receiver can resolve each of the paths
in (9) [16]. Then, the channel gain for the kth path, hk(t), can
be obtained by the help of pilot channel or other means [11].
VEPSD uses this |hk(t)| that contains the Doppler spreading
information for velocity estimation. Hence, VEPSD works for
CDMA systems as well.
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Fig. 2. Estimated velocity versus SNR in a Rayleigh fading channel for
v = 5 km/h with τ = 1 ms and Test = 1 s.

In case of multicarrier systems, the channel across each sub-
carrier is a narrowband channel. Hence, the received signal en-
velope across any subcarrier can be used in VEPSD for velocity
estimation.

Up until now, we discussed the algorithm for isotropic scat-
tering environments. Nonisotropic scattering is usually mod-
eled using von Mises/Tikhonov distribution [15]. Furthermore,
in this case, the PSD of the received envelope has maximum
values at frequencies fc ± fm. Hence, fm can be detected using
our VEPSD algorithm. This ensures that the VEPSD algorithm
is applicable to both isotropic and nonisotropic scattering envi-
ronments.

III. PERFORMANCE EVALUATION

We carried out the performance evaluation of the VEPSD
algorithm through simulation. We selected the receiver band-
width B such that it is just greater than the maximum Doppler
spread for the highest vehicular velocity to minimize the effect
of noise on estimation [2]. We consider B = 325 Hz, which
allows velocity up to 175 km/h at fc = 2 GHz. We use fc =
2 GHz, as this frequency band is widely used for cellular
systems. We consider ∆B = 5 Hz that can estimate velocity
to an accuracy of 2.7 km/h. We use ∆Bcoarse = 27 Hz. To
determine the value of the slope threshold Sth, we assume the
worst case SNR to be 15 dB. This assumption is realistic as the
typical SNR in cellular systems is in the order of 20 dB [8].
The threshold value is determined in such a way that Sth �
N0. This ensures that slight variation in N0 is not identified
as a dominant slope. Through simulations, the value of Sth

for coarse estimation (7) is found to be 20 and that for finer
estimation (8) is 4.5. The estimation interval (Test) corresponds
to the time interval over which the received signal envelope
samples are collected for the velocity estimation. Hence, Test =
Nτ , where N is the number of samples and τ is the sampling
period. We use Test = 1 s and τ = 1 ms, because these values
give a good estimate of the velocity.

Fig. 3. Estimation accuracy in a Rayleigh fading channel for τ = 1 ms,
Test = 1 s, and SNR = 20 dB.

Fig. 4. Velocity tracking in a Rayleigh fading channel for τ = 1 ms,
Test = 1 s, and SNR = 20 dB.

A. Simulation Results for a Rayleigh Fading Channel

We start with the investigation of the effect of AWGN on the
estimation error in a Rayleigh fading channel. Then, we investi-
gate the estimation accuracy for various ranges of velocity and
analyze the response of the algorithm to changes in the velocity.

1) Effect of AWGN on Accuracy of Velocity Estimation:
Fig. 2 shows the performance of the velocity estimation al-
gorithms versus SNR for a velocity of 5 km/h. For VEPSD
estimator, the performance is degraded when the SNR is below
7 dB in Fig. 2. This is because below these values, the relation
Sth � N0 does not hold. Hence, the clear existence of the
dominant value of the slope corresponding to frequency fm is
lost. From Fig. 2, it is clear that at very low SNR, the VEPSD
algorithm always estimates the velocity to be 179 km/h. This is
because for very low SNR, N0 > Sth. Therefore, the VEPSD
algorithm detects interval (1) as the interval corresponding to
peak slope, both in coarse and fine estimation steps. Now, using
(7) and (8), fm is estimated as 331 Hz and the corresponding
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Fig. 5. Comparison of VEPSD estimator for v = 40 km/h with τ = 1 ms, Test = 1 s, and SNR = 20 dB. (a) With LCR-based estimator. (b) With covariance-
based estimator.

velocity is 179 km/h. Fig. 2 shows that the error in velocity
estimation increases as the SNR decreases for both covariance
and LCR-based methods. Furthermore, estimation error is se-
vere for lower velocity compared to that for higher velocity for
both LCR [2] and covariance [8]. Interestingly, the estimation
error for VEPSD is independent of SNR when SNR is more
than 10 dB for both low and high velocity values.
2) Velocity Estimation Accuracy: We carried out the sim-

ulation study for all the three estimation algorithms over the
velocity range of 1–60 km/h. Fig. 3 shows that the proposed
VEPSD algorithm can estimate the velocity to a very good
accuracy over the entire range (1–60 km/h). This is in contrast
to the LCR and the covariance-based estimators, where the error
introduced by AWGN is severe for low velocity values.
3) Velocity Tracking: Fig. 4 shows that the tracking perfor-

mance of all the three algorithms are comparable when the
mobile is either accelerating or decelerating. When the mobile
stays at a constant velocity, VEPSD has better accuracy of es-
timation than those of LCR-based [2] and covariance-based [8]
estimators. This is because of the randomness of the received
envelope, which varies the LCR count and also the variance
from time to time. The VEPSD algorithm performs better in this
case, because even for the randomly varying received envelope,
the maximum Doppler frequency used by the VEPSD remains
constant during each observation interval.

B. Simulation Results for a Rician Fading Channel

Fig. 5(a) and (b) shows that for VEPSD algorithm, the
velocity estimation accuracy is independent of the angle of
arrival of the LOS component (θ0) and Rice factor (K). This
is in contrast to the covariance-based algorithm, where the
accuracy of velocity estimation depends on K and θ0 as shown
in Fig. 5(b). The LCR-based estimator is robust to Rice factor
(K), when the level is chosen as the root mean square (rms)
value of the received envelope samples. This also is clear from

Fig. 5(a), where the velocity estimation based on LCR depends
only on the angle of arrival of the LOS component (θ0) and is
independent of the Rice factor. The robustness of VEPSD
algorithm to K can be explained as follows. As K increases, the
power of the LOS component increases and that of the scattered
components decreases. But still, the nature of the PSD plot and,
hence, its slope remains unchanged. Just that the value of
slope decreases. For an SNR value greater than 15 dB, this
value of slope is much greater than Sth. Therefore, the VEPSD
algorithm still detects the peak corresponding to fm. The value
of θ0 determines the position of the LOS frequency component
(fc ± fs) with respect to fc + fm. However, our VEPSD al-
gorithm always discards the peak value of slope at fc ± fs, as
discussed in Section II. Hence, it is insensitive to θ0.

IV. CONCLUDING REMARKS

In this paper, we presented velocity estimation using the
power spectral density (VEPSD), a novel velocity estimation
algorithm. We carried out a detailed performance analysis of the
VEPSD algorithm and also compared it with two other existing
algorithms, namely: 1) level crossing rate (LCR)-based velocity
estimation [2]; and 2) covariance-based velocity estimation [8].
The results show that VEPSD algorithm works very well in
both Rayleigh and Rician fading environments. The VEPSD
algorithm is robust to both Rice factor and angle of arrival
of the LOS component. This is the key advantage of VEPSD
compared to LCR and covariance-based velocity estimators.
We investigated the effect of additive white Gaussian noise
(AWGN) on the accuracy of velocity estimation. The results
show that VEPSD algorithm works significantly better in the
signal-to-noise ratio (SNR) range typical of cellular systems. In
addition, the tracking performance of the VEPSD estimator is
comparable to other estimators. VEPSD algorithm works very
well for wide range of velocities and is well suited for the next
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generation of wireless systems operating at higher frequencies.
VEPSD algorithm can be used to estimate velocity up to the
desired level of accuracy. Hence, it is scalable.
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