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A high-resolution edge Thomson Scattering (TS) system was developed and

installed on the DIII-D tokamak, and was then used to study the back transition

from High Confinement (H-mode) to Low Confinement (L-mode) in DIII-D. The

transient event seen to initiate some back transition sequences is superficially sim-

ilar to a large type-I ELM, which is described by the linear ideal MHD theory

of peeling-ballooning modes. Detailed edge pedestal profile evolution studies dur-

ing the back transition show that the plasma does not exceed this linear stability

limit during the back transition, indicating that the transient is not a type-I ELM

event. The E × B shearing rate ωE×B and turbulence decorrelation rate ωT were
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then compared before the H-L sequence. The results show that the back transition

sequence begins while ωE×B is still well above ωT , indicating that the sequences

observed in these experiments are not triggered by the collapse of the E×B shear

layer. Further investigation is made to characterize a coherent density fluctuation

whose behavior is linked to back transition sequences. Strategies for avoiding the

transient are tested and a reliable method for producing a “soft” back transition

is identified. Such cases are compared to the class of “hard” transitions in which

the pedestal pressure gradient rapidly relaxes.
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1 Introduction

1.1 Nuclear Fusion for Energy Production

Nuclear fusion has the potential to provide a clean, safe, and abundant

source of energy. No smog, CO2 or long-lived radioactive waste is produced. Fusion

is passively safe; no meltdowns or runaway reactions can escape the reactor. The

deuterium-tritium fuel cycle relies on two isotopes of hydrogen, one of which is

inexhaustible and the other may be produced from lithium, which is abundant.

Fusion reactors do not depend on availability of geographic features and could

be built anywhere. The energy density of the fuel is much higher than for any

other technology, which would make fuel distribution easy and support the ability

to place a fusion power plant anywhere in the world. For these reasons, nuclear

fusion is extremely attractive as a potential source of energy. Research is ongoing

all over the world.

Facilitating a nuclear fusion reaction requires imparting enough kinetic en-

ergy to atomic nuclei in the fuel such that they can overcome the coulomb barrier

and fuse, and confining the fuel so that other nuclei are available to fuse with.

There are three known ways to accomplish this: gravitational confinement, in-

ertial confinement, and magnetic confinement. In gravitational confinement, the

mass of a star creates enough pressure to confine a plasma so that fusion may take

place, and heat is provided initially by gravitational collapse and later by ongoing

fusion. This strategy is obviously unavailable for terrestrial power production. The

goal of inertial confinement is for fusion to take place before a sample of fuel can

expand and dilute as it is pushed outward by internal pressure; the source of “con-

finement” is that the fuel can’t run away fast enough. This can be accomplished

1
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by blasting a fuel pellet with extremely high powered lasers, which heat the fuel

and induce fusion as the pellet explodes. Magnetic confinement uses a magnetic

field to confine plasma and will be described in more detail below.

The primary fuel cycle currently being developed by both inertial and mag-

netic confinement strategies combines deuterium and tritium to produce helium

and a neutron: 1D
2 +1 T3 →2 He4 +0 n1. The cross section for this reaction

peaks near 100 keV, or about 109 K.2 Other fuel cycles have the disadvantage that

they peak at higher temperatures and have lower cross sections, but these may

be worth exploring once economical D-T fusion is achieved. The products of the

1D
2 +2 He3 →2 He4 +1 H1 reaction, for example, are all charged particles which can

be controlled by the magnetic field, rather than escaping like the neutron in D-T

fusion.

1.2 Magnetic Confinement

The pressure exerted by a magnetic field B is B2/2µ0, which is many times

atmospheric pressure for typical field strengths in modern tokamaks, which are on

the order of a few Tesla. This magnetic pressure acts like a “bottle” for the plasma,

keeping it confined, pressurized, and away from the physical walls of the device.

Large scale contact between the plasma and solid components of the reactor is

deleterious as the plasma will be rapidly cooled and thus unable to fuse and the

solid walls are prone to ablation, melting, or other wear and damage.

The charged particles which make up the plasma are deflected by magnetic

fields according to the Lorentz force: F = q~v × ~B, where q is the particle’s charge

and ~v its velocity. The trajectory of a charged particle under the influence of a

magnetic field is shown in figure 1.1. To lowest order, the particle is constrained

to make close spirals around the field line. Its average position moves along the

field like a bead on a wire. This average position through the center of the spiral

is called the guiding center.

Several types of magnetic confinement devices have been invented. For

example, a mirror machine consists of a long cylindrical plasma (somewhat similar
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Figure 1.1: Magnetic confinement. A charged particle (blue) follows a spiral orbit
(red) around a magnetic field line (black). The average position of the particle over
time traces a path through the center of the spiral.

to figure 1.1 but with many particles) capped at both ends by magnetic “mirrors”:

regions of higher field strength which reflect trapped particles back towards the

center of the cylinder. Other examples include the tokamak and the stellarator.

In all of these configurations, energy enters the plasma by ohmic heating,

auxiliary heating such as neutral beam injection, or nuclear fusion reactions. How-

ever, magnetic confinement is not perfect and energy and particles flow out of the

field by various drifts, collisional diffusion, or turbulence. As energy escapes from

confinement, it flows to the solid walls of the machine. Higher outflow of energy

requires higher input energy to maintain temperature and also the solid walls of

the reactor must be able to tolerate the heat load.

1.3 Tokamaks

A tokamak3 is a magnetic confinement device (Figs. 1.2-1.7). In a tokamak,

a primary toroidal field around the central axis is produced by external coils, and

a poloidal field is produced by plasma current around the axis. The combined

field counteracts many plasma drifts, but leakage still occurs due to diffusion and

turbulence. Any given field line within the tokamak either intersects a solid wall

within the device (open field line) or loops around the central pillar continuously

(closed field line). Plasma pressure is generally much higher on the closed field

lines than on the open ones, so the boundary between open and closed lines is

taken to be the edge of the plasma.

Mirror machines,4 as mentioned earlier, are simple and confine plasma well

in two directions. A mirror machine is simply a long, cylindrical solenoid with a



4

Figure 1.2: Cutaway view of the DIII-D vacuum vessel and an example plasma.
Heating, diagnostic, and other equipment is installed in the ports, which are shown
open. Carbon tiles (not shown) are mounted inside the vessel. Hardware related
to the Thomson scattering diagnostic (relevant to later chapters) is visible outside
the vessel on the right side. The black line near this equipment is the path taken
by the lasers used by Thomson scattering.

magnetic field running along its axis. The axial field prevents plasma from escaping

outward from the axis. Capping the ends, however, is quite challenging. To avoid

this challenge, the cylinder may be bent around into a ring or torus. Doing so,

however, introduces a gradient in the magnetic field, which is stronger toward the

center of the torus. As the radius of gyration of charged particles in a magnetic

field depends on the field strength, the orbits become wider on one side than the

other, and so the center of the orbit drifts over time as seen in the left side of

figure 1.3. If the field were somehow constructed to curve with no radial variation

in magnitude, there would still be a drift due to the centrifugal force experienced
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by a particle following the curved field line. Drifts are easily computed from the

equation of motion for a single particle:

m
d~v

dt
= q( ~E + ~v × ~B) (1.1)

where m is mass and ~E is electric field. A gradient in magnetic field strength (with

no change in field direction and no electric field) causes the guiding center of the

particle’s orbit to drift with constant velocity ~v∇B given by

~v∇B =
1

2

mv2
⊥

qB

~B × ~∇B
B2

(1.2)

and the drift velocity in a curved magnetic field in a vacuum where gradients in the

field are purely due to curvature (that is, including drifts due to both centrifugal

force and variation in field strength) is given by

~vcurved =
m

q

(
v2
‖ +

1

2
v2
⊥

) ~Rc × ~B

R2
cB

2
(1.3)

where the ‖ and ⊥ subscripts refer to velocity components parallel and perpendic-

ular to the local magnetic field B and ~Rc is the radius of curvature, directed out

from the center of curvature (in this case the axis of the machine).

It can be seen in equation 1.3 that ions and electrons experience gradient

drifts in opposite directions. The separation of charges results in an electric field.

This electric field drift carries plasma to larger radius and out of the confinement

system. The drift velocity produced by uniform E and B fields is

~vE = ~E × ~B/B2 (1.4)

The vE and v∇B drifts are explained in figure 1.3. Figure 1.4 shows how

they conspire to allow the plasma to escape a simple toroidal confinement scheme.

To correct for the drifts associated with curving the magnetic field, a stel-

larator5 twists the torus around its axis so that the gradient drift changes direction

and averages out to zero as a particle travels around the device. Early stellarator

designs were in the shape of a figure 8: two half toroids connected with straight

sections. In a tokamak, current is driven through the ring of plasma. The com-

ponent of magnetic field generated by this current adds a twist to the total field,
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 B
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Figure 1.3: Illustration of drifts due to magnetic field gradients and electric fields.
Left: A magnetic field B is directed into the page with varying strength as shown
by the size of the “X”s (gradient in field strength points down). As a particle
following the black curve moves into the region of higher field, its orbit contracts
to the radius of the blue circle. As the particle travels back out into the region of
lower field, its radius of gyration increases until it reaches the radius shown by the
large red circle. Thus, when moving to one side, the radius is small, and the radius
large when moving to the other side, and so the particle drifts perpendicular to
the gradient of the field. Right: a particle is attracted by the electric field E and
gains velocity perpendicular to B. The v ×B force deflects the particle such that
it follows a cycloid curve (thick black line).

as seen in figure 1.5. Particles experience drifts in different directions as they

follow the twisted field: a particle experiencing an upward gradient drift would

move away from the magnetic axis while at the top of the plasma, but would drift

back toward the axis when it came to the bottom of the plasma as it followed the

field. The poloidal components of the magnetic field also short out the electric

field which would arise from charge separation. Particles can easily travel parallel

to the magnetic field and the addition of a poloidal component to the field creates

a parallel path for a return current (called the Pfirsch Sclüter current), preventing

charge accumulation due to the ∇B drifts.6

1.3.1 Coordinate System

As tokamaks are nominally figures of rotation, cylindrical coordinates are

useful for describing them (R, φ, Z), especially when dealing with hardware. It is

also useful to consider a toroidal system of (r, θ, φ), where r is the minor radius,
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Figure 1.4: Illustration of the combined effects of the gradient drift and the
resulting E ×B drift which arise when a linear confinement system is bent into a
ring. The cross section of the plasma ring is shown, with the center of curvature to
the left. The magnetic field B is directed into the page with strength proportional
to 1/R, the gradient points radially inward, so the gradient drift for positive charges
is directed upward, and the drift for negative charges is down. Charge separation
produces a vertical electric field E, which causes an E×B drift outward. Reversing
the magnetic field also reverses the electric field and the E×B drift is still outward.
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Figure 1.5: Tokamak magnetic configuration. A field line is traced through space
for several toroidal orbits. The line is drawn in blue when it is outside of the
magnetic axis and in black when it is inside the magnetic axis. As the line pierces
the R-Z plane on each successive orbit, the intersection points form a flux surface
(magenta).

which is zero at the magnetic axis in the center of the plasma, θ is the poloidal

angle, and φ is the toroidal angle (See figure 1.6). Note that a left handed toroidal

angle is used for labeling hardware in DIII-D:1,7 it increases going clockwise when

viewed from above, with zero at geographic north. The toroidal angle φ used for

physics is right handed (this definition is shown in figure 1.6). Any use of the left

handed toroidal angle when discussing hardware will be clearly marked.

The equilibrium magnetic configuration of a tokamak consists primarily of

a toroidal field and a poloidal field. The poloidal component causes the field to

twist around the magnetic axis helically as seen in figure 1.5. In this example,

a small radial component (in minor radius, r, as distinct from major radius, R)
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Figure 1.6: DIII-D1 with standard coordinate system labels. The vacuum vessel
is represented by a thick black line, inside of which carbon tiles block off the
area shaded in gray. An example plasma boundary curve is drawn in magenta.
Useful for hardware description is the cylindrical coordinate system, (R, φ, Z).
For physics, (r, θ, φ) (minor radius, poloidal angle, toroidal angle) is often more
convenient. The magnetic axis, where the poloidal field is zero, is marked with a
dashed line in the overhead view and a plus in the side cross section view. The
drawings are scaled to each other.

alters the boundary shape, which would otherwise be approximately circular at

large enough aspect ratio. Figure 1.5 also illustrates the concept of flux surfaces.

The magenta curves are on the same flux surface at different toroidal angles. The

magnetic configuration of a tokamak consists of nested flux surfaces. As particles

are essentially free to move along the magnetic field lines (the sound speed is

typically high ∼ 105 − 106 m/s),2 many key parameters are constant on each

surface. This allows the minor radius to be replaced with a coordinate which

labels flux surfaces. Such a system is the most convenient way to describe the

physics. ψ, the poloidal magnetic flux per radian in φ is a popular label for flux

surfaces. The magnetic field in R− Z is related to ψ by BR = − 1
R
∂ψ
∂Z

, BZ = 1
R
∂ψ
∂R

.
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Figure 1.7: Contours of normalized poloidal flux ψN for an example DIII-D shot.
The magnetic axis (ψN = 0) is marked with a plus. The separatrix (ψN = 1)
is marked with a thick magenta curve. Closed surfaces within the separatrix are
marked with dashed lines at intervals of 0.1 in ψN . Open surfaces, which intersect
the walls, are marked with solid lines at intervals of 0.05 in ψN .

ψ is often normalized such that ψN is 0 at the magnetic axis and 1 at the boundary

or last closed flux surface (LCFS). An example map of ψN contours is shown in

figure 1.7. In a diverted plasma as is shown in the example figures, the LCFS is a

separatrix. In a limited plasma, it would be the surface tangent to the wall.

DIII-D

DIII-D1 is a rebuild of the original Doublet 3 tokamak (DIII), using the

same toroidal field coils but with a new vacuum vessel. Doublet 3 was designed to

generate plasma cross sections with two lobes, one above the other (doublets). In

DIII-D, the nominal plasma shape is a “Dee”, as reflected by the shape of the new

vacuum vessel (Fig. 1.2). The final “D” comes from the shape of the new vacuum

vessel and was added to the tokamak’s name after the modification. The outer and

inner radii of the vacuum vessel interior are 2.43 m and 0.96 m. Typical plasmas
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have a major radius (position of magnetic axis) of 1.7 m and minor radius of 0.5 m

(DIII-D measurements and data are used in the production of all tokamak figures

where appropriate; See figures 1.2, 1.5, 1.6 and 1.7). Toroidal field at 1.67 m can be

up to 2.17 T. The magnetic system was originally designed for a maximum plasma

current of 5 MA, although operation near 1 MA is typical. DIII-D has immense

flexibility for producing plasmas with different shapes, which aids in comparison

to other tokamaks.

Heating is accomplished through ohmic heating, neutral beam injection,

or electron cyclotron resonance heating. Fueling is by gas puffing, neutral beam

injection, or pellet injection. Numerous ports are cut in the vacuum vessel to

serve heating, fueling, and diagnostic needs (see Fig. 1.2). The interior of the

vessel is lined with graphite tiles, behind which are arrays of magnetic probes8

which are critical for diagnosis of the magnetic configuration and detection and

control of some instabilities. Graphite is chosen because of its resilience to high

temperatures and because it is inevitable that some material from the wall will

make it into the plasma. Materials with low atomic number like carbon are less

problematic as impurities in the plasma than are materials such as iron or nickel.

Neutral beams ionize a fueling gas using an arc discharge in a plasma gen-

erating chamber, accelerate the ions electrostatically, neutralize them, and remove

any remaining ions magnetically. The remaining stream of neutral particles is di-

rected at the plasma, carrying with it the energy gained through the accelerating

voltage. Being neutral, the particles in the beam are unaffected by the magnetic

field and cross into the plasma easily. The gas used in the beam is normally the

same as the gas being used in the experiment (deuterium into deuterium, for ex-

ample). Under typical operation, the accelerating voltages are about 75 kV and

injected power is about 2 MW from each of eight beam sources. Some sources

are conditioned to allow higher power operation up to 93 kV or 3.6 MW. Neutral

beam sources may be easily down tuned to 50 kV (lower is possible but there are

complications) to produce less than 1 MW, which is useful for operating beam

dependent diagnostics with low auxiliary power application.1
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1.3.2 High Confinment Mode

When the heat flux across the edge of the plasma becomes great enough, a

surprising thing happens: confinement suddenly improves.9 Turbulent transport of

particles and heat is suppressed in the edge region and steep gradients in temper-

ature and density form there. The slopes of the temperature and density profiles

deeper in the core of the plasma are largely unchanged from the lower confine-

ment regime, so the average pressure essentially increases by the value at the edge.

This is called high confinement mode or H-mode, as distinct from low confinement

mode or L-mode. Example profiles of electron density and temperature are shown

in figure 1.8.

A popular figure of merit for fusion power production is the Lawson crite-

rion: density times temperature times confinement time (n×T × τE). All of these

terms are increased in H-mode, making it a very attractive mode of operation for

a fusion reactor. H-mode has been observed in mirror machines, stellarators, and

tokamaks.10

1.3.3 Edge Localized Modes

There are complications to operation in H-mode. The steep pressure gra-

dient and associated edge current provide a source of free energy to ballooning

and peeling modes, respectively.11–14 In fact, these modes can join together as the

coupled peeling-ballooning mode.14,15 These modes are localized to the edge of

the plasma where the steep gradient exists, hence the designation Edge Localized

Mode (ELM). When ELMs go unstable, they cause a rapid relaxation of the edge

pressure gradient, temporarily reducing temperature and density there. Figure 1.9

shows the results of a series of ELMs: the instability ejects material from the

plasma which causes a flash of light at the deuterium Balmer alpha (Dα) line16

at 656.1 nm [1.9(a)] and reduces the pedestal pressure and total stored energy.

Recovery is often swift (in the example in figure 1.9, the period is about 50 ms,

but this varies), and ELMs can have the beneficial effect of controlling impurity

density. However, the rapid expulsion of heated plasma (could be a few percent

of the total stored energy in the plasma, in figure 1.9 the loss is ≈ 50 kJ per
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Figure 1.8: Comparison of Te and ne between L-mode (light blue) and H-mode
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ELM compared to ≈ 600 kJ total stored energy) caused by an ELM is a potential

problem for future devices. As magnetic confinement configurations get larger, the

amount of energy expelled by ELMs is predicted to increase. In a reactor, this

would have undesirable effects on the lifetime of plasma facing components.17–20



14

      

0.0
0.5

1.0

1.5

2.0
2.5

D
α 

(A
U

)

(a)

      

0
1
2
3
4
5
6

P
e,

pe
d 

(k
P

a)

(b)

2700 2800 2900 3000 3100 3200
Time (ms)

550

600

650

S
to

re
d 

E
ne

rg
y 

(k
J) (c)
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stored energy during Type-I ELMing H-mode. (a) Dα light measured by a photo-
diode behind a narrow optical bandpass filter aimed at the outer strike point (point
of contact between outer separatrix leg and solid limiting surface). (b) electron
pressure at the top of the pedestal (usually near ψN ≈ 0.95). (c) Energy stored
in the plasma. When an ELM is triggered, material is released from the edge of
the plasma, lowering pedestal pressure and stored energy. The escaping material
emits Dα light as it escapes and cools.

1.4 Transition Physics

Accessing and sustaining H-mode is important for reactor operation as the

increases in average density, temperature, and confinement time are quite signifi-

cant.10,21,22 The defining feature of H-mode is a transport barrier at the edge of the

plasma, wherein the spatial gradients of temperature and density are much higher

than elsewhere, where gradients may be similar to L-mode. The swift increase in

these quantities at the edge of the plasma is called the pedestal: the core profile,

largely unchanged from L-mode, looks as if it has been lifted up atop a pedestal

(see figure 1.10). Models23 explaining limitations on pedestal height (the value at

the top of the pedestal or inner edge of the steep gradient region) are essential for

predicting performance of future devices and a portion of this work will describe
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roughly by the pedestal amount. Inside of the pedestal is the core plasma and
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diagnostic advances to support such models. The problem of accessing H-mode and

the transition from L to H modes is of some interest as it relates to the transition

out of H-mode which must occur when a plasma discharge is terminated.

In general, transport of heat and particles is governed in large part by tur-

bulence. The turbulent contribution to total transport keeps pressure gradients

throughout most of the plasma well below what would be predicted from neoclas-

sical theory.24 In the transport barrier, turbulence is suppressed and transport

is reduced. This allows for a much steeper than usual pressure gradient, which



16

contributes to a radial electric field, as seen in the following equations:

0 = neZ( ~E + ~v × ~B)− ~∇p (1.5)

Equation 1.5 describes an equilibrium where the Lorentz force balances with the

pressure gradient, where n is number density, e is the elementary charge, Z is

charge state (-1 for electrons), E and B are the electric and magnetic fields, v

is velocity, and p is pressure. Equation 1.5 is a single fluid equation and the

temperature, density, and mean flow velocity should all be for the same species

(electrons, main ions, or a particular species of impurity ions). It may be used for

any species as long as n, T , and ~v for that species are known. In practice, these

quantities are measured for fully stripped (Z = +6 charge state) carbon impurities

by CER25 (diagnostics will be described in chapter 2). Solving equation 1.5 for ~E

and taking the radial component26 gives

Er =
1

neZ

∂p

∂r
− vθBφ + vφBθ (1.6)

The electric field causes an E ×B drift:

~vE×B =
~E × ~B

B2
(1.7)

~vE×B =
~∇p× ~B

neZB2
+ ~v⊥ (1.8)

Note that equation 1.8 is equivalent to stating that flow perpendicular to

the magnetic field is due to the E ×B drift and the diamagnetic drift ~vD:

~v⊥ =~vD + ~vE×B

~vD = −~∇p× ~B/(neZB2)
(1.9)

As the field is mostly toroidal, the poloidal component of vE×B is strongest,

vE×B,θ = −∂p
∂r

Bφ

neZB2
+ vθ

B2
φ

B2
− vφ

BθBφ

B2
(1.10)

And this may be approximated as

vE×B,θ ≈ −
∂p

∂r

1

neZBφ

+ vθ − vφ
Bθ

Bφ

(1.11)
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Assuming Bφ � Bθ and |B| ' |Bφ|. Note that the vφ term has been retained

despite the presence of the small Bθ/Bφ factor as vφ is typically larger than vθ. Bφ

is used instead of B as the sign of this factor is important.

If the overall perpendicular flow remains low, which for ions it often does,

then increases in the pressure gradient tend to be balanced by an electric field

directed radially inward and an associated E×B drift. It is important to consider

the E×B drift because it is the same for all particles. Electrons may have different

flow velocities than ions and different ion species may differ from each other, but

all species experience the same contribution to their velocities from vE×B and there

is a tendency for perturbations to be dragged along at this velocity.27 As the steep

pressure gradient is localized to the edge, so is the diamagnetic contribution to

the E × B drift, as seen in the Er profile shown in figure 1.11. This localization

leads to flow shear. Turbulence suppression by radial flow shear is identified as

the mechanism for the H-mode transport barrier.10,26,28–32 One explanation is that

the shear decorrelates radially extended features, such as turbulent eddies. Eddies

whose radial extent allowed them to transport particles outward are stretched and

broken up.26 This reduces radial turbulent transport and allows a pressure gradient

to form. In another interpretation,33,34 energy is transferred from turbulence into

benign fluctuations which do not cause radial transport. Both pictures agree that

radial flow shear leads to turbulence suppression.

Clearly, the mechanism thus far described is self-reinforcing. To arrive at

this condition, one might attempt to simply dump an enormous amount of power

into the plasma, forcing the inventory of particles to accumulate faster than it could

leak out, raising the gradient, and initiating the transport barrier. Fortunately,

this is unnecessary. The predator prey model35–38 describes a mechanism by which

azimuthally symmetric, radially localized “zonal flows” (ZFs), generated by the

turbulence through Reynolds stress,39,40 act as an intermediary and supply some of

the flow shear necessary to achieve turbulence suppression and allow the transport

barrier to form at lower input power than would be required by brute force. Recent

work33,34,41–43 has shown this model to be consistent with experiment. This is

a very important model as it could support physics based predictions of power
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Figure 1.11: Er before and after an L-H transition and later in H-mode. Calcu-
lated with equation 1.6. Blue Xs: L-mode just before the start of a dithering L-H
transition sequence. Green squares: H-mode just after the end of the L-H transi-
tion. Red triangles: H-mode just before the first type-I ELM. Note the difference
in gradient around ψN = 0.97.

thresholds for transitions into and out of H-mode.

If surplus power flux across the edge is low enough, a period of limit cycle

oscillations (LCO) may occur during the transition sequence from L-mode to H-

mode. During the LCO, the ZFs rise in amplitude, rob the turbulence of energy

and also suppress it through flow shear. With their energy source depleted, the

zonal flows decay and turbulence recovers to drive ZFs once again. This cycle

will repeat until the equilibrium pressure gradient grows large enough to take over

suppression. The time required depends on the amount of power flux across the

edge and can be very short, to the point that there is no LCO but only a burst of

zonal flows, or so long that H-mode is not reached before the end of the discharge.37
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1.4.1 Hahm-Burrell Shearing

Hahm and Burrell10,26,29–31 derive a condition for shear suppression, which

will be described in more detail in chapter 5, where turbulent transport is sig-

nificantly reduced when the E × B shearing rate ωE×B is greater than the tur-

bulence decorrelation rate ωT . Activation of the suppression mechanism is not

all-or-nothing and stronger shear tends to result in weaker turbulence. The L-H

and H-L transitions should be expected when ωE×B ≈ ωT .

ωE×B =
(RBθ)

2

B

∂

∂ψ

(
Er
RBθ

)
(1.12)

Turbulence decorrelation in the plasma frame is an estimator for the tur-

bulence growth rate.28 This is measurable through methods which will be detailed

later. So ωE×B > ωT can be interpreted as a statement that the E × B shearing

rate exceeds the estimated turbulence growth rate and eddies are being torn apart

faster than they can grow.

1.5 H-mode Termination

Placing a power source within a confinement system obviously leads to a

buildup of stored energy. Should the confinement quality decrease suddenly, the

transient power outflow would be quite large; the breaking of a dam comes to mind.

Studies of the formation of the H-mode transport barrier indicate that the increase

in confinement can be rapid. If the barrier dissipates as quickly as it forms, then

plasma facing components in large future tokamaks will be faced with high heat

loads which could shorten their lifetime significantly. Observations of transitions

from H back to L-mode reveal that there is commonly a sudden drop in pedestal

height, so it is indeed the case that part of the barrier can collapse quickly.

In a back transition, total heating power is reduced and the amount of

energy stored in the plasma begins to decrease. The outflow of energy from the

plasma core maintains heat flux across the edge for a time, preventing an imme-

diate back transition. If no other process intervened, one might expect the shear

flow suppression mechanism to weaken (because of decreasing pressure) until tur-
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bulence recovered, ushering a return to L-mode. During this time, the recovering

turbulence could drive zonal flows and start a LCO during the back transition se-

quence. This much is observed in practice:42 after the beginning of back transition

activity, a period of LCO is observed when conditions permit (expression of the

LCO seems to be sensitive to the shape of the plasma boundary, as it is in the

forward L-H transitions).

There are two main classes of H-L back transition sequences which are

relevant to this work. “Hard” H-L sequences begin with with a sudden decrease

in pedestal height and plasma stored energy which is reminiscent of a large type-I

ELM. The transient event which rapidly reduces the pedestal height is fairly easy

to spot as a large Dα spike which, in a dithering transition, is followed by smaller

Dα spikes. “Soft” H-L sequences lack this initial transient and begin with the

smaller Dα spikes and there is no obvious discontinuity in traces of pedestal height

and stored energy. Where a hard back transition begins with an obvious step down

in energy followed by decay, soft transitions have only a decay phase with no step

down.

1.5.1 Phenomenology of the H-L Transition Sequence

The H-mode termination phase has been observed to include the following

elements which are shown in figure 1.12, beginning in type-I ELMing H-mode with

the reduction of heating power to below the H-L threshold: cessation of ELMs; a

potentially long lasting (hundreds of milliseconds) period of ELM-free operation,

during which the Modulating Pedestal Mode (MPM, to be examined in section

5.4) typically appears in our scenario; a rapid relaxation of the pedestal similar

to a type-I ELM;42,44 a period of small repetitive Dα bursts or “dithering”, which

is composed of bursts of two distinct characters; and finally L-mode. The first

phase of the dithering transition is made up of type-III ELMs, which is a broad

label for small, frequent (compared to type-I ELMs) Dα bursts which are not

completely explained by ideal peeling-ballooning theory and may be a resistive or

other non-ideal instability.14,45,46 The dithering then changes character and be-

comes consistent with a predator prey limit cycle oscillation, as shown by analysis
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of E×B flows by Schmitz et al. in a series of DIII-D experiments carried out with

the same setup as ours.41,42 Periods of LCO are more easily distinguished from

type-III ELMs by their higher (≈ 2 kHz), very regular frequency, clear inverse

relationship between freqeuncy and density, and absence of the MPM between Dα

bursts. By contrast, type-III ELMs repeat at < 1 kHz with a less regular pe-

riod and intensity, and each is synchronous with modulations of the MPM, which

reappears between type-III ELMs. Similar distinctions between type-III ELMs

and LCOs or dithering L-H transitions have been made before.47,48 In particular,

see figure 18 of Xu et al.,48 where a ≈ 70 kHz precursor oscillation with spectral

sidebands (compare to the MPM in sections 5.4) is used to define the first few Dα

spikes as type-III ELMs, in contrast to the later LCO. Except for the first large

relaxation of the pedestal (similar to a type-I ELM), the sequence of events in a

back transition is the mirror image of a forward L-H transition.42,48

From the spectrogram in figure 1.12(a), it can be seen that the period be-

tweenDα bursts in the dithering H-L transition sequence (starting around 2020 ms)

is initially irregular. These are type-III ELMs. As time progresses, fluctuation

power concentrates into a sharply defined fundamental frequency around 2100 ms

and then the frequency increases. This is the LCO. Note the lack of a clear cutoff

between the two phases. Even the MPM fades out gradually.
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Figure 1.12: Phenomenology of the H-mode termination phase and H-L transition
sequence. (a) spectrogram of Dα emission. (b) history of Dα emission from the
outer strike point. H-mode is shaded in pale pink (ELMing) and blue (ELM-free),
the H-L sequence is unshaded, and L-mode is shaded in gray. (c) Neutral beam
injected power, raw (gray) and smoothed (black). The time range begins during
type-I ELMing H-mode. The type-I ELMs stop following the input power reduction
(to minimal diagnostic levels, below the H-L threshold). The H-L sequence begins
with the transient, followed by “dithering” which changes character from type-III
ELMs to LCOs at around 2100 ms.

1.6 Hypotheses

It is important to manage heat flux out of the plasma during H-L back

transitions and to prevent unintentional H-L transitions. Therefore, mechanisms

involved in triggering back transitions must be understood. The obvious start-

ing point is to identify the trigger for the large initial transient in “hard” back

transitions.

As the initial transient appears to be similar to a type-I ELM and has

been referred to as one in published literature,42,44 it is useful to test whether

these events are triggered the same way. Conditions before large type-I ELMs

are consistent with ideal peeling-ballooning modes of intermediate toroidal mode

number n as the triggering mechanism.14 Chapter 4 uses the ELITE code14,49 as
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well as secondary experiments to test the hypothesis that the transients at the

start of hard back transition sequences are type-I ELMs triggered by ideal peeling-

ballooning modes of intermediate n. Stability analysis with ELITE indicates that

the transients are not triggered by ideal peeling-ballooning with n ≥ 5. Further

arguments are made against low n < 5 ideal peeling-ballooning instability as the

trigger, but it is not ruled out completely. Regardless, typical ELMs are triggered

by intermediate n peeling-ballooning, so the transient is distinct. These conclusions

are supported by the secondary experiments described in chapter 4.

Another reasonable hypothesis is that E × B shear decays after auxil-

iary power is reduced and the back transition sequences begin when the shear

suppression mechanism becomes too weak to maintain turbulence suppression

(ωE×B ≈ ωT ). The transient in hard back transitions would then be explained

by a rapid feedback loop as recovering turbulence reduced the pressure gradient

and further weakened the suppression mechanism. Soft transitions would also be-

gin when ωE×B ≈ ωT and the lack of a large initial transient might be explained

by differences in the rotational contributions to the Er well as explained below:

The pressure gradient provides free energy for driving turbulence as well as

powering the turbulence suppression mechanism. The rotation terms in Eqn. 1.6

could affect the balance between these effects and select for hard or soft back

transitions, with soft transitions losing suppression at a lower value of ∂p/∂r when

less energy is available to drive turbulence. For a given value of Er, ∂p/∂r will

increase with increasing toroidal rotation vφ. The magnitude of Er at the bottom

of the well correlates with ωE×B, so plasmas with low toroidal rotation at the edge

should then be able to achieve turbulence suppression at a lower value of ∂p/∂r in

the pedestal, thus weakening turbulence drive relative to damping. As will be seen

in chapter 5, there is a clear correlation between low vφ at the edge of the plasma

and soft H-L transitions.

So, the E × B shear decay hypothesis is that ωE×B decays significantly

leading up to the back transition, that ωE×B ≈ ωT when the back transition

sequence begins, and that hard and soft back transitions begin with similar values

of Er and ωE×B but different pressure gradients. However, it is found that the peak
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value of ωE×B changes very little during the evolution before the back transition,

that ωE×B > ωT when Dα bursts associated with the H-L transition sequence

begin, and that the profiles of most parameters, other than vφ, and including Er

and ωE×B, at the edge are very similar: this hypothesis is falsified.

With the beginning of the H-L sequence unexplained by P-B instability and

spontaneous failure of the shear suppression mechanism, the next logical hypothe-

sis is that conditions in the ELM-free period prior to the back transition allow the

growth of some other instability and that this instability is responsible for the start

of the H-L sequence. A coherent mode (the MPM) does appear in the pedestal dur-

ing the pre-H-L ELM-free period and its amplitude grows as the pedestal evolves.

A detailed characterization of fluctuations is performed and reported in chapter 5.

1.7 Organization

The purpose of this work is to examine the phenomenology of the H-L back

transition. Relevant plasma diagnostics will be described in chapter 2, with special

emphasis on the recently upgraded Thomson scattering system throughout most

of the chapter followed by discussion of other diagnostics in section 2.8. Data from

Thomson scattering play a key role in chapter 4, where conditions in the plasma

are tested against the peeling-ballooning model (described in chapter 3), which

successfully describes type-I ELMs. It is found that the transient event before the

back transition is not linearly unstable to ideal peeling-ballooning modes and thus

is not a type-I ELM. In chapter 5, ωE×B is measured and compared to the decor-

relation rate of turbulence ωT . It is found that ωE×B does not decay dramatically

prior to the H-L back transition and in many cases is nearly constant at a value

significantly greater than the turbulence decorrelation rate. This is followed by

characterization of fluctuations in the pedestal leading up to the back transition

and a comparison of hard and soft back transitions, also in chapter 5. Of partic-

ular interest is the modulating pedestal mode (MPM), a coherent, intermediate

wavelength (λθ ∼ 20 cm) density fluctuation which appears consistently in the last

∼ 100 ms of ELM-free H-mode in our experiments. A robust method of producing
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soft back transitions by controlling torque inputs to the plasma is documented

along with other potential control schemes. Chapter 6 summarizes the results.



2 High Resolution Thomson

Scattering Diagnostic Upgrade at

DIII-D

2.1 Introduction

In order to accurately predict the performance of future tokamaks, it is

necessary to validate models for the height of the H-mode pedestal. Theory work

by Snyder et al.50 (the EPED model) describes constraints on the width and height

of the pressure pedestal due to Kinetic Ballooning Modes and coupled Peeling

Ballooning Modes. The EPED model predicts a path of pedestal evolution through

height-width space. The path is initially controlled by KBM induced transport but

terminates in a PBM triggered, type-I edge localized mode (ELM). Validation of

this model requires accurate, high resolution measurements of the pressure profile

to determine pedestal width and height. Thomson scattering is a key diagnostic for

testing this and other models because it simultaneously measures electron temper-

ature and density at many spatial locations, its performance and availability are

independent of other systems, it is non-perturbative, and analysis of the raw data

is relatively simple and quick: experimenters need not make special requests for

analysis for most applications. In order to support theory work including EPED, the

DIII-D Thomson scattering diagnostic was upgraded in 2010 to enhance its spa-

tial resolution.51–56 Separately managed, concurrent upgrades decreased random

measurement errors by improving the detection electronics57 and increased tem-

26
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poral resolution by adding more lasers.58 Subsequent work developed a powerful

tool for regularly and systematically checking data quality. This led to significant

improvements in calibration and maintenance procedures over pre-upgrade stan-

dards, resulting in higher quality data with reduced systematic errors (systematic

Te errors of ≈ 1− 30% were eliminated).

The edge/pedestal section of the original multi-pulse DIII-D Thomson scat-

tering diagnostic59 was aimed at the top of the machine to take advantage of the

variable packing of the flux surfaces (flux expansion) to effectively increase spa-

tial resolution (by ≈ 2×) relative to diagnostics aimed at the machine midplane60

(note the spacing of flux surfaces in Fig. 1.7 and the placement of TS in Fig. 2.4).

However, it was still possible for the pedestal to be so narrow that fewer than

two Thomson points were located in the steep gradient region as shown in fig-

ure 2.1. Only an upper bound on the pedestal width could be calculated in such

cases. There is a technique for effectively increasing resolution by combining sev-

eral profiles with slightly different flux maps. That is, the edge of the plasma can

be moved slightly relative to the fixed chords to change the relative positions of

the measurements. Even a single chord could produce arbitrary resolution in this

way. However, the finite extent of the measurement volume necessarily introduces

some blurring and this will unavoidably set a lower limit on measurable pedestal

width. In other words, the diagnostic’s spot size or instrument function smears the

measured profiles spatially and prevents resolution of narrow pedestals regardless

of the effective chord-chord spacing. Thus, reduction of spot size was a key goal

of the upgrade.

As part of this dissertation, the High Resolution Thomson Scattering

(HRTS) upgrade was performed to reduce the measurement spot size and increase

the number of chords across a region spanning the typical range of edge positions.

As reductions in scattering length (spot size) necessarily result in loss of Signal

to Noise Ratio (SNR), the upgrade was essentially a trade off between temper-

ature accuracy and spatial resolving power, and careful planning and simulation

were required to ensure that the final result would be acceptable. The concurrent

upgrade57 to the amplifier electronics mitigated the loss of SNR.
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Figure 2.1: A pre-upgrade, under-resolved profile of electron density vs. Z,
position along the vertical laser (see Fig. 2.4), as measured by Thomson scattering
in 2010. There are too few points in the steep gradient region to determine the
pedestal width confidently. Two points (in the scrape off layer, to the right, outside
of the region of steep gradient) were rejected due to poor SNR.

2.2 Background

2.2.1 Thomson scattering

Thomson scattering is the elastic scattering of light from free charged par-

ticles, as shown in figure 2.2. In this case, the charged particles are electrons and

the light is generated by a pulsed Nd:YAG laser. The DIII-D Thomson diagnostic

is built on the assumption of Maxwellian electron velocity distribution with mean

velocity neglected compared to thermal motions: f ∝ Exp (−mv2/2Te).

The cross section for Thomson scattering from a Maxwellian electron dis-

tribution depends on the incident and scattered wavelengths λi and λs, described

by the normalized wavelength shift ε = (λs − λi)/λi, the scattering angle θ (not

to be confused with the poloidal angle, which does not appear in equations in this

chapter), and the electron thermal energy Te, which is included in the following

equations through 2α = mec
2/Te (me and c are the electron mass and speed of
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Figure 2.2: Simple diagram of Thomson scattering. Incident photon ki (red)
collides with free electron e−, resulting in scattered photon ks (blue) traveling at
angle θ with respect to ki. Thermal motion v of the electron causes a doppler shift
in the scattered light.

light, respectively). Scattered power per unit solid angle per normalized wavlength

shift is given by Equations 2.1-2.4:

d2P

dΩsdε
= r2

e

∫
d3~r〈Si〉S(ε, θ, 2α) (2.1)

S(ε, θ, 2α) = SZ(ε, θ, 2α)q(ε, θ, 2α) (2.2)

where re is the classical electron radius, 〈Si〉 is the mean Poynting vector, SZ is

Zhuravlev’s61 expression for the spectral density function S, which neglects rela-

tivistic depolarization, and q(ε, θ, 2α) is the relativistic depolarization correction

derived by Naito et al.62 or alternatively by Selden63 or Sheffield.64 The depo-

larization correction is used in calculations to obtain the final measurements and

to generate the following plots, but it is fairly minor at or below typical plasma

temperatures of about 1 keV and the properties of the scattered spectra can be

understood qualitatively by examining Zhuravlev’s expression only:

SZ(ε, θ, 2α) =
Exp(−2αx)

2K2(2α)(1 + ε)3
[2(1− cos(θ))(1 + ε) + ε2]−1/2 (2.3)

x =

√
1 +

ε2

2(1− cosθ)(1 + ε)
(2.4)
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Thomson Scattering: Variation with Temperature
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Figure 2.3: Example spectral density function S at selected temperatures and
scattering angles. Top: 90◦ scattering at selected temperatures. Bottom: scatter-
ing at various angles from a 1 keV plasma. The incident wavelength is 1064.3 nm,
as is output by the Nd:YAG lasers used in the diagnostic implementation at DIII-D.
At higher temperatures and more obtuse scattering angles, the spectrum broadens
and experiences greater relativistic blue-shift.

where K2() is a modified Bessel function of the second kind with index 2. Note that

the volume integral of equation 2.1 may be reasonably replaced by the assumption

of negligible variation over the small scattering volume, making the scattered power

proportional to S.

Examples of scattered spectra at selected temperatures and scattering an-

gles are shown in figure 2.3.

2.2.2 Diagnostic Implementation

The DIII-D Thomson scattering diagnostic is composed of three laser groups

or subsystems on three paths through the plasma (see Fig. 2.4). Scattered light is
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Figure 2.4: TS laser paths and viewchord center lines. The core (red) and divertor
(blue) subsystems are co-planar at left-handed hardware toroidal angle of 120
degrees and enter the machine through the V2 and V1 ports at 1.94 and 1.49 m
respectively. The tangential laser path is the green curve which enters the plot
from the right, makes closest approach to the center-post at ≈ 1.3 m, and exits
the plot area again to the right. The tangential viewchords, also green, end on the
center-post.

collected through three port windows. Behind each window is a set of collection

optics (see Fig. 2.5) that focuses the scattered light onto a set of fiber bundles. The

bundles are about 30 m long and they run from the machine pit to the Thomson

lab where they terminate in detection apparatus.65

The most suitable type of laser for this application is Nd:YAG (neodymium-

doped yttrium aluminum garnet)66 operating at 1064.3 nm, which puts critical

parts of the scattered spectrum outside of the optimal wavelength range for image

intensified CCD cameras. Therefore, polychromators are used instead of spec-

trometers.67 Each polychromator consists of a set of optical band pass filters

which accept a carefully chosen wavelength range and reflect the rest to the next
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Figure 2.5: Model of a set of collection optics for Thomson scattering. The port
flange assembly at the left mates with the vacuum vessel. The lens set and fiber
mount are mechanically isolated from the vessel.

filter. A diagram of a polychromator is shown in figure 2.6 and spectral response

functions for the filter set in an example polychromator unit are shown in figure

2.7.

Behind each filter is an Avalanche Photo Diode (APD) based detector unit

containing an APD and an amplifier circuit.57,68 The detectors measure the scat-

tered light level as well as the background light, which is used to determine un-

certainty in the individual signals so that the fits used to obtain temperature and

density may be properly weighted. Correct measurement of the background light

is necessary for obtaining the final fit parameters and their uncertainties. Back-

ground signal is subtracted in hardware with a 30 ns delay line. The nominal

output of the subtraction circuit is 0 until a positive pulse comes, followed by its

negative echo 30 ns later (see figure 2.8). A 25 ns integration gate is tuned to cap-

ture the positive pulse. The laser pulse is nominally 8 ns long, but the waveform
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1 Polychromator Frame
2 Detector/Amplifier Unit
3 Lens Block
4 Input Stage

5 Optical Filter
6 Optical Fiber Bundle
7 Light Path
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Figure 2.6: Polychromator physical layout. Scattered light is carried by an optical
fiber bundle (6) to the input stage (4) containing a collimating lens. When light
reaches the first of the optical bandpass filters (5), most of it is reflected down
the line (7) from filter to filter. There are additional lenses (not shown) in front
of each filter to maintain collimation. The fraction of light which is transmitted
through a filter is focused by a lens in the lens block (3) onto an APD at the front
of the detector/amplifier unit (2). The detector modules are connected to a data
acquisition system.

is not square, requiring a ≈ 20 ns window to capture all of the power. Padding the

window allows for some margin of error in the timing but increases background

noise. Minor imperfections in the subtraction circuit are calibrated out. Major

imperfections require re-tuning (through variable capacitor and potentiometers)

or replacement of the amplifier circuit. The signal from each set of detectors is fit

to a model for relativistic Thomson scattering62,63 (see section 2.2.1) to produce

the final electron temperature and density measurements. Random uncertainty

in the measurement comes from photon statistics and from detector dark noise.

The detector dark noise is measured before every shot before the lasers begin to

fire. The level of noise in the scattered signal as a result of background light can

be more than
√
nph, the statistical value expected from an ideal detector where

nph is the photon count; a calibration is performed to measure the signal noise

enhancement factor.

The expected signal is proportional to electron density, laser energy, a
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Response Functions vs. Wavelength for a Polychromator 50
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Figure 2.7: Example filter set. Spectral response vs. wavelength (top) and vs.
1− λ/λ0 (bottom) for the detection hardware in one polychromator. The spectral
response is the convolution of the filter transmission function with the detector
quantum efficiency and the amplifier gain on the DC channel, which is used for
background light measurements and calibrations.

Rayleigh scattering calibration factor, and a factor which depends on the tempera-

ture, scattering angle, and the combined detector+filter spectral response function.

Signal(f, θ, Te, ne, Elaser) = ne × Elaser ×Rayleigh× LUT (f, θ, Te) (2.5)

The temperature dependent factor is pre-calculated for values on a logarithmic

grid and stored with the calibration set, and is referred to as the Look Up Table

or LUT:

LUT (f, θ, Te) =

(
GPL(f)
GDC(f)

)
(
GPL(f0)
GDC(f0)

) ∫
allλ

S(λ, θ, Te)
Response(f, λ)

Response(f0, λ0)

Ephoton(λ0)

Ephoton(λ)

dλ

λ0

(2.6)

where f refers to one of a set of optical bandpass filters in the polychromators, f0
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Figure 2.8: Schematic of the TS hardware subtraction circuit. Output from the
pre-amplifier (top) spikes when scattered light from a laser pulse is received. This
signal is the sum of background and scattered light. The subtraction circuit output
(middle) is the sum of the “live” pre-amp signal and the inverted delayed signal,
which removes variation with a long timescale, such as background light. The
integration gate (bottom) is timed to capture the real pulse from the subtraction
circuit without catching the negative echo.

refers to the filter which passes the laser wavelength, GPL and GDC are the gains for

the pulsed (scattered light) and DC (background light) channels of the individual

detectors, Response(f, λ) is the number of digitizer counts returned on the DC

channel per incident photon energy for filter+detector pair f , Ephoton(λ) = hc
λ

is the photon energy and λ0 refers to the laser or incident wavelength, which is

1064.3 nm in this case. Response(f, λ), GPL and GDC are measured directly during

calibrations. Response is determined using a scanning monochromatic light source

and includes variation in gain with wavelength due to quantum efficiency of the

APD as well as the transmission of the filter. GPL and GDC are measured at a

single wavelength with a pulsed and a CW laser.

An example of the LUT for all of the usable channels in one polychromator is
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LUT 201408272, polychromator 50 (c15)
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Figure 2.9: Look-up table values for an example polychromator corresponding to
the filter set shown in figure 2.7. This is the temperature dependent factor in the
determination of signal levels, given by equation 2.6. As temperature increases,
the scattered spectrum broadens and blue shifts, activating the higher temperature
filters: the ones centered at shorter wavelengths and with greater bandwidth. The
scattering angle for this unit is 82.14 degrees. The curve for f0, the filter admitting
1064.3 nm, is not used in the fit and is not shown here.

plotted in figure 2.9. During the fitting process, expected values are interpolated

from the LUT and multiplied by density and other appropriate factors, as seen

in equation 2.5, to get the expected signal. The final estimates for temperature

and density are converged upon using the Levenberg-Marquardt algorithm.69 For

reference, figure 2.10 reproduces the scattered spectral density calculation shown in

figure 2.3 on a log plot with new temperatures selected which roughly correspond

to the peaks in signal for each detector in the example hardware. To successfully

fit a temperature, it is necessary to have two or more reasonably strong signals

to compare. Since the ratio of the top two signals tends to dominate the fit, it is

useful to arrange the filter set such that there will also be two strong signals with

opposite (or at least significantly different) slopes vs. temperature at any given

temperature within the range of interest.

The filter sets are designed so that there are evenly spaced (logarithmically

in temperature) peaks in expected signal. When the system is working properly
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Thomson Scattering: Variation with Temperature
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Figure 2.10: Variation of the scattered spectral density vs. 1− λ/λ0 for several
temperatures in the relevant range with θ = 82.14 ◦. The vertical dashed gray lines
show the range of wavelengths accepted by the polychromators.

and density is sufficient, there are always two clear signals with opposite slope

between ∼2 eV and ∼20 keV. In practice, low temperatures tend to occur at low

density, where it can be seen that signal, being proportional to density, will be

low (eqn. 2.5). Background light comes mainly from bremsstrahlung, which is

proportional to n2
e,

70 making background noise proportional to ne. Dark noise,

however, is constant. At low enough density, dark noise dominates the total noise

and SNR is proportional to density. At high density, bremsstrahlung dominates

the total noise and SNR is independent of density. However, the detectors will

eventually saturate, producing an upper limit on density. Amplifiers which are

expected to be exposed to higher signal (such as the wide filters in polychromators

aimed at the center of the machine where the plasma core usually is) can be

tuned to lower gain to compensate. Thus, the limiting factor for measuring low

density is signal level and the limit for high density is dynamic range of the system

(this limit is higher than typical DIII-D densities). The lower limit on temperature

results from failure to resolve very narrow spectra which occur at low temperatures

because of the minimum bandwidth of the optical filters. The upper limit on

temperature could be extended by adding more filter channels to sample shorter
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wavelengths, although background light becomes brighter below 700 nm and the

Dα line at 656 nm must be avoided.

The measured signals obviously depend on the solid angle of light collected

by the optics. This is accounted for in the Rayleigh scattering calibration rather

than integrating the lens collection efficiency over the solid angle it subtends for

each chord, which would be difficult to measure accurately. During a Rayleigh

calibration, the vacuum vessel is filled with a small amount of argon gas (typically

3 torr). The lasers are fired through the gas and the Rayleigh scattered light is

collected through the so-called “laser” filter, the only one which admits 1064.3 nm

light. The laser filter is shown in black on figure 2.7 and is not used to calculate

the reported temperature and density because of issues with stray laser light. It

exists only to allow the Rayleigh calibration. Stray light is accounted for in this

calibration by scanning the amount of gas in the vessel and taking the slope of signal

vs. pressure. Furthermore, Rayleigh scattering is performed with the magnets off,

so the vacuum vessel is not deflected as it is during a plasma shot. This results in

reduced stray light during Rayleigh calibrations compared to plasma shots. The

deflection of the vessel while the magnets are on may be partly responsible for

stray laser light during plasma shots, as the entry windows and baffle tubes are

mechanically connected to the vacuum vessel and shake with the machine. The

rest of the laser beam line and the collection optics are mechanically isolated. The

other filters which are used for plasma measurements must have good rejection

(OD4) of 1064.3 nm light or else their signals will be polluted with stray laser

light.

The laser group labeled “core” (red in Fig. 2.4) is imaged where it intersects

the top of the plasma and it is this subsystem which provides the useful pedestal

measurements. This laser path has the capacity to include eight individual lasers

and it runs vertically at a radius of 1.94 m from the machine axis. Typically the

plasma magnetic axis is located at R ≈ 1.6 − 1.7 m, and the Last Closed Flux

Surface (LCFS) extends to R ≈ 2.3 m at the midplane. The core group does not

typically provide measurements close (ψN < 0.2) to the magnetic axis; these are

obtained via the tangential subsystem (green in Fig. 2.4). The toroidal location
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of the core path and collection hardware is 120 degrees in DIII-D’s left handed

machine pit hardware labeling system (0 degrees = north). Previously, there were

four 20 Hz Nd:YAG lasers assigned to this group for an overall repetition rate of

80 Hz. This was upgraded to 230 Hz at the same time the spatial resolution upgrade

was being performed by adding three 50 Hz Nd:YAG lasers. The tangential laser

path intersects the core laser at R = 1.94 m, Z = −0.069 m.

Nominally, each standard (pre-upgrade) chord has a bundle of 104 silica

fibers with a core diameter of 200 µm. The original bundles are 3.0 mm high in

the direction parallel to the laser, and 1.5 mm wide across the laser. The image of

the laser should be about 1 mm wide; extra width is necessary to provide alignment

tolerance (in the plasma, each bundle sees a volume ≈ 4.3 mm wide, compared to

a ≈ 3 mm diameter laser). The centers of the measurement volumes were 12 mm

apart at the closest, and the minimum scattering length was about 9 mm. The

lens magnification is not constant and chords passing through farther from the axis

of the lens system are longer and farther apart. Fortunately, the axis of the lens

is aimed close to the typical intersection of laser with the LCFS. An equilibrium

reconstruction from EFIT71 may be used to map Thomson chord positions and sizes

to the outboard midplane, where most profile diagnostics are located on DIII-D.

The mapped chord spacing was 7 mm center-center and the radial extent of the

measurement volumes was about 5 mm prior to the upgrade.

Note that the alignment tolerance of the laser is less than 1 mm at the

end of the 30 m beam-line. An automatic feedback alignment system has not

been implemented. The Thomson operator monitors alignment with a system of

dedicated fibers interleaved with the measurement fiber bundles and with cameras

viewing a small fraction of the beam energy. Constant, low power (compared to the

measurement lasers) HeNe guide lasers are launched along the three paths taken

by the YAG lasers so that the steering mirrors can be adjusted without firing the

YAGs. The YAGs can be fired and matched to the HeNe guide lasers as a second

order alignment.

For a standard sized scattering volume at a typical DIII-D density, roughly

one photon out of every 1014 photons fired into the vessel will hit the lens. Con-
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sidering properties of the hardware such as transmission efficiencies and typical

input energy, the number of photons counted per pulse per detector in typical

measurable scenarios ranges from O102 − 104.

2.3 DIII-D High Resolution Thomson Scattering

Upgrade

2.3.1 Upgrade requirements

The old system was sometimes capable of resolving the steep gradient re-

gion, and so it was suspected that chord spacing was nearly adequate. Because

the composite profile or conditional averaging technique is popular as a means of

increasing effective resolution, the top priority goal was to decrease the spot size or

extent of the scattering volume across the flux surfaces: even a sparsely populated

system with small scattering volumes might be capable of producing a good profile

measurement if the edge of the plasma were scanned across the diagnostic slightly.

A decrease in spot size by a factor of two was determined to be enough to

allow significantly improved tests of some key models. Decreasing spot size and

packing more chords into the same fiber mount necessarily means decreasing scat-

tering length and therefore reducing signal levels: uncertainty in position is being

decreased at the cost of higher uncertainty in temperature and density. Finding

the optimal balance for this trade was an important part of the design process. The

key accuracy requirement was that temperature uncertainty should be maintained

below 10% under typical operating conditions in spite of the reduced signal. It was

also required that the upgrade be capable of this level of accuracy with electron

density as low as 2 × 1019/m3. Finally, the region of enhanced resolution had to

be broad enough to encompass the typical range of pedestal locations.

It is important to localize the scattering volumes as tightly as possible

in flux space. The widths of the lasers set a lower limit on the extent of the

chords in ψN , meaning that there are diminishing returns for reductions of the

scattering length (viewchord height). Analyzing this scattering volume geometry
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is important for correctly optimizing the system. For an example viewchord, figure

2.11 shows the intersection of the line of sight from the optics with the laser in a

plane perpendicular to both. In figure 2.11(a), filled contours of laser power are

shown, with the darker area in the center representing more laser power density.

Dashed vertical red lines give landmarks for the edges of the laser at 2σ (the

power distribution is assumed to be Gaussian). These dashed red lines have the

same meaning in figures 2.11(b) and 2.11(c). The dashed dotted red lines show

the top and bottom of the viewchord. The angle between these and the vertical

is the scattering angle θscat. The black and blue solid lines are parallel to the

flux surfaces, making angle θflux with the vertical. The blue lines show the full

width half maximum of the final spot [Fig. 2.11(d)]. It can be seen that even if

the scattering length (vertical height of the spot) were greatly reduced, the width

of the laser would still stretch across several flux surfaces. This sets a limit on

resolving power and complicates the trade off between accuracy (long scattering

length) and resolution (short scattering length). Figure 2.11 details the analysis

which translates scattering length into the chords’ span across flux surfaces, which

is meaningful for studying physics.

Figure 2.11(c) is a reproduction of 2.11(a), but rotated such that the new

X axis is a coordinate parallel to the flux surfaces, and the new Y axis goes across

the flux surfaces. 2.11(b) is the integration of 2.11(a) along the vertical axis so

as to collapse it to a function of the coordinate x; this is essentially laser beam

power across the beam cross section. 2.11(d) is the integration of 2.11(c) over the

coordinate q [x-axis of 2.11(d)] so as to collapse power collected into a function

of the coordinate r, which is perpendicular to the flux surfaces and is the physics

relevant coordinate. This is the instrument function: the relative amount of signal

from each flux surface. Instead of r, the instrument function can just as easily be

calculated as a function of ψN . This r is like the minor radius, but is not exactly

the same.

The instrument function is computed for several values of scattering length

for a chord near the lens axis and the results are plotted in figure 2.12. It can

be seen that there is a clear disadvantage in terms of resolving power gained vs.
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Figure 2.11: Diagram showing the instrument function of a typical scattering
volume. Filled contours: laser power density. Red dashed lines: nominal laser
edges. Dashed-dotted lines: top and bottom of viewchord. Solid lines: flux sur-
faces. Dashed gray and black lines: horizontal and vertical reference. (a) chord
geometry. (b) 1D power laser power density vs. horizontal coordinate. (c) chord
geometry, rotated to coordinate system aligned to flux surfaces. (d) 1D power
density vs. coordinate perpendicular to the flux surfaces [(d) is the integral of (c)
along q].
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Figure 2.12: Diminishing returns for scattering length reduction. (a) FWHM
span of a scattering volume across flux surfaces [see Fig. 2.11(d)]. (b) Product of
scattering length (improves accuracy) with the reciprocal of flux span (improves
resolving power). The analysis is performed for various combinations of the angle
between the flux surfaces and the vertical θflux, scattering angle θscat, and w,
the 2σ Gaussian laser width. It can be seen that the product of accuracy with
resolving power (b) decreases as scattering length is reduced below 2-4 mm, but is
approximately constant when scattering length is long enough. Vertical lines mark
the scattering lengths of the original system (8.6 mm) and the upgrade (4.3 mm).

measurement accuracy sacrificed for reducing the scattering length below 3 mm,

and some cases will suffer with scattering lengths below 4 mm. That is, the ef-

ficiency of the trade off is constant if the scattering length is long enough, but

short scattering lengths result in inefficient conversion of accuracy to resolution.

The chosen value of 4.3 mm is the minimum value which achieves fully efficient

conversion of accuracy into resolving power and the maximum value which meets

the physics requirements.



44

2.3.2 Upgrade implementation

Placement

The original system measured the pedestal region along the core laser path

and so the upgrade could be implemented by replacing existing fiber bundles with

twice as many bundles of a smaller size. Although this was the solution which was

finally selected, there was an attractive alternative which received some analysis.

The tangential beam crosses the edge of the plasma within view of one of

the ports, and this intersection is very close to the machine midplane. Most diag-

nostics produce measurements at the midplane and although it is possible to relate

profiles from different poloidal locations through the equilibrium reconstruction,

the mapping is not perfect (see Sec. 2.8). It would be very useful to have electron

and ion profiles taken from the same poloidal angle to reduce uncertainty in the to-

tal pressure gradient and the main ion density. Furthermore, tangential/midplane

placement of the upgrade would have made it an addition to the top of the machine

profiles and would have allowed interesting comparisons. The proposed location of

the edge midplane TS system is shown in figure 2.13.

However, the flux surfaces are more tightly packed at the midplane than at

the top of the machine. In order to achieve the same effective resolution, chords

at the midplane would have to use smaller fiber bundles and thus experience lower

signal to noise ratios. Even worse, these chords would be close to the extreme limit

of the midplane lens’s field of view even after reasonable modifications. Simulations

showed that not enough signal could be collected to meet both the design accuracy

and resolution requirements without completely replacing the collection optics,

port flange, and mounting hardware. Even then, the top of pedestal view would

have superior performance.

A HRTS implementation at the midplane would have been less accurate,

more expensive, more difficult to implement, impractical to reverse in case of seri-

ous problems, and harder to predict. Therefore, it was decided that chords would

be replaced in the original top of machine view of the pedestal.
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Figure 2.13: Placement of a possible TS system at the midplane of DIII-D.
Concentric rings (black) are placed at the radius of the front of the first lens, the
inner wall of the vacuum vessel at the outboard side, and the inner wall of the
vessel at the center-post. The tangential laser path is shown with a glowing blue
line. A chord aimed at R =2.29 m (intersection of chord with laser) is shown in
red. Other chords (gray broken dashed lines) fan from R =2.20 to 2.35 m. A
black line from the machine axis to the lenses is at machine angle of 120 degrees.
Another radial black line between the vessel walls marks 105 degrees, which is the
nominal entry point of the tangential laser.
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Collection Fiber Bundle Design

The final design was to pack two 1.5×1.5 mm fiber bundles into a termina-

tor of the same dimensions as the original fiber bundle ends. This allows the high

resolution chords to be seamlessly integrated into the existing system and to be

repositioned by swapping with the original bundles within the fiber mount. Both

types of terminators are shown together in the final configuration in figure 2.14.

The fibers are of the same silica/silica construction as the originals with 200 µm

diameter cores, but with an additional anti-reflective coating applied to the ter-

minals. Other terminator designs were considered, but were abandoned in favor

of the simple solution described here as a factor of two reduction in bundle height

was found to be optimal.

Figure 2.14: Model showing terminators of fiber optic bundles for Thomson
measurements. Terminators of the original type are visible at the top of the image
in gray. New terminators are at the bottom in red. The new terminators house
two fiber bundles each in a package with the same external dimensions as the
original, allowing them to be installed in the existing mounts. They are fully
interchangeable with the old terminators.

Additional Detection Hardware

The original collection optics, fiber mount, and polychromator design were

retained, although additional polychromators had to be constructed to serve the

new view-chords. Ten standard chords were replaced with twenty high resolution

chords occupying ten slots in the fiber mount. Ten new polychromators were built
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Figure 2.15: Example TS filter sets. Standard (top), new (middle) and final
(bottom). The unit convention for the transmission profile is different for the
bottom plot, which is reproduced from 2.7. The convention has no bearing on the
final measurement (see eqn. 2.6) as long as it is consistently applied within each
calibration set.

and originally used a reduced filter set, as simulations indicated that the shortest

wavelength filter was unnecessary for the temperatures expected in the pedestal

region (see Fig. 2.15).

Compared to the traditional filter set, the new filter set shown in figure

2.15, which was in use immediately after the upgrade, narrowed the gaps between

some filters (blue and dark green), expanded the laser filter (black), deleted the

shortest wavelength filter (magenta) and greatly expanded the next shortest filter

(blue) into its place. Finally, although it is difficult to see, the traditional set for

polychromators near the edge includes the extreme low temperature filter, plotted

in red. In the example hardware shown above, this filter is performing so badly
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that it barely shows up (there is a slight bump under the orange filter), although

it is physically installed. The new filter set omitted this filter as it rarely made

a difference, partly because it was not working properly and partly because the

expected temperatures were too high for it to be relevant.

The final temperature accuracy of these polychromators is not constant,

but experiences ripples due to the finite number of bins as seen in figure 2.16.

Some temperature ranges are less favorable. When any given detector is producing

peak signal, reports from its neighbors are needed to fix the temperature. If

the temperatures where its neighbors peak are farther away because the spectral

profiles of the filters have gaps, then uncertainty in temperature will be increased.

So, the new filters were set up so that the shoulders would overlap a little.

Considering the example shown in figure 2.16, there are four filters in the

set, making three unique pairings of nearest neighbors, and there are three minima

in the temperature uncertainty corresponding to where expected signals from the

dominant pair have opposite derivatives with respect to temperature. In this filter

set, the “blue” filter (see middle row of Fig. 2.15) has been widened and the

magenta filter has been deleted. The shift of the center wavelength of the blue

filter to shorter wavelength moves the minimum associated with the blue-dark

green pair out to higher temperature. However, the maximum associated with

the peak of the dark green filter has increased because the blue filter has gotten

farther away. When the green filter has very little variation of signal with respect

to temperature because it is close to peak output, the light green and blue filters

are needed to make the measurement.

It is important that the transmission probability of laser light through the

“1064 nm” filter (black in Fig. 2.15) be known accurately, as it is used to relate

the Rayleigh scattering calibration to the actual measurements. In the existing

filter set, the transmission function is not constant with respect to wavelength

around the laser wavelength (this varies between polychromators and the example

shown at the top of figure 2.15 is not the worst offender). This translates even

slight errors in the calibration of the wavelength of the scanning monochromatic

light source (monochromator) into significant systematic errors in density. The
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Figure 2.16: Variation in temperature accuracy with temperature for a polychro-
mator using the reduced filter set shown in the middle row of figure 2.15.

new laser filters feature constant transmission around the laser line, which tends

to reduce systematic density errors. Following the upgrade, the 1064 nm filters in

the rest of the system were inspected and replaced with new filters with similarly

flat transmission around the laser line. Furthermore, a low power CW YAG laser

was introduced to the spectral calibration procedure to allow calibration of the

monochromator wavelength by providing a landmark: The YAG is mounted near

monochromator’s white light source, behind the slits which select for output wave-

length. Thus, YAG light escapes the monochromator only when the true output is

1064.3 nm. When the nominal output wavelength is close to 1064.3 nm, measure-

ments are repeated with the YAG on and off at each wavelength increment. The

series of measurements with the YAG on reveals a sharp peak at 1064.3 nm and

allows the nominal wavelengths to be corrected.

The new filter set performed as expected and satisfied the design require-

ments while reducing the cost and complexity of the initial upgrade compared to

producing new hardware with the traditional filter set. However, it was found
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that it was easier to maintain a system of identical hardware and that the high

temperature filter’s contribution was sometimes useful. It is also convenient (e.g.

for experimenters planning plasma shapes) for as many of the the polychromators

as possible to have the same temperature ranges and performance. Therefore, the

filter sets were eventually modified to converge on a common standard.

The following changes, made by the Thomson scattering group, standard-

ized the filter set: the shortest wavelength filter (magenta, high temperature rele-

vant) was added to the new polychromators and the next filter (blue) was reverted

to the original specification (rather than the extra wide version). As mentioned

above, the laser filter (black) was altered as needed (in older hardware) to acheive

flatter transmission around the laser line. It can also be seen in figure 2.15 that the

lowest temperature filter (red) has been added. Most of the standard chords which

were located in the spatial resolution upgrade region did not originally have this

filter, but the success of the upgrade generated interest in further improvements

and so the red filter was added to some of the new hardware, and was replaced in

old hardware where it was found to be under-performing.

Electronics and Lasers

A concurrent upgrade to the amplifier electronics decreased the length of the

integration gate from 65 ns to 25 ns and reduced the delay time in the background

subtraction circuit from 100 ns to 30 ns.57 Other improvements to the electronics

included reducing dark noise from 40 to 30 photo-electrons per pulse and an up-

grade to a modern D-TACQ digitizer system, which can serve more chords with a

shorter time between acquisitions and is also more reliable than the old CAMAC

digitizer. The net result on signal to noise was improvement by a factor of 2.5 to

6, depending on conditions. This offset the loss of signal due to shortening of the

scattering length. Another concurrent upgrade increased temporal resolution by

adding more lasers, resulting in seven operational lasers on the core path with a

total repetition rate of 230 Hz.58
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2.3.3 New analysis software

The Thomson scattering diagnostic is managed by an operator in the con-

trol room to ensure data quality is acceptable. This entails examining analyzed

data and taking corrective action as needed, such as replacing failed detectors,

resetting and aligning lasers, warning the session leader of non-optimal positioning

of the plasma for TS measurements, or flagging problem chords for recalibration.

Previously, the operator would use standard physics analysis software to inspect

Thomson data in a painfully slow process that allowed spot checks of profiles or

time traces of measurements from a few chords at a time. The Thomson Scattering

Data Viewer (TSDV) was developed to allow fast, complete inspection of the fitted

and raw data and convenient access to statistical tools. This software has im-

proved data quality by making the Thomson operator more effective at managing

the diagnostic in the control room.

The tedium of data inspection was reduced dramatically, which resulted

in faster and better identification of problems. Subtle, long standing calibration

errors became obvious and quantifiable and were subsequently corrected by the

Thomson group. Although this new ability to quickly and easily view data mo-

tivated several improvements to hardware and calibration procedures, systematic

errors continue to exist. This is due to uncertainty in the calibration measurements

themselves and drift in gains and spectral transmission functions over time. The

statistical tools included in this software package allow a trained operator to dis-

tinguish between small (∼1%) systematic errors and small scale physical features.

This allows Thomson scattering measurements to go beyond being used to merely

determine the height and width of the pedestal and be used, for example, as a tool

for detecting subtle changes in gradients which can then be compared to theories

about formation of islands or stochastic regions, or localized changes in transport.

The centerpiece of TSDV is a trio of plots which can be quickly and eas-

ily customized and repeated and which have persistent settings selected from a

common control panel, ensuring that the different plots correspond to each other

perfectly. The three centerpiece plots are a contour of a chosen parameter (e.g.

electron temperature) vs. time and position, a profile of a parameter vs. position,
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and a time trace of a parameter.

The contour plot is especially useful, not least because it is (surprisingly)

unavailable from the previous tool-set (technically it is possible to obtain contours,

but they are mapped incorrectly and they can not be customized and correlated to

profiles and traces quickly or easily). The contour plot gives the best overview of a

shot and displays all of the data for one parameter at once, rather than slicing it.

Data are correctly mapped to real space along the laser, to flux space (ψN or ρN), or

mapped to the midplane using a flux map. A flux map is computed for each time-

slice separately (automatic JT EFIT loaded by default as EFIT03).71 Systematic

errors stand out as straight lines that follow the fixed locations of the individual

chords in real space and break unnaturally from the contours of the plasma in flux

space. The contour plot is especially helpful because chords can transition from

being systematically low to systematically high in different temperature ranges,

which can defeat attempts to compare time averaged values to neighboring chords

and can be confusing when stepping through time-sliced profiles. From a well

configured set of contour plots, a trained operator can identify several different

pathologies at a glance. TSDV provides extremely fast and convenient access to

this functionality.

The parameter options obviously include temperature and density, but also

include background signal level and signal to noise level, which are useful in dis-

criminating between background saturation events and more serious problems. A

great strength of this program is the speed with which the user can switch between

an overview of a shot on a contour and one of the more specific plots, such as a

profile. The profile can in turn be averaged over the same time range as was se-

lected and displayed in the contour, allowing the same data set to be viewed from

different perspectives within the same tool.

The data set can easily be filtered based on the main plots and then fed into

a suite of calibration checks including a comparison of the measured signals with

expected signals based on the calibration and measured laser energy, and statistical

tests (see appendix A.5). The ability to select and visualize the same data set as

is being supplied to the calibration and statistical checks is very useful and allows
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the operator to quickly understand what is happening. Errors in calibration can

be identified minutes after a shot completes and traced to specific temperature

ranges where specific filters are active, allowing maintenance efforts to be precisely

targeted.

2.4 Results

2.4.1 Upgrade performance

The upgraded Thomson system came online for the 2011 experimental cam-

paign.51,53,54,56 The achieved resolution was half of the previous value at 6 mm

between chord centers along the laser, or 3.5 mm when mapped the outer mid-

plane with a typical flux map (previously: 12 mm and 6.8 mm respectively). The

mapped extent of the scattering volume across the flux surfaces at the midplane

is 2.5 mm for a typical discharge, compared to 4.9 mm previously. Examples of

profiles from single laser pulses from the upgraded HRTS are shown in figures 2.17

and 2.18. If lower random errors are required, profiles from several profiles may be

averaged together.

Transmission through the new fiber bundles was surprisingly high: the new

fibers transmitted roughly 50% more efficiently than the old ones after controlling

for individual broken fibers within the old bundles (usually from 0 to 2 per bundle

of 104). The cause is thought to be a combination of radiation darkening of the

old fibers and the anti-reflective coating on the new fibers, which is expected to

provide a ∼ 5% improvement. The silica fibers being used are fairly tolerant of

radiation, but they have been in place for decades. So although the new bundles

are half the size of the old ones, they transmit nearly as much light. The new

system would’ve met its temperature accuracy and minimum density requirements

even without this bonus, but because of it, random errors in measurements from

the high resolution chords are comparable to random errors from the standard

chords, as seen in figures 2.17 and 2.18. All chords benefited equally from the

electronics upgrade.
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Figure 2.17: Post-upgrade example profile of electron temperature vs. Z along
the core laser path (see Fig. 2.4). The vertical error bars represent 1 sigma random
uncertainty in the reported temperature, calculated from photon statistics and
detector dark noise. The horizontal error bars represent the empirically measured
scattering lengths. The high resolution band starts at the knee of the pedestal in
this shot (63.5 cm).

2.4.2 Systematic errors revealed and corrected

Because of improved spatial resolution in some parts of the system, im-

proved accuracy (electronics upgrade) and temporal resolution everywhere, and

innovations in the way data were checked in and out of the control room, any

systematic errors in the final measurements are now very obvious.56 When the

upgrade came online, it was evident that the calibration set was flawed and sys-

tematic errors were present in the reported temperature and density data. In

general, repeating the calibration procedure did not correct the apparent errors.

The factors which contributed to the observed systematic errors were pre-existing

and were only made more obvious by the upgrade, due to higher spatio-temporal
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Figure 2.18: Post-upgrade example profile of electron density vs. Z; corresponds
to figure 2.17.

resolution, smaller random errors, and better tools.

The dominant factor was that details in the calibration which may have

been negligible with new hardware when the system was built in 1990 had become

significant as the system aged or as a result of modifications or upgrades. For ex-

ample, the glass in the lenses was darkened by radiation. The standing assumption

prior to analysis related to the HRTS upgrade had been that the darkening did not

have significant spectral dependence and would be taken care of by the Rayleigh

scattering calibration which is carried out at the laser wavelength only. It turned

out that the lenses had browned significantly and transmission was much lower

at shorter wavelengths than at the laser wavelength. This resulted in systematic

temperature errors as large as about 30% in the most extreme cases (high temper-

ature, large scattering angle), but on the order of 1% in the pedestal. These errors

were similar for most neighboring chords, which made them harder to detect. It
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is now understood that all of the collection optics must be spectrally calibrated at

regular intervals.

Another serious problem was that the gain of the detectors is sensitive to

the temperature of the APD and the detectors must be maintained at the same

temperature as the temperature at which they were calibrated. Temperature is

measured via a thermistor mounted in the copper block which houses the APD.

More serious still is that the ratio of gains between the pulsed (scattered light) and

DC (background light) channels seems to depend on temperature, for unknown

reasons. Additionally, there is hysteresis in gain as temperature varies, preventing

a simple calibration from overcoming the effect. These issues may or may not be

features of the new amplifier design. It is also possible that the improved signal to

noise ratio of the new amplifier circuits means that errors of this nature are now

more apparent compared to uncertainty due to photon statistics. Temperature

stabilization is accomplished through a water cooling system. However, the new

amplifier design changed the physical dimensions of the detector/amplifier unit

and this may have increased its thermal coupling with the air in the room. The

air conditioning unit in the lab cycles on and off periodically and is only capable

of stabilizing the room temperature to within 1 ◦C, which results in unacceptable

variation in gain and gain ratios. An insulating enclosure was erected around the

detection hardware and the water chiller was upgraded, stabilizing temperatures

to within 0.1 ◦C and solving the problem.

Laser alignment monitoring was improved following the high resolution up-

grade. The area imaged by the collection fibers is 4.6 mm wide, whereas the lasers

are about 3 mm wide. As the amount of energy emitted in each pulse is measured

before the laser enters the vacuum vessel and this information is required for a cor-

rect density measurement, it is important that the laser stays within the imaging

area. The original system was equipped with alignment monitoring fibers mounted

behind the collection optics60 and with cameras placed along the beam-line. The

fibers were arranged in groups of 5 and interleaved with the fiber bundles used to

take data such that in the case of optimal alignment, all of the imaged laser light

would fall on three of the five alignment fibers, with the other two at the edges of
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the group and receiving almost no scattered light (they will see a little due to the

beam halo).65 However, this system had fallen into disuse and the cameras alone

were relied upon for controlling alignment during operations. This proved to be in-

sufficient, as systematic differences in density between measurements made by the

same detectors but using different lasers were observed. The fiber based alignment

monitoring system was repaired and it was confirmed that nominal alignment to

the reticules on the cameras did not result in ideal alignment as measured by the

fiber system. Changes to the alignment procedures improved systematic agreement

in density measurements by different lasers.

2.5 Special Techniques

2.5.1 Bunch Mode

In systems using pulsed lasers, data are gathered over a short window

(∼ 10 ns in this case) and temporal resolution is as fast as the laser(s) can re-

peat. In general, the short averaging time allows pulses from the same phase of a

periodic behavior to be combined into a composite profile, even if the cycle is faster

than the system’s temporal resolution, because any given profile is practically in-

stantaneous compared to the timescale of most plasma processes. In systems that

use a group of co-linear lasers, such as at DIII-D, “bunching” the pulses together

in time can provide brief periods of elevated temporal resolution to examine rapid

evolution during or after a short-timescale event or process such as a disruption,

pellet injection, ELM, L-H transition or limit cycle oscillation.

Activating bunch mode is simply a matter of adjusting the phase shifts of

the different lasers, which each repeat at their own preset frequency of either 20

or 50 Hz (see figure 2.19). Arbitrary phase shifts are allowed as long as the time

between pulses is long enough for the data acquisition system to finish a mea-

surement before the next pulse arrives. The time required for data acquisition is

nominally 100 µs, although measurements with 80 µs spacing have been successful.

If the spacing is too short, the second pulse may not be recorded. The phase shifts

are pre-programmed and fixed before a shot.



58

Figure 2.19: Cartoon explaining bunch mode for two colinear pulsed lasers. The
phase shifts are adjusted so that the pulses occur in rapid succession, rather than
being evenly spaced. This is obviously generalizable to arbitrary laser count.

If all of the pulses are arranged into a single bunch, the main bunch will

repeat at 10 Hz (set by the least common multiple of the 20 ms and 50 ms periods),

and there will be smaller bunches interspersed at 20 and 50 Hz between the main

bunches. The cost of bunch mode is increased maximum time interval between

pulses, although the average pulse frequency is constant.

Figure 2.20 shows an example use of bunch mode to observe fast shut-

down triggered by Massive Gas Injection (MGI). MGI is a disruption mitigation

technique which is being tested in preparation for use in ITER.72 In this case, the

injected gas is neon, which effective at dissipating large amounts of energy through

radiation, which reduces the heat load on the divertor. MGI also increases density

in an attempt to suppress runaway electrons73 through enhanced collisional damp-

ing. Thomson scattering in bunch mode has been used to observe a cold front

propagating inward, as seen in the figure: density increases dramatically while

temperature falls below 100 eV. In the last two frames, background light is very

high and most Thomson chords fail to return useful data, but the few survivors

indicate very cold dense plasma, consistent with the trend in the earlier frames.

Bunch mode might also be used as a means of trading temporal resolution

for accuracy. That is, run bunch mode in a low SNR environment with the intent

to average each bunch into a single profile. Physics analysis is often done with

data taken over the shortest time range that provides adequate accuracy through
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MGI Mitigated Disruption in Shot 159491
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Figure 2.20: Sequential profiles of Te and ne during a disruption. Top: Te profile
series. Middle: ne profiles. Bottom: plasma current Ip and Dα line emission.
Bunch mode is used to obtain data at 1 ms intervals for 7 pulses.

averaging several pulses at different times. If the number of slices required to

achieve a good profile is less than or equal to the number of lasers (seven lasers

are available on the core path), bunch mode would allow an accurate profile to

be constructed from a much narrower time range (< 1 ms instead of ∼ 30 ms).

However, this technique has not achieved popularity.

2.6 Analysis Techniques

In the past, the modified hyperbolic tangent fit has been a reliable means of

obtaining smooth curves describing the electron temperature, density, or pressure

profiles74 which remains useful for most cases today. However, this fit is purely

empirical: it looks right, but there is no underlying physics model to justify it.
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Furthermore, the high resolution Thomson scattering system is capable of measur-

ing detail beyond what the tanh fit is capable of describing and decidedly non-tanh

profiles have been observed, especially in the presence of 3D magnetic perturba-

tions. Spline fits are an option for dealing with non-tanh features, but common

methods rely on a human operator to choose the number or placement of knots

for each fit which is bad for speed and reproducibility. Therefore, new methods

are explored for quickly and consistently producing smooth curves describing the

electron profiles measured by HRTS.

Profiles produced by the following techniques have shown very good agree-

ment with tanh fits in many cases, which supports continued use of the tanh fit

in profile analysis. For the cases examined in chapter 4, there is no significant

difference in the results of tanh fits and the alternatives presented here, and so

standard tanh fits are used for consistency with previous results. However, there

are cases (see Sec. 2.7.3) where the tanh fit is clearly inadequate and so alternatives

are used. Even for profiles where a tanh fit appears to be fairly successful, fine

structure may be overlooked and detailed comparison of profiles in chapter 5 takes

advantage of the new techniques discussed here. These methods have also been

adapted to analyze profiles from other diagnostics in chapter 5.

2.6.1 Variable Radius Gaussian Blur with Uncertainty

Weighting

Inspired by a common smoothing method for treating images such as

photographs, the VAriable RAdius Gaussian blur with Uncertainty weighting

(VARAG-U)55 computes the value at an arbitrary location as the weighted average

of points in the neighborhood, with the weighting function given by a Gaussian

modified by a factor to account for uncertainty:

W = Exp

(
−∆x2

2λ2

)
Exp

(
−∆t2

2τ 2

)
1

σ2
(2.7)

where ∆x and ∆t are the differences in position and time between the calculation

point and the measured data, λ is the spatial blur radius, τ is the temporal blur

radius, and σ is the measurement uncertainty. In recognition that the diagnostic
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inherently blurs its own measurement (finite instrument function, see figure 2.11),

λ is set to be proportional to the local instrument function: λ = fδx where δx

is the extent of the measurement volume across the coordinate of interest. For

example, the half width half maximum of the instrument function in ψN is a good

choice of definition for δx. VARAG-U may be operated with more output points

than input points, resulting in up-sampling to a smooth curve rather than a jagged

linear interpolation. The dependence of the value y and uncertainty σ of output

point i on neighborhood points j is given by

yi =
∑
j

yjpij (2.8)

σi =

√∑
j

σ2
jp

2
ij (2.9)

where pij is the normalized weight:

pij =

1
σ2

j
Exp

(
− (xi−xj)

2

2(fδx)2

)
Exp

(
− (ti−tj)2

2τ2

)
∑
j

1
σ2

j
Exp

(
− (xi−xj)2

2(fδx)2

)
Exp

(
− (ti−tj)2

2τ2

) (2.10)

and it has been assumed that random errors in neighboring points are uncorrelated,

as they must be for Thomson measurements.

If it is assumed that systematic errors are randomly oriented and that there

are enough chords available that a subset of half the chords could capture mean-

ingful structure if working ideally, then the blur factor f can be increased until

variation on the scale of the chord spacing begins to be suppressed. This will

confer some protection from systematic errors while still producing a reproducible

smooth curve which operates on the data using only one control parameter per

dimension (f for space and τ for time).

VARAG-U differs from typical Gaussian blur techniques in common usage

in that it recognizes that its source data are not from evenly spaced identical pixels

but from uniquely shaped scattering volumes with varying degrees of accuracy.

The technique can be extended even further to use missing data (recorded

as 0 ± 0; successful fits and uncertainties cannot be 0) as information by mak-

ing reasonable assumptions about the behavior of the TS diagnostic. Data will
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be missing because (1) random errors in the raw signals happened to defeat an

individual fit to temperature and density, (2) the chord malfunctioned or one of

its detectors saturated and its measurements were automatically suppressed, (3)

the density and/or temperature were out of range of the filter set. (1) typically

causes individual missing points surrounded (in time and space) by good data. (2)

typically causes “lines” of missing data surrounded in space by mostly good data.

(3) typically causes large groups of missing data with a few scattered successful

measurements. So, if a missing datum has neighbors which are mostly good, then

it is just a bad point and should be ignored. But if a missing datum has neigh-

bors which are also missing, then the local density and temperature are probably

low (this could in principle happen because of out of range high temperature or

density, but this has not been observed in the pedestal region). This information

can be used to improve the behavior of profiles returned by VARAG-U by read-

mitting the bad (0± 0) data which occur in large groups and assigning them large

uncertainty (at least double the measured error in nearby good chords). This gives

a soft constraint which pulls the profile down towoard zero smoothly at the edge

of the profile. Otherwise, if all of the low valued SOL points fail to return fits,

then the profile will extend a shelf out at the minimum measured value and then

truncate abruptly when ∆x becomes large enough to cause a floating underflow in

Exp(−∆x2/2f 2δx2). The version which uses the 0s agrees better with slices where

points in the SOL do return valid measurements, produces cleaner gradients, and

makes more physical sense.

Of course, the best option is to cut off the part of the SOL which is returning

0±0, but this can be difficult if the plasma moves relative to the selected position

coordinate or if data are processed in bulk with minimal human supervision. The

treatment of missing data described here will give results containing relatively

benign artifacts which won’t confuse edge detection schemes, rather than unnatural

“shelves” which will produce huge spikes in gradients.
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2.6.2 Weighted Average of Offset Profiles Interpolated to

Common Position Base

A simple technique for obtaining a profile with minimal random error is

to average the values returned from each chord during a specified time window.

However, this method is defeated if the equilibrium shifts by more than roughly the

chord size during the time window. The time averaging technique can be extended

to instead embrace equilibrium shifts by first interpolating the data to a common

position base and then averaging. This works surprisingly well, especially if the

uncertainties are also interpolated and used in a weighted average. The result is a

smooth curve with arbitrary up-sampling which gives a good representation of the

source data and has no user controls other than the data ranges in time and space.

The Weighted Average of Interpolations to a Common base (WAIC) technique is

demonstrated in figure 2.21.

Given a set of data yin as a function of position xin with uncertainty σin,

where all three quantities can vary with time and space (they are 2D), and a

desired output position array xout, which is 1D, yout is a simple linear interpolation

from xin to xout for each timeslice and yf is the weighted time average of the

slices yout with weighting function w = 1/σ2
out and normalized weighting function

p = w/
∑
w where the sum is over time.

To enhance rejection of bad chords, the uncertainties are not interpolated

directly but instead σout =
√

interpol(σ2
in) where interpol is a function which inter-

polates from xin to xout. The difference is shown in the middle plot in figure 2.21

where the black curve represents the formula given above and the dashed red curve

results from σout = interpol(σin). It can be seen that data in the neighborhood of

a high uncertainty point are given less weight (more rejection) by the black curve.

Bad data (e.g. yin = 0 ± 0 or a chord with a serious calibration problem) should

be removed prior to interpolation. It is furthermore useful to enforce a minimum

error level, to prevent extrapolation to 0 or negative uncertainty at the edges of the

data set (assuming the data end in the SOL where SNR is low and many measure-

ments fail, providing sparse data). The final uncertainty σf can be calculated as

the standard deviation or the error in the mean (eqn. 2.9). The weighted standard
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Figure 2.21: Demonstration of the weighted average of profiles interpolated to
a common base technique for producing smooth representations of experimental
data. Left: a single time slice of data (Xs) and the interpolation (black line).
Middle: the weighting function (black) compared to a simpler weighting function
(red dashes). Right: a set of data (Xs with error bars) and the resulting smoothed
curve (thick black line) and uncertainty (shaded gray area).

deviation is σf =
√∑

p(yout − yf )2 and this quantity has been represented by the

gray area in figure 2.21.

If this technique is employed in a data set where the positions shift over

time, then minor chord-chord systematic errors can be defeated if the shift is

greater than the chord spacing. Positions might shift over time if the the spatial

coordinate is flux based such as ψN and the equilibrium reconstruction changes

during the time window. Each timeslice should then be given its own equilibrium

mapping. The final profile represents the data as they are measured: systematic

errors are not removed unless neighboring chords have uncorrelated systematic

errors and the position sweep is long enough to smear these together. The WAIC

technique is available as an option in TSDV (see section 2.3.3).

A surprising feature of this technique is that it produces smooth curves if

the chord positions vary even slightly over time. While a linear interpolation to

a single slice returns a jagged set of line segments, WAIC operated on a handful

of slices returns a more natural curve which is useful for physics analysis. It is
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also computationally cheap and has been used in chapter 5 and in some example

applications of the Thomson upgrade listed later in this chapter.

2.6.3 Edge Detection

An advantage of the tanh fit is that it provides parameters for the pedestal

height and width. To reproduce this feature, should it be required, using the

smoothed curves obtained by VARAG-U or WAIC, an edge detection scheme

may be used.55 Either of these methods can simultaneously provide arbitrary

up-sampling and enough smoothing to support several derivatives. The positive

and negative peaks in the second derivative can be used to define edges of the steep

gradient region. From there, assigning height and width is trivial.

Another strategy is to take the difference of two levels of smoothing of

the first derivative in a difference of Gaussian scheme (see figure 2.22): blur the

gradient (reusing VARAG-U would be a good choice) and save it as SG1, blur the

gradient again with stronger smoothing (5− 6× larger Gaussian radius is typical)

and save it as SG2, take the difference DG = SG1 − SG2. There will be a root

in DG on each side of the maximum gradient. These are the edges of the steep

gradient region, from which can be found the pedestal height and width. They

may need to be scaled for compatibility with tanh fits in cases where the shape

conforms to the tanh function.
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Figure 2.22: Difference of Gaussian edge detection scheme. Top: y(x). Bottom:
dy/dx (black dotted line), mild smooth SG1 (red solid), aggressive smooth SG2

(blue dashed), difference DG (green dashed dotted line). The zeros of DG closest
to the peak in dy/dx are the edges of the steep gradient region, marked with
solid vertical lines and Xs. The edges of the tanh function are shown with dashed
vertical lines and diamonds.

2.7 Physics Usage of the High Resolution Thom-

son Scattering Diagnostic

Thomson scattering is a key diagnostic which provides electron temperature

and density profiles to every experiment. As the resolution upgrade was built

seamlessly into the existing TS system, HRTS data are available for virtually every

DIII-D shot since the upgrade was commissioned in 2010. Aside from making

routine analysis for general cases more convenient, HRTS has proven to be an

extremely useful cutting edge scientific instrument which has been essential to

several recent physics advances, including improved validation of the EPED model

for pedestal height and width, studies of the heat flux width in the scrape off layer,

identification of local flattening of electron temperature profiles during application

of resonant magnetic perturbations, and the stability analysis in chapter 4 of this
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dissertation. Thomson data were also useful in chapter 5.

While convenient access to analyzed Thomson temperature and density

measurements is provided through standard software at DIII-D and this is suffi-

cient for a broad range of applications, some of the research listed below required

more detailed analysis and careful inspection of the Thomson data, which was

accomplished using TSDV (see Sec. 2.3.3).

2.7.1 EPED Validation

The significant improvement in pedestal width and gradient measurements

following the high resolution Thomson scattering upgrade has allowed validation

tests of the EPED model over a broader range of parameters than was previously

possible. The EPED model predicts evolution of the pedestal height and width using

models for Kinetic Ballooning Modes (KBMs) and ideal Peeling-Ballooning (P-B)

modes50 and is an important tool for understanding pedestal physics.75

The KBM is a short wavelength instability driven by pressure gradients.

KBMs regulate pressure gradients by driving enhanced transport when the gradient

is near the critical level. The KBM constraint in EPED is cast as a limit on pressure

pedestal height as a function of pressure pedestal width. After transitioning to

H-mode or after recovering from a large ELM, the pedestal height will quickly

develop until it reaches the KBM limit. Then, further increases in height must

come with increases in pedestal width. The plasma evolves along a trajectory in

height-width space set by the KBM.50

Ideal P-B modes also set a limit on pedestal pressure height vs. width, but

unlike the gentle KBM, the pedestal pressure gradient rapidly relaxes, expelling

material into the scrape off layer to be transported to the divertor targets. The

P-B limit on pedestal height is also cast as a function of pedestal width, but it

has a different slope than the KBM limit such that typical evolution involves the

pedestal height and width increasing along the KBM line until the intersection with

the P-B constraint, at which point a P-B instability drives an ELM and rapidly

reduces the pedestal height. The cycle will repeat as long as power is available to

drive it. An example of this cycle is shown in figure 6 of Snyder et al.50
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Both the KBM and P-B constraints vary with parameters such as plasma

current. When current is varied, the trajectories and intersection points (where

ELMs are triggered) change. Higher currents result in narrower pedestals.

The TS upgrade has supported validation work by Snyder and others50,75

and has allowed EPED to be tested with greater accuracy. HRTS is especially im-

portant for the narrow pedestal / high current cases. EPED has now been validated

on three machines including DIII-D with pressure varying by a factor of 20, thanks

in part to high resolution Thomson diagnostics on those machines.75

2.7.2 Scrape Off Layer Physics

Heat flux from the plasma to material surfaces is a very important topic

for next step devices like ITER and DEMO. In particular, it is important to be

able to predict the width of the heat flux profile onto the divertor targets. Good

measurements of the temperature and density scale lengths at the foot of the

pedestal and in the scrape off layer are required for testing models for heat flux

width and these measurements are now available as a result of the upgrades to the

Thomson scattering system at DIII-D.76

Makowski et al.76,77 use Thomson data to test models for heat flux width,

finding evidence to support a model where microinstability of ballooning character

(they propose a kinetic ballooning mode) sets a critical pressure gradient. In this

model, the heat flux width is set by the pressure gradient scale length at the

separatrix. High resolution is essential to resolving gradient scale lengths.

2.7.3 Profile Changes During Applied Resonant Magnetic

Perturbations

Resonant Magnetic Perturbations (RMPs) are applied using sets of internal

and external coils. On DIII-D, the internal coils are arranged in two rows of six,

above and below the midplane and between the vacuum vessel and the carbon tiles.

RMPs are of interest because they have been shown to suppress type-I ELMs in

H-mode under the right circumstances.78
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A suspected mechanism for ELM suppression by RMP is that formation

of a magnetic island or stochastic region near the top of the pedestal provides a

limit to pedestal growth.50 That is, a localized increase in transport resulting from

stochasticity or an island forces a shallow pressure gradient at some location inside

of the pedestal. An island is a closed magnetic flux tube which is bounded by its

own separatrix and forms by reconnection of magnetic field lines. As the pedestal

develops, the inner edge of the steep gradient region cannot expand past the RMP

induced gradient reduction. The outer edge obviously cannot expand past the

separatrix and into the open field lines. This sets an upper limit on pedestal

width. The pedestal height is limited by the kinetic ballooning mode at any given

width. The effect of RMPs then is to place an upper limit on pedestal height

and width. If this limit is below the threshold for triggering type-I ELMs, then

ELM-suppressed H-mode results. The location of the RMP induced “wall” against

pedestal expansion is determined by the q profile and the mode number of the

RMP. Islands or stochasticity should form around a flux surface which is resonant

with the RMP. The physics basis of RMP ELM suppression is still a subject of

active research and there are unresolved issues. For example, stochasticity might

be expected to reduce temperatures while having minimal effect on density, yet

it is observed that density decreases significantly when RMPs is applied while

temperature changes relatively little.

High resolution Thomson scattering can be used to test for localized reduc-

tions in the gradients of temperature, density, or pressure which would be expected

to result if magnetic reconnection of the field lines formed an island. Islands are

predicted to reduce the temperature gradient the most. As the islands are ex-

pected to be small, it is necessary that every chord in the relevant region agree

systematically with the trend set by its neighbors. A single bad chord can easily

give the appearance of an island. The HRTS upgrade and associated calibration

improvements (Sec. 2.4.2), software tools for checking calibration and data quality

(Sec. 2.3.3), and new profile analysis tools (Sec. 2.6) allow detection of local flat-

tening of the profiles while clearly distinguishing it from diagnostic errors. This

level of confidence has never before been possible and is a result of the data in-
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spection tool-set discussed in section 2.3.3; both directly through using the tool-set

for analysis and indirectly in that precise characterization of diagnostic problems

was necessary for motivating long overdue, critical refurbishments and updates to

maintenance procedures.

Validation of the chords around the pedestal was accomplished by first

checking the density and temperature contours and time averaged profiles for

anomalies in the absence of RMP and in different temperature ranges, as sys-

tematic errors in TS data can be temperature dependent. Then, statistical tools

were used to check for bad χ2 distributions and each polychromator’s raw data

were compared to the model. Again, variation with temperature must be consid-

ered here. A few problem chords were identified and removed from the data set.

With one exception, the “problem” chords here were suffering from small (< 5%)

systematic errors which would go unnoticed in typical pedestal analysis (data are

plentiful enough that one bad chord cannot defeat a tanh fit, nor can a set of small,

randomly oriented systematic errors).

An example of reduction in temperature gradient near the top of the ped-

estal is shown in figure 2.23. In this case, RMP is applied and marginal ELM

suppression is achieved part of the time. That is, windows of suppression are

broken by ELMs. The period just before and between the two ELMs near 2080 ms

represents an unsuppressed temperature profile. Notice that the contour centered

around the ψN ≈ 0.9 flux surface at the start of the time range is relatively narrow.

After the ELM at 2087 ms, this contour widens significantly (this is not seen during

typical ELM cycles). There is some variation of the width of this contour during the

suppression window. Before the next ELM at 2073 ms, the contour narrows, the

pedestal steepens, and the lower temperature surfaces contract. The contraction is

seen in real space as well as flux space. Some mild time smoothing has been done

to improve the appearance of the plot, but the fact that the contraction precedes

the ELM is not an artifact of any processing. Variation in the low temperature

contours with respect to the magnetic separatrix may be an indication of kinking in

response to the RMP. The RMP is a fundamentally 3D field (toroidal asymmetry)

and the 2D EFIT is incapable of describing it properly.
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Figure 2.23: Contour of TS electron temperature during RMP ELM suppression
plotted vs. time (x) and ψN (y). The top of the temperature scale is 1.5 keV and
mild smoothing has been done. Below: trace of Dα showing spikes in emission
corresponding to ELMs. The upper knee of the pedestal is near ψN ≈ 0.93,
corresponding to the 1-1.1 keV contour.

Profiles corresponding to windows of suppression and ELMs are shown in

figure 2.24. The blue curve (lower everywhere inside of the pedestal, slightly steeper

in pedestal) is from windows interpreted to be RMP ELM suppressed based on

the interval between ELMs, changes apparent in the temperature contours (see

Fig. 2.23), and activity in the magnetic and rotation data (not shown here; see

Fig. 2 of Nazikian et al.79). The data which make up the red curve are taken

between closely-spaced ELMs and at the ends of suppression windows, just before

ELMs, when profiles and magnetic indicators suggest failure of suppression. It is
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of some interest that signs of suppression failure are detected some milliseconds

before ELMs occur. The composite profiles have been constructed from sets of

individual slices using the WAIC method described in section 2.6.2.

In figure 2.24 it can be seen that the gradient just inside of the pedestal is

lower in the suppressed case. The difference in gradient at the top of the pedestal

is greater than the propagated error bars (which represent the error in the mean).

The feature is small enough in spatial extent that systematic error in one of the

Thomson chords should be ruled out as causing the feature. Each of the relevant

chords is suppressed in turn and the feature remains statistically significant in each

case, demonstrating that it is indeed likely a real feature. Further examples of this

analysis may be found in Fig. 3 of Nazikian et al.79 and Fig. 6 of King et al.80

Due to 3D field mapping issues, the nominal separatrix given by EFIT does

not appear to correspond to the separatrix position which would be inferred from

the temperature profile and also the foot of the profile moves considerably with

respect to the nominal separatrix (at least 0.01ψN). Therefore, the position where

temperature has some selected value (70 eV in this case) is subtracted from the

position bases of both profiles to align them to each others. The shift is calculated

for each individual time slice separately, before the slices are combined. This

accounts for any motion of the separatrix during the time windows examined.

In addition to expected flattening in the Te profile at the top of the pedestal,

RMPs have been observed to deform the density profile in the pedestal significantly.

The features in question involve small scale radial variations which the HRTS

upgrade helps to diagnose.

Work on RMP related islands or stochastic regions is reported on in more

detail by Nazikian et al.,79 including comparison to changes in 3D magnetic re-

sponse and to rotation at the transitions into and out of suppression. These effects

are linked to changes in the profiles measured by TS.

HRTS measurements have also supported tests done by Orlov et al.81 of

models for displacement of the plasma boundary in response to RMPs. While

the standard EFIT reconstruction is limited in its utility in the presence of non-

axisymmetric fields, fully 3D reconstructions are computationally intensive and this
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Figure 2.24: Comparison of RMP ELM suppressed and non-suppressed profiles.
Top: Composite temperature profiles of times when ELM suppression appears
to be active (blue) and inactive (red). The source data are shown in the back-
ground in gray (ELMing) and pale blue (suppressed). Windows exclude the ELMs
themselves; no additional filtering is needed. The smoothed curves are weighted
averages of linear interpolations of the individual slices with uncertainty given by
propagating errors through the average. Bottom: spatial derivative of the data
shown in the top plot.

limits the amount of analysis which can be done. One solution is to compute a 2D

equilibrium and add the 3D perturbations from each coil to it while neglecting the
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plasma response to the 3D perturbations. Clearly, the lack of a plasma response

model is a limitation of these vacuum codes. Orlov81 explores the ability of vacuum

models to predict the location and movement of the plasma boundary when it is

displaced by 3D magnetic field effects, using TS profiles to measure motion of the

separatrix.

2.8 Other Diagnostics

This section discusses critical diagnostics which were used in the analysis

reported in chapters 4 and 5 with the exception of Thomson scattering, which is

described in detail in the earlier sections of chapter 2.

Profile alignment

Many of the diagnostics on DIII-D take measurements at or near the ma-

chine midplane (Z = 0). However, Thomson Scattering (TS) takes measurements

along a vertical laser beam which crosses the separatrix closer to Z = 70 cm for

typical plasmas. In order to compare diagnostics at different locations, a map of

the flux surfaces must be used, such as the one shown in figure 1.7. Such a map

allows profiles from different diagnostics to be aligned and stretched to correspond

to each other. However, the standard equilibrium reconstruction code, EFIT, only

produces 2D flux maps in R−Z; toroidal variation is not accounted for. Toroidal

variation exists because of imperfections in the symmetry of DIII-D and can also

be introduced intentionally by application of resonant magnetic perturbations.

An example of one of the more severe 3D field errors (at least from the

perspective of Thomson scattering) is that one of the poloidal field shaping coils

(F-coils) at the top of the machine is out of round and is slightly off center. This

can introduce significant toroidal asymmetry to the equilibrium flux surfaces which

is ignored by EFIT, causing problems when aligning diagnostic measurements from

different locations. The problem is usually worst when aligning edge Thomson to

edge CER, which are on opposite sides of the machine toroidally. Furthermore,

CER measures near the midplane while Thomson measures above the midplane
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near the flawed F-coil. The result is that the alignment between the TS and CER

pedestal measurements can be off by as much as 1 cm. Standard practice is to

assume that CER is properly aligned to the EFIT reconstruction and adjust TS

profiles by one of two methods: define the separatrix temperature using a model for

scrape off layer physics (typically ∼ 70 eV) and shift the TS profile until it matches,

or define the separatrix as the foot of a tanh fit to the temperature profile.

For this work, Thomson data were shifted to match the tanh fit to the EFIT

separatrix when calculating the total pressure profiles used to constrain magnetic

equilibrium reconstructions which were then used for stability analysis in chapter

4. Also note that while the machine midplane is thought to be less vulnerable

to mapping errors than the top, the BES and edge CER systems are on roughly

opposite sides of the midplane and could be mis-mapped to each other. A mis-

alignment of up to 5 mm is possible.82 This will be relevant when comparing data

in chapter 5. Specific issues and corrections for BES vs. CER misalignment are

discussed in more detail in appendix B.1.

Neutral Beams

Two key diagnostics, CER and BES, described in the following sections,

rely on active neutral beam injection to make their measurements. Chapter 5 uses

beams injecting torque in opposite directions to control toroidal rotation. There

are four beam groups, each with two sources. The positions of the beam centerlines

are shown in figure 2.25.

2.8.1 Charge Exchange Recombination Spectroscopy

Charge Exchange Recombination spectroscopy (CER, also known as

CHERS)25,83,84 measures the temperature, flow velocity, and density of ions in

the plasma. Charge exchange refers to the transfer from an electron from an in-

coming neutral atom injected by the neutral beams to an ion in the plasma. The

captured electron is originally in an excited orbit around its new ion, and emits a

photon when it relaxes. The target ion species of CER is designated by the ion

charge state before charge exchange takes place.
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Figure 2.25: Plan view of neutral beam injection locations on DIII-D. Solid
curves: cross section at the midplane of the vacuum vessel and limiting surfaces.
Dashed and dotted curves: magnetic axis and LCFS at the midplane for a typical
shot. Straight lines: center-lines of injection paths for the eight beam sources,
labeled with their usage in this work. Also marked is the position of the core
Thomson scattering (TS) laser path.

Thermal motions of ions in the plasma cause Doppler broadening of the

emission line. Bulk motion (rotation) of the plasma causes the center wavelength of

the emission spectrum to shift. The total amount of light emitted is proportional to

the density of the target ion species and the density of the beam. Beam attenuation

must be accounted for to get an accurate density measurement.

Spectrometers are used to resolve the emission spectra onto CCD detectors.

The DIII-D CER system uses vertically oriented viewchords to capture ion tem-

perature, density, and poloidal rotation velocity and tangential cords to measure

temperature, density, and toroidal rotation. The system can be targeted at dif-
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Figure 2.26: Positions of the centers of imaging volumes for CER chords aimed
at the 330R neutral beam line.

ferent impurity ions. Some chords are optimized to measure main ions (normally

deuterium). Measurements on fully stripped carbon impurity ions are standard

(that is, an electron is transferred to a carbon ion that was in the plasma with a

Z = +6 charge state). A set of closely spaced chords is aimed at the edge of the

plasma to capture the pedestal, as seen in figure 2.26.

As information about the magnetic field is usually readily available, data

from CER can complete equation 1.8 and provide a measurement of Er. The radial

variation of this quantity is important for turbulence suppression by shear flows,

as discussed in section 1.4 and thus CER is essential for the analysis in section

5.3. The ion pressure measurements are also essential for completing the total

pressure profile and constraining the grad-shafranov equation, which is essential

for the stability analysis in chapter 4.

2.8.2 Beam Emission Spectroscopy

Beam Emission Spectroscopy (BES)27,85–88 measures collisionally excited

emission from particles injected by neutral beams. The emission of the beam par-

ticles is Doppler shifted according to the beam injection velocity, allowing isolation
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BES Array, Shot 154754 at 2441.10ms
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Figure 2.27: Example of a square BES configuration with flux surfaces (see
Fig. 1.7) from shot 154754. Each chord is represented by a black rectangle. The
limiting surface is visible at the right of the plot (black line). The separatrix
(thick magenta curve) separates the last column of chords from the rest of the
array. This configuration (or very similar, including relation to flux surfaces) is
used in all experiments to be discussed in later chapters. The rows and columns
are labeled A-H and 1-8, with the nominal separatrix position between columns 7
and 8.

from emission of the same line from the plasma. The fluctuations in the measured

signal intensity I are related to density fluctuations in the plasma by ñ/n ∝ Ĩ/I.

In DIII-D, the BES system is tuned to measure the Dα line at 656.1 nm,

but with a blue shift on the order of nanometers due to injection velocity. The

viewchords are packed in a modifiable (between experiments) 2D (Fig. 2.27) ar-

ray which can be scanned remotely (between shots) to cover different areas of

the plasma. The volume imaged by each chord is about 1 cm wide radially and

poloidally, and much longer toroidally (beam FWHM=13 cm). Turbulent eddies

are expected to be extended along the field lines, however, so the large toroidal

extent of the measurement is acceptable.
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The BES viewchords are nominally aligned to the magnetic field with a

5 degree tilt from the horizontal. The pitch angle of the field lines in a typical

discharge relevant to the following work is about 10 degrees. This causes blurring

in the poloidal dimension resulting in a ∼30% increase in the poloidal FWHM spot

size, as seen in figure 4c of Shafer et al.87

The excited state typically lasts for up to 3-4 ns, allowing travel of ≈ 1 cm

along the beam before emission. This means that some of the signal is due to a

source which is farther out in R than the nominal center of the viewchord, leading

to radial smearing of the spot size, as seen in fibure 4b of Shafer et al.87

The ≈1 cm spot size means the diagnostic picks up wavenumbers k .

3 cm−1, and is fully sensitive to kθ < 1 cm−1. See Shafer et al.87 for a detailed

analysis of the spatial transfer function. As the MPM discussed in section 5.4 has

kθ < 1 cm−1, no corrections based on the spatial transfer function are required.

Fiber optics carry captured light to optical interference filters, which reject

the un-shifted Dα line at λ = 656.1 nm. Photoconductive photodiodes are used as

detectors, which are are digitized at 1 MS/s and are cooled with liquid nitrogen to

reduce noise.

This work uses data gathered by BES in chapter 5 to characterize a partic-

ular coherent fluctuation and to measure the decorrelation rate of the background

turbulence at frequencies away from this mode.

2.8.3 Magnetics

DIII-D is equipped with many magnetic sensors mounted between the inside

of the vacuum vessel and the carbon tiles.8 These are essential for calculating the

equilibrium reconstructions with EFIT71 and they also provide some information

about instabilities in the plasma. Recent upgrades to the magnetics have improved

their ability to diagnose modes in the plasma, including extending the range of

resolvable toroidal mode numbers to n = 4.89 The distribution of pickup coils for

measuring fast changes in magnetic field (Ḃ) is shown in figure 2.28.
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Figure 2.28: Arrangement of probes for measuring changes in magnetic field
components: +: poloidal, X: radial, ∆: toroidal, overlaid on a wire-frame of the
DIII-D vacuum vessel and limiting surfaces.

2.9 Thomson Scattering Conclusion

The high spatial resolution upgrade to the DIII-D Thomson scattering di-

agnostic was successful in providing meaningful improvements in the ability to

resolve the steep gradient region in the pedestal. The new capability has sup-

ported high priority physics research, including more extensive validation of the

EPED model.50,75 Availability of higher resolution data with smaller random errors,

coupled with innovations in data viewing software, made long standing systematic

errors painfully obvious and those errors were then corrected by the Thomson

group. The transformative ability of the new data inspection software to identify

and quantify systematic errors in the final data, coupled with a suite of creative

visualization options built into the same software, have allowed Thomson data to

support searches for subtle changes in temperature gradients such as those which

are predicted as a result of magnetic island formation. The spatial resolution

upgrade and associated work have dramatically improved the utility of the Thom-
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son scattering diagnostic at DIII-D. The improved Thomson data were used in

chapters 4 and 5 of this dissertation.
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3 Background: Theory and

Numerical Calculations

This chapter discusses the theory behind the hypothesis introduced in sec-

tion 1.6 that the initial transient in hard back transitions is a large type-I ELM.

This is followed by information about the calculations in section 3.2

3.1 MHD and Equilibrium

An equilibrium plasma configuration is unstable with respect to a pertur-

bation if the amplitude of that perturbation grows with time, and stable if the

amplitude is oscillatory or damped. The two-fluid model of a plasma is given by:90

∂nj
∂t

+ ~∇ · (nj ~vj) = 0 (3.1)

mjnj

(
∂ ~vj
∂t

+
(
~vj · ~∇

)
~vj

)
= −~∇pj + njeZj

(
~E + ~vj × ~B

)
+ ~P jj′ + ~f ext (3.2)

∂

∂t

(
pj
nγj

)
+ ~vj · ~∇

(
pj
nγj

)
= 0 (3.3)

~∇ · ~E =
eZini − ene

ε0
(3.4)

~∇ · ~B = 0 (3.5)

~∇× ~E = − ∂

∂t
~B (3.6)

~∇× ~B = µ0ε0
∂

∂t
~E + µ0e (Zini~vi − ne~ve) (3.7)
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where the subscript j denotes species, subscript i denotes an ion species (if more

than one, include additional terms, one per ion species), and subscript e denotes

electrons. Equations 3.1-3.3 may be used once per species. Here, n is number

density, v is mean flow speed for the species, p is pressure, Z is charge state (-1 for

electrons), E and B are the electric and magnetic fields, Pjj′ is the rate of collisional

momentum transfer from species j′ to j, fext is the external force density, and γ

is the adiabatic index (adiabatic compression: γ = (2 +N)/N , isothermal: γ = 1,

N is degrees of freedom).

Let it be assumed that collisions within each species (electron-electron, ion-

ion) are frequent enough to ensure that the velocity distributions are Maxwellian.

This is equivalent to saying that the mean free path between collisions is short

compared to the scale of variation in the plasma.90 The velocity ~v above is the

average of the Maxwellian distribution.

By writing ~∇p, it has been assumed that pressure is isotropic on a flux

surface (which would be the case in part because of collisions) and viscosity is

negligible. In the general case, the pressure term is given by the divergence of a

tensor, i.e. by ~∇·
↔
P . The off diagonal terms are associated with viscosity in a

normal fluid. In a magnetized plasma, they can arise from collisions and finite

Larmor radius effects. It is sometimes convenient to split the pressure tensor

into separate pressure and viscosity: ~∇ ·
↔
P= ~∇p + ~∇ · ↔π . Although collisions

will be assumed to be strong enough to relax the velocity distributions to be

Maxwellian, viscosity and later resistivity, which are contributed to by collisions,

will be neglected.

Equations 3.1-3.7 describe two (or more, if terms for additional ion species

are included) interpenetrating fluids. An appropriate linear combination of these

equations can give a description of the plasma as a single fluid. Defining mass

density ρ = nimi + neme, mass velocity ~v = 1
ρ
(nimi~vi + neme~ve), and current

density ~J = e(Zini~vi − ne~ve) and combining the multi-fluid equations gives:90–93

∂ρ

∂t
+ ~∇ · (ρ~v) = 0 (3.8)

∂σ

∂t
+ ~∇ · ~J = 0 (3.9)
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ρ

(
∂~v

∂t
+
(
~v · ~∇

)
~v

)
= −~∇p+ ~J × ~B + ~f ext (3.10)

∂

∂t

(
p

ργ

)
+ ~v · ~∇

(
p

ργ

)
= 0 (3.11)

~∇ · ~E =
σ

ε0
(3.12)

~∇ · ~B = 0 (3.13)

~∇× ~E = − ∂

∂t
~B (3.14)

~∇× ~B = µ0ε0
∂

∂t
~E + µ0

~J (3.15)

For simplicity, assume quasi-neutrality (ni ≈ ne ≈ n). Using ~P ei = ηen ~J :90

~E + ~v × ~B − η ~J =
1

eρ

[
mimen

e

∂

∂t

(
~J

n

)
+ (mi −me) ~J × ~B +me

~∇pi −mi
~∇pe

]
(3.16)

σ = e(Zini − ne) is the charge density and p = pi + pe is the total kinetic pressure

(pe = neTe). Equation 3.16 is often taken in the limit of me/mi → 0 and slow

motions (compared to the cyclotron frequency), which simplifies the right side:

~E + ~v × ~B − η ~J =
1

en

(
~J × ~B − ~∇pe

)
(3.17)

The right side of 3.17 contains the Hall term and the electron pressure gradient,

and may be neglected in many cases. If the resistivity is also ignored:

~E + ~v × ~B = 0 (3.18)

Equations 3.8 through 3.15 and 3.18 make up the set of ideal magnetohy-

drodynamic (MHD) equations.

The energy of the system is given by equation 3.19:91,94

E =
1

2

∫∫∫
V

d~x
(
ρv2
)

+

∫∫∫
V

d~x

(
p

γ − 1
+
B2

2µ0

+ ρφ

)
(3.19)

where V indicates integration over the volume of the system, φ is the potential due

to a gravitational acceleration ~g (easily replaced by another form of potential en-

ergy if needed: let φ be another potential and ρ be the “charge” density associated

with the relevant force. For gravity, this is mass density).
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3.1.1 Linear Ideal Stability Calculations

The problem of determining stability may be simplified by making a few

assumptions. First, that the perturbation is small, such that only terms which are

lowest order in ξ need be considered and higher order terms may be neglected.

Next, that the velocity distributions are ideal Maxwellians, and there is no resis-

tance (η = 0).

Eventually a perturbation which is linearly unstable may grow until it is

stabilized by nonlienar terms.2 That is, the perturbation can experience nonlinear

saturation. Nonlinear instability is also possible for a perturbation which is linearly

stable. In that case, a large enough initial kick might set off the instabililty.90 These

effects will not be considered here.

As an example, consider a static equilibrium with v = 0 and neglible Hall

effects (right side of Ohm’s law, equation. 3.16). The equilibrium will then sat-

isfy:91,95

~J0 × ~B0 = ~∇p0 (3.20)

~∇× ~B0 = µ0
~J0 (3.21)

~∇ · ~B0 = 0 (3.22)

where the subscript 0 indicates an unperturbed quantity and these are now inde-

pendent of time. The assumption of v = 0, η = 0 with no Hall terms results in

trivial solutions to the other equations.

The importance of resistivity is given by the magnetic Reynolds number

Rm = µ0vL/η, where v here is a typical velocity scale for the system and L is

a typical length scale. When Rm is large, the resistivity term is small and can

probably be ignored. If the Alfvén speed96 (vA = B/
√
µ0ρ) is used as the velocity

scale, the number is called the Lundquist number S. Assuming a scale size of 1 m

and typical tokamak values for the relevant parameters (B = 2 T,T = 1 keV,n =

5 × 1019/m3) gives S ≈ 108. So, resistivity may be neglected for many tokamak

relevant situations.91
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This equilibrium is not possible for an arbitrary magnetic configuration.

~∇× ~∇p must be 0, but ~∇× ( ~J × ~B) is not necessarily zero:97 ~∇p cannot balance

arbitrary ~J × ~B.

Now consider a small motion ξ away from equilibrium such that ~x = ~x0 +

~ξ( ~x0, t). The quantities will then take the form ρ(~x, t) = ρ0( ~x0) + ρ1(~x, t), for

example. Since a perturbation due to a small displacement is being considered, ρ1

may be given in terms of ξ: ρ1 = −~∇ · (ρ0
~ξ). The other quantities will also be the

sum of equilibrium and perturbed parts. For quantities G and H, the perturbed

parts (subscript 1) will be assumed to be small such that G1H1 ' 0. The resulting

equations are linear in the perturbed quantities.

Forces on the plasma will change as a result of the initial perturbation.

It must now be determined if the perturbed force induces further growth in ξ,

which will result in instability. Procedures for accomplishing this include use of

the energy principle and normal mode analysis.

The Energy Principle

Determination of stability using the energy principle requires calculating

the change in energy resulting from some perturbation. If the change in energy is

positive (see eqn. 3.19), work would have to be done to generate the perturbation,

and the plasma is stable to that perturbation. If the change in energy is negative,

the instability, once formed, will gain energy from the plasma and is unstable.98

It is sometimes possible to find a sufficient condition for stability using the energy

principle, but it is more common to use a trial displacement and calculate the

resulting change in energy. A separate test is then needed for each type of insta-

bility, making it difficult to conclude that a configuration is stable. The energy

principle is best used when a particular class of instability with a known form of ξ

is suspected.91

The change in energy resulting from a displacement ξ is2,91,93

δW = −1

2

∫∫∫
V

d~x
(
~ξ · ~F

)
(3.23)
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where F is the force density resulting from the displacement, given by 3.10 as

~F = ( ~J0 + ~J1)× ( ~B0 + ~B1)− ~∇p0 − ~∇p1 (3.24)

The first order perturbed force is given as:2

~F = ~J0 × ~B1 + ~J1 × ~B0 − ~∇p1 (3.25)

Combining Faraday’s law (eqn. 3.14) and Ohm’s law (eqn. 3.18 gives:

∂

∂t
~B = ~∇×

(
∂~ξ

∂t
× ~B

)
(3.26)

which, after linearization and integration in time results in:2

~B1 = ~∇×
(
~ξ × ~B0

)
(3.27)

The equations of state (Eqn. 3.11) and mass continuity (Eqn. 3.8) are com-

bined to give an expression for perturbed pressure:2

p1 = −~ξ · ~∇p0 − γp0
~∇ · ~ξ (3.28)

The perturbed current is obtained from equation 3.15:

~J1 =
1

µ0

~∇× ~B1 (3.29)

Use of equations 3.28 and 3.29 allows δW (eqn. 3.23) to be written in terms

of equilibrium quantities and ξ:2

δW = −1

2

∫∫∫
V

d~x

[
1

µ0

~ξ ·
((

~∇× ~B0

)
× ~B1 +

(
~∇× ~B1

)
× ~B0

)
+~ξ · ~∇

(
γp0

~∇ · ~ξ + ~ξ · ~∇p0

)] (3.30)

with B1 given by equation 3.27.

Solving equation 3.30 for the change in energy as a result of a trial pertur-

bation is sufficient for determination of stability of that perturbation. If growth

rates are required, then introduce the perturbed kinetic energy:

K =
1

2

∫∫∫
V

d~x ρ(~x)

(
∂

∂t
ξ( ~x0, t)

)2

=
1

2

∫∫∫
V

d~x ρω2ξ2 (3.31)
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The eigenfrequency is then given by

ω2 =
δW

1
2

∫∫∫
V

d~x ρξ2
(3.32)

and the system is unstable if ω2 < 0. This is equivalent to solving the full set of

linearized MHD equations.2,94,95

Normal Modes

An alternative to the energy principle is to solve the MHD equations di-

rectly. For example, take equation 3.2 for a cold plasma (T ∼ 0) for Z = 1 ions,

neglecting collisions:90

Mn

(
∂~v

∂t
+
(
~v · ~∇

)
~v

)
= ne ~E + ne ~v × ~B + n~F ext (3.33)

Consider an equilibrium density gradient n0 = n00 − ~n′0 · ~x perpendicular to the

equilibrium field ~B0. Consider a uniform external force ~F ext, causing a drift in the

equilibrium velocity ~vF = ~F ext × ~B0/eB
2
0 (this is the ion drift. Electrons drift in

the opposite direction).

Substituting n = n0 + n1, etc. into equation 3.33 gives the first order

perturbed momentum equation for the ions:90

Mn0

(
∂~v1

∂t
+
(
~v0 · ~∇

)
~v1

)
= n0e

(
~E1 + ~v0 × ~B1 + ~v1 × ~B0

)
(3.34)

Fext remains relevant because of the equilibrium drift velocity it causes (v0). The

(~v1 · ~∇)~v0 term was dropped because v0 is assumed to result purely from drifts

associated with a uniform Fext.
90

If the perturbations are proportional to exp
[
i(~k · ~x− ωt)

]
,90 then

(
ω − ~v0 · ~k

)
~v1 =

ie

M

(
~E1 + ~v0 × ~B1 + ~v1 × ~B0

)
(3.35)

B1 is given by equation 3.27, which becomes ~B1 = i( ~B0 · ~k)~ξ − i ~B0(~k · ~ξ) if

B0 is assumed to be uniform. For a transverse wave (~k · ~ξ = 0) propagating across

the equilibrium field (~k · ~B0 = 0), it can be seen that B1 = 0.
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Setting ~B0 = ẑB0 and splitting ~v1 into components vx and vy gives

vx = i
eB0/M(
ω − ~v0 · ~k

) (Ex/B0 + vy) (3.36)

vy = i
eB0/M(
ω − ~v0 · ~k

) (Ey/B0 − vx) (3.37)

The z component along the field does not enter into the equations for the

other two and will be ignored. Solving equations 3.36 and 3.37 gives

vx,i =
Ey
B

(3.38)

vy,i = −i

(
ω − ~v0,i · ~k

)
Ωc

Ey
B

(3.39)

where Ωc = eB/M is the ion cyclotron frequency. It was assumed that

(ω − kyv0)
2 � Ω2

c (essentially that ω2
lab � Ω2

c , where typically Ωc ≈ 108 Rad/s

in DIII-D) and the external force was assigned to the +x̂ direction.

The same solution applies to the electrons, but vy,e is neglected because

m�M . The electron velocities are:

vx,e =
Ey
B

(3.40)

vy,e = 0 (3.41)

It has already been assumed that a transverse wave is being considered and

the equilibrium drift v0 has been defined to be in the y direction, so ky is the

relevant component of k and ~ξ = x̂ξ.

The continuity equation (Eqn. 3.1) is linearized as

0 = −iωn1 + n′0vx,i + in0kyvy,i + ikyn1v0,i (3.42)

0 = −iωn1 + n′0vx,e + ikyn1v0,e (3.43)

The electrons are solved by substituting in velocities from equations 3.40 and 3.41

into equation 3.43:
Ey
B

= i
n1

n′0
(ω − kyv0,e) (3.44)
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And then the ions can be solved by combining equations 3.38, 3.39, 3.42, and 3.44:

(ω − kv0,i) (ω − kv0,e) = −n
′
0

n0

Ωc (v0,i − v0,e) (3.45)

Now, v0 is the drift resulting from Fext, given by v0,y = −Fext,x/eBz. If the electrons

and ions experience Fext equally, then v0,e = −v0,i and ω is given by

ω =

√
k2v2

0,i + 2
n′0
n0

Fext
Mi

(3.46)

and the system is unstable if ω is imaginary. Instability is only possible if Fext and

n′0 have opposite sign; that is if the force is directed down the density gradient.

In the more likely case that an external force will be proportional to mass,

the electron drift will be much smaller than the ion drift and may be neglected.

This is true in the cases of gravity (~F ext = m~g) and centrifugal force in a curved

magnetic field, such as may be found in a tokamak: ~F ext = m
(
v2
‖ + 1

2
v2
⊥

)
~Rc/R

2
c .〈

v2
‖

〉
= 〈v2

⊥/2〉 = T/m so the acceleration g = 2T/(m Rc) for centrifugal force.99

For a force proportional to mass with acceleration g in x̂ and neglecting the electron

mass, equation 3.45 becomes

ω2 − ωkv0,i = −n
′
0

n0

Ωcv0,i (3.47)

ω2 − ωkv0 =
n′0
n0

g (3.48)

ω =
kv0

2
±

√
1

4
k2v2

0 +
n′0
n0

g (3.49)

Instability is only possible if g and n′0 have opposite sign. Again, the force must

be down the density gradient. The growth rate is the imaginary part of ω, which

for long wavelengths is

γ = Im (ω) '

√
−n

′
0

n0

g (3.50)

This instability is of the interchange type. A dense fluid (the plasma) is

being supported by a lightweight fluid (the magnetic field). The field is capable

of producing enough pressure to support the plasma against the external force.

However, if a ripple develops at the surface (see figure 3.1), the drifts due to the
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x

y z Fext

∇ n

B

E

E v0,iv0,e

vE×B

vE×B

Figure 3.1: Schematic of an interchange instability. The top of the figure is
occupied by plasma with density gradient ∇n. Below it is a region of vacuum. An
external force Fext in x̂ causes a drift v0 in ∓ŷ for ± charges. If a ripple develops,
positive and negative charges separate and set up an electric field. The resulting
E ×B drift amplifies the original displacement.

external force will move the electrons and ions to opposite sides of the peaks in

the ripple. For every peak, there will be a concentration of positive charge on one

edge and negative charge on the other. The resulting electric field drift will tend

to move material outward to enhance the perturbation. For a trough, the electric

field is in the opposite direction and material is pushed inward, also enhancing the

ripple.2,90,95

If the external force were in fact electric, then the drifts would be equal

and in the same direction, and the right side of equation 3.45 would vanish, giving

the result ω = kv0, which describes a family of purely oscillatory modes which

propagate harmlessly along the edge (there is no way to obtain an imaginary ω).
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3.1.2 Diamagnetic Stabilization

Finite gyration radius rL = mv⊥/ZeB has a stabilizing effect on the inter-

change instability.14,95,100 This enters through inclusion of a sort of viscosity in

the equation of motion100 (eqn. 3.10):

ρ

(
∂~v

∂t
+
(
~v · ~∇

)
~v

)
= ~J × ~B − ~∇p− ~∇· ↔π +~f ext (3.51)

where p +
↔
π is the full pressure tensor which has been split into p and π and the

relevant components of
↔
π are, assuming ~B = ẑB:100

πxx = −ρν
(
∂vy
∂x

+
∂vx
∂y

)
πyy = +ρν

(
∂vy
∂x

+
∂vx
∂y

)
πxy = +ρν

(
∂vx
∂x

− ∂vy
∂y

) (3.52)

and the “viscosity” ν = r2
LΩc/4. Roberts and Taylor100 solve the MHD equations

with
↔
π included to obtain the dispersion relation:

ω2 − 2νL−1
n kω = gL−1

n (3.53)

where L−1
n is the inverse density gradient scale length, k is the wavenumber, and g

is the acceleration due to an external force such as gravity.100 Identifying the right

side with the growth rate calculated in the simple example (eqn. 3.50) γ2
MHD =

−L−1
n g and using the definition of the diamagnetic frequency ω∗i = kTiL

−1
n /(ZeB),

equation 3.53 becomes

ω (ω − ω∗i) = −γ2
MHD (3.54)

From equation 3.54 it can be seen that ω will be imaginary if γMHD > ω∗i/2

and thus instability will result. That is, the threshold for actual instability is not

when the ideal growth rate γMHD becomes positive, but when it surpasses ω∗i/2.

The physical picture of an interchange instability is that charge separation occurs

due to the opposite motions of ions and electrons in response to the acceleration ~g

and a ripple in density. However, the ions can experience a different average electric

field than the electrons if their Larmor radius is large enough. This difference in
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effective electric field also has a charge separation effect, which will tend to cancel

the charge separation caused by ~g and thus stabilize the interchange mode.95 Ideal

interchange growth rates computed from the above physics should be compared

against the ion diamagnetic stabilization term to determine if instability will likely

exist.

3.1.3 Ballooning

Ballooning modes are a type of interchange instability, driven by pres-

sure gradients and unfavorable curvature. The drive is essentially similar to the

Rayleigh-Taylor instability, with centrifugal force taking the place of the external

or gravitational force.90 That is, the physical picture is similar to the interpreta-

tion of the simple example instability in section 3.1.1 and figure 3.1 with the result

given in equation 3.50. The magnetic field acts as a lightweight fluid supporting

the denser plasma against centrifugal force. The rotation here might come from

bulk mass flows, but is also contributed to by thermal motions (which are obvi-

ously incompatible with the simple example where it was assumed that T = 0.

Regardless, the simplification is useful for understanding the basic mechanism).

Clearly, the drive only exists on the low field side of the plasma and the curvature

is stabilizing on the high field side (see Fig. 3.2), with the perturbed potential

energy as a result of the mode being roughly δW ∼ dp/dr
Rc

ξ2 in the local high-n

limit.2 Interchange can be stabilized in a tokamak by connecting the favorable

and unfavorable regions, as shown by the thick green magnetic field line in figure

3.2. When ballooning modes become unstable, they must overcome the stabilizing

influence of the high field side by bending the magnetic field lines such that their

amplitude may be greater in the region of destabilizing curvature and lower in the

region of stabilizing curvature (see red cross section curve of Fig. 3.2).95,99 Energy

is expended in the bending of magnetic field lines and details of the magnetic con-

figuration affect the stability of this mode. The energy cost of field line bending2 is

δW ∼ k2
‖(B

2
φ/µ0)ξ

2. Instability results when the pressure gradient becomes large
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enough to overcome the energy cost of field line bending:2

dp

dr

1

R
ξ2 ∼ B2

µ0

k2
‖ξ

2 (3.55)

where k‖ can be found by assuming that the poloidal variation must give high

amplitude on the low field side and low amplitude on the high field side, so the

wavelength for a circular cross section must be

λθ = ∆θr = 2πr

2π

kθ
= 2πr

(3.56)

the relationship between φ and θ is found by

q =
dφ

dθ

∣∣∣
along field lines

∼ ∆φ

∆θ
(3.57)

∆φ = q∆θ = 2πq (3.58)

2π/k‖ ≈ 2π/kφ = λφ = R∆φ = 2πRq (3.59)

k‖ =
1

Rq
(3.60)

Using this expression for k‖:

−dp
dr
∼ 1

Rq2

B2

µ0

(3.61)

−dβ
dr
∼ 1

Rq2
(3.62)

β ∼ r

Rq2
=

ε

q2
(3.63)

using β = 2µ0p/B
2.

Equation 3.63 estimates the critical β required to trigger a ballooning insta-

bility, but it does not consider the concentration of pressure gradient at the edge

of the plasma in H-mode. A critical value for edge beta could be had by replacing

r with the pedestal width and p with the pressure pedestal height, which could

give a lower limit by about an order of magnitude under typical DIII-D H-mode

conditions. This is why ballooning instability often occurs at the edge of tokamaks

in H-mode and contributes to driving Edge Localized Modes (ELMs). With non-

local (finite n) effects, the width of the steep gradient region is also important for

quantitative evaluation of stability.14,23
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Figure 3.2: Schematic of a ballooning mode. Field lines are traced in blue and
black on a flux surface as in figure 1.5. Red cross section curves show a hypothetical
displacement away from a flux surface. Interchange modes tend to be excited when
the pressure gradient ∇P and external force (here, that is centrifugal force Fc) are
in opposite directions, and are stabilized by∇P ‖ Fc.95 Thus, the mode is localized
to the region of unfavorable curvature. The thick green curve shows a field line
connecting the stabilizing inner region to the destabilizing outer region. Exciting
the mode only on the outside requires bending of this line.

3.1.4 Peeling

Peeling or external kink modes are driven by edge current and are most un-

stable when a resonant surface is in the vacuum just outside the plasma.11,49,93,101

Example kink displacements are shown in figure 3.3. For a tokamak with circular

cross section and in the large aspect ratio limit, energy available for a kink dis-

placement ξ is ∼ (Bθ/m)(m−nq)(−dJφ/dr)ξ2, where dJφ/dr is generally negative,

so m > nq is required for instability. Kinking is stabilized by the energy penalty

for bending or compressing magnetic fields ∼ B2
1 , where ~B1 = ~∇× (~ξ × ~B0) is the
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perturbed magnetic field and its r component gives the energy cost of bending B

along its length: B2
1r ∼ (B2

0/R
2q2)(nq − m)2ξ2 ∼ ξ2B2

0k
2
‖. So we estimate that

kink drive can overcome the energy cost of field line bending when

−J ′φ ∼ (m− nq)
mBθ

µ0r2
(3.64)

although the drive and field bending terms must both be integrated across the

minor radius as seen in Eqn. 10 of Wesson.93 In H-mode, there is a peak in current

in the pedestal due to the bootstrap effect (see section 3.1.6), the magnitude of

which is related to the pedestal height. Between this peak and the nearby vacuum,

there is a large gradient in current density, which drives the peeling mode. The

amount of current needed to trigger a kink can be seen to increase with mode

number m, and also with poloidal field, which is generated by current throughout

the plasma. The factor (m− nq) will be smallest (lowest threshold) at the edge of

the plasma, and for a mode with a rational surface close to the edge of the plasma:

the penalty for field line bending vanishes when the mode is perfectly aligned with

the field. However, in this limit, the energy cost of field compression may no longer

be neglected and the rough estimate given by equation 3.64 breaks down. For a

surface inside the plasma, the (m− nq) factor in the drive term changes sign and

the J ′ term becomes stabilizing instead of destabilizing for a typical scenario where

current decreases with minor radius.

Physically, the drive arises from a torque provided by the perturbed ~J× ~B1

force on a flux tube, as seen in figure 3.4. For a flux tube in a region of negative

current gradient, Jφ will be larger on the inner edge (smaller r) than on the outside,

so the poloidal force JφB1r is larger on the inside and the tube tends to be rotated

in the r − θ plane. This force acts to enhance ripples if m > nq.93 Only B1 is

considered because B0 is balanced by ∇p.
In the limit where the resonant surface approaches the plasma, the pertur-

bation ξ becomes increasingly localized near the surface:93

ξ = ξa(m− nqa)/(m− nq) (3.65)

where the subscript a denotes quantities at the plasma surface. Higher m modes

tend to be more localized near the surface. This can be seen in the expression
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Figure 3.3: Helical kink displacement in a periodic plasma column. The radial
displacement is ξr = ξ0 cos (m θ − n φ) where θ is the angle around the axis, φ is
along the axis ranging from 0 to 2π (this would loop around as the toroidal angle
in a tokamak), and the mode numbers shown in this example are m,n = 1, 1 and
10, 5.
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Figure 3.4: Illustration of the destabilizing effect of the dJφ/dr for nq < m.
Current crosses the radial component of the perturbed field B1r, resulting in a
poloidal force JφB1r. Torque results from the difference in values of Jφ at different
r. The torque around the dotted line tends to enhance the original displacement.
Reproduced from figure 4 of Wesson.93

(Eqn. 3.65) for localization if it is assumed that dq/dr > 0: for a given qa, destabi-

lizing higher m modes requires higher n, and then the slope of nq will be higher, so

the negative term in the denominator shrinks more quickly going into the plasma.

Such localization gives the peeling mode its name: the edge layer “peels” away.

Peeling dominated modes often drive smaller ELMs as their radial penetration

depth is typically short, and they tend to occur at lower density where the boot-

strap current is higher.14

3.1.5 Coupled Peeling-Ballooning

Tokamak geometry and common shaping effects break the symmetry that

would be found in a cylinder, resulting in coupling of Fourier harmonics with

the same toroidal mode number (m couples to m + b, where b is some integer).
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The ballooning mode can couple to modes associated with rational surfaces in the

vacuum and thus draw energy from sources associated with the peeling mode, and

the peeling mode can couple to sideband harmonics in the plasma and take on

a ballooning character.15 Coupling of the ballooning and peeling modes has the

effect of reducing overall stability as the coupled mode can be unstable when ideal

ballooning and peeling would be independently stable.14,102 The mode structure of

an example case (the same case as will be used in chapter 4) is shown in figure 3.5.

Coupling tends to be strongest at intermediate toroidal mode number n close to 20,

and is affected by boundary shape and aspect ratio.14 In particular, increases in

upper triangularity for a diverted plasma with a dominant X-point at the bottom

tend to reduce coupling and increase the stable area in p′ − J space. Figure 3.6,

adapted from figure 5 of Snyder et al.,14 shows a schematic of the typical effect of

increasing upper triangularity in a lower single null discharge: the original stable

area at low triangularity (in dark blue) expands until the light blue area is also

stable. Higher n modes tend to be stabilized by magnetic shear or finite Larmor

radius effects.

Steeper pressure gradients have a stabilizing effect on peeling modes, and

edge current tends to stabilize ballooning modes and hence the purely peeling and

purely ballooning branch boundaries have the slopes shown in the figure. Edge

current is generated by the bootstrap current.12,13 While temperature and density

cooperate to form the pressure gradient, they have competing effects on collision-

ality ν∗ ∼ n/T 2, which is significant for determination of the bootstrap current.12

So, separate dependence on temperature and density must be considered.14 Oth-

erwise, the problem of P-B stability could be reduced to a function of one variable:

the current profile could be completely determined by the pressure profile with no

need for representation on its own axis.

3.1.6 Physical Origin of the Bootstrap Current

The strong pressure gradient in the pedestal leads to the formation of a

bootstrap current, which is also localized to the pedestal and contributes to P-B

instability. The bootstrap current is caused by trapped electrons in the presence of
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Figure 3.5: Example structure of an n = 5 P-B mode. Contours show magnitude
of radial displacement as calculated by ELITE for shot 154749 before ELMs. m0,
the poloidal mode number of the rational surface just outside of the calculation
mesh, is 31.

a density gradient. The banana orbits of the trapped electrons result in a parallel

current analogous to the diamagnetic current which results from finite gyro orbits

in the presence of a density gradient. The net motion of trapped particles in a

region with a density gradient can entrain untrapped electrons through collisions

or trapped electrons can become untrapped through collisions with ions. The re-

sulting untrapped electrons (from both processes) carry a parallel current.2,103 In

the limit of low collisionality (ν∗ < 1, banana regime, where ν∗ is the ratio of colli-

sion frequency to bounce frequency for trapped particles), the resulting bootstrap

current is JBS = −A
√
ε

Bθ

dp
dr

.104 Trapped electrons must be able to complete banana

orbits in order to produce a strong bootstrap current. If collisionality ν∗ � 1

(Pfirsch-Schlüter regime), then the bootstrap current is insignificant.105
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Figure 3.6: P-B Stability diagram in p′−J space. Ballooning modes (red, vertical
hash) are excited by high pressure gradients. Peeling modes (yellow, horizontal
hash) are excited by edge current. Coupled peeling-ballooning modes (white, no
hash) can be excited under conditions to which peeling and ballooning are inde-
pendently stable. Increasing triangularity helps stabilize the coupled modes (pale
blue, coarsely spaced diagonal hash). Some parameter ranges are stable without
strong shaping (darker blue, finely spaced diagonal hash). Based on figure 5 of
Snyder et al.14

3.2 Equilibrium and Stability Analysis

3.2.1 Preparation of Kinetic Equilibrium Reconstructions

as Inputs

In this work, stability analysis is done using equilibria produced by the

EFIT code71 as inputs. The equilibria are based on measurements from magnetic

probes8,89 and the experimental pressure profile as measured by Thomson scatter-

ing51 and Charge Exchange Recombination spectroscopy (CER).25,106 These data

are used to constrain solutions to the Grad-Shafranov equation and find a self-

consistent solution for the magnetic field, current and pressure everywhere. The

additional pressure and current constraints define a kinetic equilibrium reconstruc-
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tion, whereas a general reconstruction might use only data from external magnetic

sensors. Because the parallel current is not directly measured in the edge barrier

region, calculated bootstrap current,12 together with Ohmic current, is used to re-

construct the current profile in this region, as is standard practice in edge stability

analysis (e.g. Snyder et al.23) The calculated Ohmic + bootstrap current profile is

provided to EFIT, which attempts to find a solution which is consistent with both

the calculated profile and the data from magnetic probes. Hyperbolic tangent and

spline fits are used to prepare temperature and density measurements to form the

pressure constraints used in the reconstruction.

It is common practice when performing edge stability analysis to vary the

experimental pressure and current profiles and to find equilibrium solutions for

many (∼ 102) points in perturbed p′− J space. The stability of each hypothetical

equilibrium is then calculated and a map of the stable region of p′ − J space may

be constructed.

Constructing the Total Pressure Profile

Electron temperature and density are fit to modified hyperbolic tangent

functions in the manner described by Groebner, et al.,74 with ψN as the position

basis. Ion temperature is fit with a cubic spline. The treatment is similar to

the description given by Osborne et al.,107 but with complications due to sparser

CER data: as total injected power for these discharges had to be kept low, only

the beams which supply CER measurements in the pedestal region were active

during some time windows. In these cases, core Ti was constrained by assuming

Ti = Te at ψN = 0, which is a reasonable assumption based on observations when

core Ti measurements were available, and edge stability analysis should not be

sensitive to the error introduced by this assumption about the core plasma. Fast

ion density and pressure (due to neutral beams) are obtained from calculations with

the ONETWO transport code,108 and contributions to total pressure due to rotation

are also considered. The fast ion and rotational pressure terms are generally small

at the edge,107 and the fast ion term is even smaller than usual due to the low beam

power injected by de-rated and modulated beams. These terms are still included
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in the calculation, despite being insignificant in this experiment.

As the total current is known and the core current profile depends on the

resistivity profile, bad assumptions about, or measurements of, temperature and

density in one region can affect the fitted current profile elsewhere. However, the

current fit is constrained to a calculation including JBS
12 near the edge at several

points, so the critical part of the current profile which affects peeling stability

should not be sensitive to errors in the deep core current profile, which can be

made up elsewhere inside of the pedestal to maintain the correct value of total

current. So again, the stability of the edge should be insensitive to gaps in ion

data in the core.

CER measures the intensity of emission from fully stripped carbon atoms

that capture an electron during a collision with a fast beam atom. Deuterium

density is determined by assuming quasi-neutrality: ne = nD + 6nC + nfast (nfast

should be small in the pedestal). The carbon density nC is often determined

by a fit to carbon fraction rather than fitting carbon density directly. Assuming

TD = TC = Ti, the fits are combined to form a total pressure profile.

As discussed in section 2.8, there is some difficulty in mapping the electron

profiles from TS to the ion profiles from CER. In the following analysis, the CER

data were assumed to be correctly mapped to ψN and TS data were shifted such

that the foot of the tanh fit to Te aligned with the separatrix, which is the commonly

accepted procedure.

Grad-Shafranov Equation

The pressure gradient is related to the currents and fields in a stationary

equilibrium with no external forces by

~J × ~B = ~∇p (3.66)

using equation 3.10. The poloidal components of the field and current can be

written using the definition of the magnetic flux function ψ given in section 1.3.1

and introducing the current flux function f :

~Bp =
~∇ψ × φ̂

R
(3.67)
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~Jp =
~∇f × φ̂

R
(3.68)

With these definitions, equation 3.66 becomes

~∇p =
~∇f × φ̂

R
× φ̂Bφ + φ̂Jφ ×

~∇ψ × φ̂

R
(3.69)

and with the axisymmetry of the problem, φ̂ · ~∇ψ = φ̂ · ~∇f = 0, so

~∇p = −
~∇f
R
Bφ + Jφ

~∇ψ
R

(3.70)

Using the chain rule:

dp

dψ
~∇ψ = − df

dψ
~∇ψBφ

R
+
Jφ
R
~∇ψ (3.71)

R
dp

dψ
+
df

dψ
Bφ = Jφ (3.72)

Comparing Ampére’s law (Eqn. 3.15) to the definition for f , which is JR = − 1
R
∂f
∂Z

,

JZ = 1
R
∂f
∂R

, it is seen that f = RBφ/µ0. Substituting BR = − 1
R
∂ψ
∂Z

, BZ = 1
R
∂ψ
∂R

into

Ampére’s law gives:

µ0Jφ =
∂

∂Z
BR −

∂

∂R
BZ (3.73)

µ0Jφ = − ∂

∂Z

(
1

R

∂ψ

∂Z

)
− ∂

∂R

(
1

R

∂ψ

∂R

)
(3.74)

Jφ = − 1

µ0R

∂2ψ

∂Z2
− 1

µ0

∂

∂R

(
1

R

∂ψ

∂R

)
(3.75)

Substituting Bφ = fµ0/R and equation 3.75 into equation 3.72:

R
dp

dψ
+
fµ0

R

df

dψ
= − 1

µ0R

∂2ψ

∂Z2
− 1

µ0

∂

∂R

(
1

R

∂ψ

∂R

)
(3.76)

R
∂

∂R

(
1

R

∂ψ

∂R

)
+
∂2ψ

∂Z2
= −µ0R

2 dp

dψ
− µ2

0f
df

dψ
(3.77)

which can be written as

∆∗ψ = −µ0R
2p′ − FF ′ (3.78)

where ∆∗ is the elliptic operator (given by the left hand side of Eqn. 3.77), a′ =

da/dψ, and F = µ0f .
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Equation 3.77 is the Grad-Shafranov equation.2,109 It is clear where the

pressure profile from TS and CER enters in the second term on the right. Addi-

tional constraints come from magnetic measurements and assumptions about the

current profile.12

External magnetic sensors allow determination of the total plasma current

Ip through the integral form of Ampére’s law. The internal inductance li is a

measure of how peaked the current profile is and can also be determined by mea-

surements of the magnetic field on an external surface surrounding the plasma,71,110

although it can only be separated from βp for sufficient elongation. The externally

applied loop voltage is known, as is the resistivity profile from the temperature

and density fits, allowing an estimate of the current profile from Ohm’s law. The

final piece of information about the current profile is a calculation12 of the diamag-

netic and bootstrap currents, which are significant in the pedestal. The external

magnetic sensors also give information about the local behavior of ψ and allow

determination of the poloidal beta βp = 2µ0p/B
2
p .

110

In general, information about the current profile in the core is available

from the Motional Stark Effect (MSE) diagnostic.111 However, this requires use of

a high voltage/high power neutral beam in addition to the beam needed for the

edge CER measurements, which is incompatible with the goal of diagnosing back

transitions and as a result, MSE is unavailable for most of the reconstructions used

here. As mentioned before, edge stability is insensitive to the details of the core

current profile and omission of MSE data is acceptable for this analysis.

The final kinetic EFIT uses experimental information about p, J , and the

external B to construct a self consistent solution for ψ, f , and p which gives the

correct Ip, li, and βp. This process is then repeated for an array of perturbed

pressure and current profiles to produce a set of equilibria covering a region of

p′−J space around the unperturbed experimental profile, and stability analysis is

performed on each equilibrium solution. Obviously, exact agreement between the

EFIT p and J and the measured and calculated p and J is not expected due to

uncertainties in the measurements.

Another source of current is the Pfirsch-Schlüter current, JPS, which is
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a parallel return current that maintains divergence free current density in the

case of poloidally asymmetric poloidal currents, such as those would arise from

the magnetic gradient drift.6,112 The flux surface average of this current is zero

and so it does not provide free energy to kinking. However, the average of the

Pfirsch-Schlüter current weighted to the localization of a ballooning mode, which

is localized to the low field side, is not zero, so it may have a small effect. The

equilibrium reconstruction will contain JPS, regardless of whether or not it has a

significant effect on peeling-ballooning stability.112

Finally, note that many of the fits performed in the process of constructing

a kinetic EFIT from the temperature, etc. measurements require some human in-

tervention. Different preferences when manually adjusting knots, as is sometimes

required, or different interpretations of what profiles should look like (for example,

the impurity fraction in the pedestal is believed by some to be constant) can lead

to different results. The discrepancy in EFITs produced by different experienced

users has been studied and can dominate experimental uncertainty. Estimated

uncertainties in the edge current and pressure gradient due to these fitting uncer-

tainties are used as the error bars displayed on the p′ − J space stability maps

shown later.

3.2.2 Ideal Linear Stability of Peeling-Ballooning Modes

(ELITE)

In order to efficiently study the discharges found in DIII-D, including re-

alistic geometry and non-local effects, the ELITE code was used.14,49,113 ELITE

solves an expansion of the ideal MHD equations to the accuracy required to study

peeling-ballooning mode thresholds, and to calculate growth rates for experimental

or hypothetical equilibria. ELITE employs an analytical expansion and numerical

methods which allow it to very efficiently study intermediate to high nmodes which

are thought to cause type-I ELMs. The MHD energy equations are expanded in

1/n to second order and the resulting set of Cauchy-Euler equations for Fourier

mode amplitudes are then solved numerically. The Fourier modes here are trial so-

lutions with the form exp[i(mθ−nφ−ωt)]. ELITE is further optimized to improve
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efficiency by noting that Fourier modes will be concentrated around their rational

(m = nq) surfaces, so only a subset of poloidal harmonics, determined by the q

profile and the toroidal harmonic being considered, are significant at any given

point and the rest can be neglected. An analytic expansion of the Grad-Shafranov

equation (eqn. 3.77) is performed to allow more precise calculation of local (same

flux surface) quantities and their derivatives. Finally, the grid for evaluating the

finely varying Fourier modes is separated from the grid for the equilibrium, which

can be much coarser. The expansion in 1/n means that ELITE is appropriate for

n values of at least 4 or 5, and typical type-I ELMs have n ∼ 5− 30.

It can be seen from equations 9, A4, and A5 of Wilson et al.49 that the

eigenvalue γ2
MHD depends on mass density as γ2

MHD ∼ 1/ρ, making it convenient to

normalize growth rates to the Alfvén96 frequency ωA = vA/R, where vA = B/
√
µ0ρ,

and results are given in terms of γ/ωA in many of the papers on the subject.

This also allows ideal codes to be run with a simplified setup that only uses the

information contained in the equilibrium reconstruction and not the experimental

density and still provide γMHD/ωA.

The ideal model does not account for stabilization by finite Larmor ra-

dius and diamagnetic effects, and it is common practice to compare the calculated

growth rates to ω∗i/2, where ω∗i = kTin
′
i/(ZeBni) is the ion diamagnetic drift

frequency, k = 2π/λ, is the wavenumber, ni and Ti are the ion density and tem-

perature, Z is the charge state, and e is the elementary charge. Ion temperature

gradients are typically much shallower than density gradients at the edge of a

tokamak. With this diamagnetic threshold (γMHD > ω∗i/2,100 see section 3.1.2),

ELITE does successfully predict ELM onset in most regimes, including large type-I

ELMs.14 An exception is high density type-III ELMs, which may involve kinetic or

resistive effects.14 In fact, ω∗i is subject to variation over the width of the pedestal.

The simplest approach is to use the peak value of ω∗i, but this can be improved

by using an effective value ω∗eff which accounts for variation across the pedestal.

ω∗eff may be obtained from a two-fluid calculation with the BOUT++ code;114 the

condition for instability is then γMHD > ω∗eff/2.115 That is, BOUT++ is used to cal-

culate P-B ballooning stability with self consistent treatment of the rapid spatial
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variation of the diamagnetic frequency included, and comparison with a calcula-

tion which does not directly include kinetic effects (such as ELITE) gives ω∗eff .

This can be used to check the results of the faster, ideal calculations against more

computationally expensive, two-fluid calculations, or ω∗eff can be fit to two-fluid

results and used as an improved threshold in future ideal calculations.115 Details

of ω∗ are more important for higher n and changes in the ballooning limit on p′ will

be greater than changes in the peeling limit on J , where the growth rate increases

rapidly as a function of current and reasonable error in ω∗i should not move the

boundary significantly: ω∗eff calculations are most valuable for high n ballooning

dominated modes and least important for low n peeling dominated modes. As will

be seen, the plasma discharges considered in this work are closer to going peeling

unstable ((Jlimit − J)/σJ < (p′limit − p′)/σp′) and the most unstable modes are low

n ∼ 5, so the advanced treatment of ω∗eff is neglected and constant ω∗i, evaluated

at its peak value in the pedestal, is used. The quality of this approximation can

be understood from figure 4 of Snyder et al.,115 while remembering that errors in

growth rates translate into small errors in the position of the stability boundary

in p′ − J space.

ELITE has been successfully benchmarked against GATO116 for 4 ≤ n ≤ 10,

the MISHKA compressionless MHD code117 for 5 ≤ n ≤ 20, MARG2D for 5 ≤ n ≤
100,118 M3D-C1 for 5 ≤ n ≤ 40,119 NIMROD for 5 ≤ n ≤ 20,120 and BOUT++ for 5 ≤
n ≤ 45.121 Further evidence of ELITE’s validity for computing pedestal stability

comes from the success of the EPED model, which combines ELITE calculations on

sets of model equilibria with a model for kinetic ballooning modes constraints to

predict the pedestal height and width.23,75,115 EPED is described in more detail in

section 2.7.1.

When ELITE runs are badly set up or the inputs poorly resolved, ELITE

will attempt to calculate growth rates anyway and will flag potentially bad runs.

ELITE is also computationally cheap to the point that many perturbation points

in p′ − J may be tested and thus bad runs which escape ELITE’s automatic error

identification are apparent as they break unnaturally from the trends set by neigh-

boring points (assuming enough of the neighbors are valid to form a clear trend).
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It is easy to assess the quality of results.

In the analysis reported here, ELITE has consistently returned reasonable

stability maps. Furthermore, ELITE runs prior to back transitions are grouped with

ELITE runs on the ELMing and early (shortly after the L-H transition) phases of

the same H-modes, which always identify stability or instability consistent with the

observed absence or presence of type-I ELMs. This establishes that ELITE is valid

for the shape and other conditions being tested and is being operated correctly.

3.2.3 Resonance and Edge q in Numerical Models

An additional consideration for ideal stability analysis near the edge of the

plasma is the value of the safety factor at the edge of the model, qa. The model

in ELITE includes an ideal plasma and an ideal vacuum with a sharp transition

between them. In reality, the high temperature and highly conductive (Spitzer

resistivity η ∼ T−1.5) core plasma connects to the insulating vacuum through a

boundary layer where temperatures are much lower. The layer where neither the

ideal plasma nor the ideal vacuum approximation may be applied is generally thin

enougha that treating it as an abrupt transition generally provides a reasonable

approximation. These models place the plasma-vacuum transition slightly inside

of the nominal separatrix to avoid an ideal plasma calculation at the X-point,

where q diverges, where length scales become smaller than the gyro radius such

that ideal MHD is no longer a good approximation, where models based on Fourier

expansion in the poloidal direction break down, and where 3D effects (such as small

errors in the applied magnetic field) are important such that the 2D equilibrium

approximation breaks down.122 That is, the ideal edge of the plasma is placed

slightly inside the nominal 2D separatrix. But since q increases rapidly at the

edge, small differences in the cutoff condition result in large differences in edge

q. This makes the status of the resonance condition, m = nqa, very uncertain.

aResistivity in the pedestal has not been measured directly. Length scale of exponential fit to
Spitzer resistivity ≈ 2%ψN ≈ 0.7 cm in H-mode; Lundquist number91 S with 3 cm (∼pedestal
width) length scale drops to ∼ 104 at ψN ≈ 0.99 ≈ 0.3 cm inside the separatrix, compared to
> 106 inside of the pedestal. In fact, the region of small S is too thin to measure with Thomson
scattering beyond an upper bound.



110

While this has little bearing on the limiting pressure and current (the position

of the stability boundary in p′ − J space is insensitive to variation in the exact

cutoff location within the typical range of values), matching cutoff settings can be

important when comparing results from different codes or when making precise

comparisons between results from the same code at different mode numbers. This

is relevant to this work as we would like to understand how stability limits vary

with mode number.

ELITE is able make small adjustments to the equilibrium f (see eqn. 3.77)

to control the value of ∆ = (m−nqa). For small values of ∆, peeling drive is larger

than for higher values. When a finite diamagnetic threshold is included, variation

in ∆ and cutoff location (when beyond ψN ≈ 0.994) are generally small effects

(compared to measurement uncertainty) on the calculated stability threshold.23

Nonetheless, consistency in treatment of these effects is required if one wishes a

code benchmark to precisely reproduce calculated growth rates across different

codes.

If constant ∆ is not used, then variation in stability with respect to mode

number n can be masked by variation in response to changing ∆ (recall that the

current profile is modified to produce the variational equilibrium set and stability

map; this alters q). At high n, there may be many n values with similar behavior

and averaging these can remove fluctuations due to changing ∆. But at low n, every

step can have large effect and no averaging to remove ∆ dependence is possible. In

order to precisely compare stability between n = 5 and n = 10, for example, as a

function of mode number, the ∆ dependence must be treated consistently. ELITE

can make a negligible change to the toroidal field, modifying f 2 = (RBφ)
2, in order

to accommodate specified values for both cutoff location and ∆. This changes qa

slightly, but the change is well within the uncertainty. Because n is fairly large,

the change in qa needed to fix ∆ is quite modest (e.g. for n = 15, changing ∆ by

0.5 requires a change in qa of 0.5/15 = 0.03). The specified value of ∆ was 0.2 for

this work, which is consistent with past results and gives a value which is typical

of the average growth rate averaged over possible values of ∆.
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4 Ideal MHD Stability Analysis

of H-L Back Transitions with

ELITE

High confinement or H-mode is an attractive regime of tokamak operation

as it allows operation at higher temperature and density than L-mode or Ohmic

operation.9,10 In H-mode, additional stored energy builds up behind a transport

barrier which is present in the last ∼ 5% of closed flux surfaces. This inventory of

heat and particles must necessarily be released during the termination of a plasma

discharge. The transport barrier typically forms rapidly and it can also dissipate

abruptly. The resulting outflow of plasma may have deleterious effects on the

plasma facing components of ITER or a reactor and must be better understood

and possibly mitigated. Understanding what physical processes are involved in or

before H-L back transitions is necessary in order to predict heat loads and to plan

mitigation techniques.

This chapter tests whether the H-L back transitions in a given scenario

begin with peeling-ballooning instabilities. The large, sudden pedestal relaxations

observed at the start of back transition sequences have been referred to as type-I

ELMs in previous publications.42,44 Type-I ELMs are understood to be triggered

by ideal peeling-ballooning modes,14 and there is much research available for pre-

dicting heat loads and guiding mitigation or suppression50,78–80 strategies of these

modes. So, identification of an ideal peeling-ballooning mode as an important

component of the H-L sequence would lead to useful understanding and ability to

control H-L transitions. However, the transient event in question is shown in this

112
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chapter to be distinct from the ideal P-B driven type-I ELMs. So, work done on

type-I ELMs cannot be applied. Fortunately, chapter 5 will present a promising

strategy for controlling energy released by the transient.

4.1 Experiment Setup

The goal of these experiments was to test whether an ideal peeling-balloon-

ing instability is triggering the initial “transient”, which in this chapter will refer

to the large Dα spike and sudden reduction in pedestal height at the start of the

H-L back transition sequence.

The case of a simple, spontaneous transition out of H-mode was isolated

by establishing ELMing H-mode with NBI; during this period, type-I ELMs set

the limit on pedestal height, which in turn sets the boundary conditions for core

physics. The toroidal field and plasma current are held steady while the beam

heating power is reduced to minimal levels needed for diagnostics, and a back

transition then occurs. The back transitions examined here are furthermore dis-

tinct from cases where an actively heated H-mode plasma experiences a large type-I

ELM which dissipates enough edge pressure that the plasma temporarily transi-

tions back to L-mode before recovering into H-mode. Here, the power is low and

the H-L transients are well separated in time from the periodic type-I ELMs. Typ-

ical shot parameters are listed in table 4.1 and a typical boundary shape in relation

to key diagnostics is shown in figure 4.1.

The conditions of this experiment were arranged to make the transition

sequence as long as possible to facilitate diagnosis of important phenomena and

because of interest in identifying conditions for a “soft landing”, which is a tran-

sition that avoids the rapid collapse of the edge pedestal and instead provides a

longer, more gradual reduction in edge pressure gradient. To this end, a shape

which has produced long “dithering” H-L transition sequences in previous exper-

iments was chosen. Dithering periods during L-H or H-L transitions are charac-

terized by small, rapid Dα bursts and confinement times between L- and H-mode

values: the dithering phase is an intermediate step in the transition. Although
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Table 4.1: Typical shot parameters

Symbol Value Name

Bt -2.15 T Toroidal field, vacuum, at magnetic axis

Ip 1.0 MA Plasma current

βN 1.0-2.0 Normalized beta during ELMing H-mode

q95 4.6-4.9 Safety factor at 95% flux surface

κ 1.75 Elongation

δup 0.11-0.38 Upper triangularity

δlow 0.3 Lower triangularity

a 0.58 m Minor radius

Rm 1.74-1.77 m R: Major radius, magnetic axis

Zm -0.02-0.00 m Z: Height above machine midplane, mag-

netic axis

Rxpt 1.53 m R, dominant X point

Zxpt -1.17 m Z, dominant X-point

Rgap,out 8.3 cm Outer gap

Pinj 3300 kW (heating)

160 kW (diagnostics)

Average neutral beam power injected

Vac 50, 75, 81 kV Beam accelerating voltage for various heat-

ing and diagnostic purposes

n̄e 1.7× 1019/m3 Line average density before L-H transition

long dithering phases are present in the transition sequences examined, the start

of the sequence is still associated with a large, ELM-like transient which rapidly

relaxes the pedestal height (figure 4.2 at 4402 ms and figure 4.3). In this chapter,

it is only the first spike in Dα (or rather, conditions immediately preceding it and

the rapid pedestal collapse) which is being tested against P-B calculations.

In these discharges, the type-I ELMs driven during the heated phase are

separated from the start of the back transition sequence by a long ELM-free period

lasting up to hundreds of milliseconds (about 170 ms in the example of figure 4.2).
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Figure 4.1: EFIT equilibrium reconstruction of shot 154749 at 4400 ms. CER
chords with tangential views are marked with black diamonds. Thomson scattering
chords on the core and tangential subsystems are marked with black plus signs.
The separatrix is a thick magenta line. The vacuum vessel is a thick black line
around the outside, and the gray area within it is taken up by equipment and
carbon wall tiles.

During this time, low powered neutral beams are used to enable measurements of

carbon ion impurity temperature, density, and rotation with CER. The ion profiles

were combined with electron profiles and used to reconstruct equilibria with the

EFIT code.71

H- to L-mode back transitions have been observed to be accompanied by

a sudden drop in stored energy and pedestal height, as shown in figure 4.2 by

time traces of these and other parameters, and in figure 4.3 by profiles before

and after the intial Dα spike (4402 ms, figure 4.2) associated with the H-L tran-

sition sequence. Depending on how the energy released by the transient scales
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with machine size, this event could pose a problem for next step devices such as

ITER. The transient is superficially similar to a large type-I Edge Localized Mode

(ELM). Although benign in present-day tokamaks, models of peeling-ballooning

driven type-I ELMs indicate that these events will cause high levels of wall ero-

sion in ITER and must be controlled.17–20 The onset of many varieties of ELMs,

including large type-I ELMs have been shown to be consistent with ideal peeling-

ballooning modesa.14,49,123,124 If the transient is a peeling-ballooning unstable

type-I ELM,14,46 then existing ELM models may be applicable and could provide

estimates of heat loads or guide mitigation strategies. Here we provide a detailed

MHD stability analysis of the edge pedestal immediately preceding the H-L back

transition transient. The results indicate that the H-L transient is not driven by

ideal peeling-ballooning modes.

In the representative example shown in figure 4.2, neutral beam injection

(NBI) is turned on at the start of the plot range and soon triggers the L-H transi-

tion, ending in ELM-free H-mode at 3540 ms. The H-mode develops until ELMs

are driven starting at 3770 ms. Beams are reduced to diagnostic levels at 4200 ms,

and ELMs stop at 4230 ms. An ELM free period persists until 4402 ms, when

the back transition sequence begins with the large transient in Dα emission [figure

4.2(a)]. Figure 4.3 shows the relaxation of the pedestal as a result of the transient

at 4402 ms: the height of the pedestal (especially in density) is greatly reduced

between the slices at 4401 and 4411 ms.

aThe ideal peeling-ballooning model provides explanations for large and small type-I ELMs,
type-II ELMs, and low density type-III ELMs.
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Figure 4.2: Evolution of a plasma leading up to an H-L back transition. Critical
times are marked with vertical red lines. (a) Dα emission measured on a chord
ending on the outer strike point on the divertor shelf, (b) NBI average power;
several beams are modulated for diagnostic reasons. Smoothed power is plotted in
bold, (c) plasma stored enrgy from MHD calculation, (d) pedestal electron density
from tanh fit to Thomson scattering data, (e) corresponding pedestal electron
temperature. (f) pedestal pressure gradient from tanh fit.
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Figure 4.3: Relaxation of the pedestal as a result of the candidate event at
the beginning of the back transition sequence. A time slice immediately before
the event is shown with red dashes (Thomson scattering) and diamonds (CER),
10 ms later (after the event) with green squares (Thomson scattering), and 20 ms
after the first slice with blue Xs (Thomson scattering) and triangles (CER). (a-c)
Electron temperature, density, and pressure, (d) Dα from the outer strike point on
the divertor shelf with vertical lines marking the times in the profiles above, (e) ion
temperature, (f) fully stripped carbon density from CER (faded dashes and Xs)
and calculated deuterium density (diamonds and triangles), (g) toroidal rotation
(CER).
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4.2 Stability Analysis

Equilibria were constructed from data taken ∼ 10 ms before the transient

events at the start of back transition sequences. The exact timing varied from case

to case and the preferred candidates were those with neutral beam blips supplying

CER data in close temporal proximity to the start of the events. Use of two

CER slices was preferred to ensure accuracy. With a 2.5 ms CER integration

time and 5 ms beam blips, this usually meant one blip was needed, but there

were occasions where data from two blips were needed. In such cases, the time

period from which data were drawn extended to ≈ 20 ms before the start of the

back transition. Such a long time period is acceptable given the slow evolution

of the discharge preceding the back transition, with ELM-free periods commonly

persisting for more than 100 ms between the last type-I ELM and the start of the

H-L sequence. In a typical type-I ELM cycle, the edge profiles develop to nearly

marginal stability by 80% of the time interval between ELMs. The equilibria were

calculated for 257× 257R− Z grids.

To construct a stability map in p′ − J space and evaluate how close the

plasma is to the stability boundary, the pressure and current profiles which are used

to constrain the equilibrium solver are varied and a new equilibrium is calculated

at each perturbation point. p and J are soft constraints and it is generally possible

to find a self consistent equilibrium solution within the appropriate uncertainties

even with perturbations added (there are limits, however. For a large enough

perturbation, eventually the solver will fail to converge). Stability calculations

are then performed for each new equilibrium reconstruction. The profiles in the

core are adjusted to maintain constant total current Ip and βp. If the initial

equilibrium (for experimental data with no variation added) is well constructed,

most (&90%) of the solutions for the variations will typically converge. A set

of about 200 perturbation points gives a fairly well resolved view of stability in

p′ − J space and allows easy identification of outliers, which are then removed.

The range of variation in p and J was determined by an initial guess and then

expansion as needed to include appreciable areas of stable and unstable space.

The range of variation is also limited by the ability of EFIT to converge upon
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equilibrium solutions for the perturbation points, although this limitation was not

an issue for this study. The entire process was controlled using established routines

which fit profiles to the experimental temperature and density data and use these

to call EFIT with pressure and current constraints, including appropriate sets of

variations.112

For the purposes of labeling the profiles, p′ is evaluated at the location of

peak pressure gradient. The current label J is intended to give a sense of the

amount of current at the edge of the plasma and is the average of current density

at the bootstrap peak and at the “separatrix” (after cutoff) normalized to the

average current density throughout the plasma. The full pressure and current

profiles output by the equilibrium reconstruction are used by ELITE.

ELITE is used to calculate a growth rate for each point in the p′ − J scan

for each of a selection of mode numbers. Typically, testing of n = 5, 10, 15, 20

and 25 gives a good representation of the overall stability boundary. The majority

of runs were carried with a nominal cutoff at 99.5% of ψN . The resonance control

(see section 3.2.3) was set to ∆ = m0 − nqa = 0.2, where qa is the safety factor at

the boundary between ideal plasma and ideal vacuum in the model, and m0 is the

poloidal mode number of the resonant surface just outside the plasma, such that

0 ≤ ∆ < 1.

Values for the cutoff location and equilibrium convergence level were chosen

for consistency with standard practice, but were tested to ensure adequacy for this

study: A more tightly converged equilibrium set was generated for one case and

a test with ELITE found insignificant difference in the stability boundary location,

demonstrating that the standard convergence level used in the rest of the runs was

adequate. A cutoff at 99.7% of ψN was tested and found to also have insignificant

effect on the stability boundary location.

As further validation that data quality was adequate and the analysis pro-

cedure and setup were valid, ELITE was used to analyze conditions not just before

back transitions, but also immediately before ELMs (expected to be very close

to stability limit) and shortly after the L-H transition (expected to be far from

stability limit). The selection of data for these cases was done as follows: Pedestal



121

pressure drops during an ELM and recovers afterward, until it is high enough to

drive the next ELM (see figure 1.9). Data taken after 80% of the inter-ELM time

will have a pressure profile which is close to triggering the next ELM. Thus, data

which occur between 80 and 99% of the time interval between any two ELMs were

collected and used to form a composite profile representing the pedestal shortly

before an ELM is triggered. This is a common practice for increasing the number of

measurements available and reducing uncertainties. The equilibrium constructed

from these data should be very close to the stability boundary. Another equilib-

rium was constructed from data taken during the ELM-free period after the L-H

transition, well before any ELMs occur, and this should be far from the stability

boundary. These cases were used to validate the data and procedures being used.

Figure 4.4 shows time windows for data selection for the different cases.

Calculations with ELITE clearly show the plasma evolving from a condition

of P-B stability shortly after the L-H transition, to a condition of P-B instability

before each type-I ELM, and back to stability before the H-L transition sequence

begins with the transient. Representative stability maps for these three cases are

shown in figures 4.5-4.7 with the same plot ranges.125 Figure 4.4 shows the data

selection windows used to produce these stability maps. The normalized pressure

gradient α, used as the X axis of these figures, in general magnetic geometry,126,127

is given by equation 4.1:

α =
2µ0

4π2

dp

dψ

dV

dψ

√
V

2π2R
(4.1)

which in DIII-D may be approximated as:

α =
2µ0 q95 a R

2
xpt

√
κ (2000pe/Lpe)

R0 |Bt| dψ/dR
(4.2)

where Lpe is the electron pressure scale length, V is the plasma volume, and the

other variables may be understood from table 4.1 and the coordinate conventions

described in chapter 1. In simplified, shifted circle geometry, α = −Rq2dβ/dr

(compare to the estimate for critical β before a ballooning mode given by eqn. 3.62:

−dβ/dr ∼ 1/Rq2).

It can be seen from figures 4.5 and 4.6 that ELITE is correctly predicting

stability and instability in the early ELM-free and ELMing validation cases, con-
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Figure 4.4: Time trace of Dα emission at the outer strike point shaded to show
the data selection windows for a set of ELITE runs. Shaded in green at the left
is an early ELM-free period after the L-H transition. Shaded in pale pink is the
overall time window where consideration of ELMs was allowed. The window starts
late in an attempt to capture ELMs with consistent properties such as inter-ELM
period. The window ends when NBI power is reduced. In red are the windows
where the 80-99% criterion was satisfied and data were used. Shaded in blue is the
pre-H-L transition time window.

sistent with earlier published results.14,23 The key results are shown in figure 4.7,

which indicates that the plasma is stable before the back transition: the large Dα

transient event is not an intermediate-n ideal-peeling ballooning mode and so it is

not a type-I ELM.

Figure 4.8 repeats the data shown in figure 4.7 with the grid points marked

by their most unstable toroidal mode number, showing that n = 5 is common near

the peeling boundary and n = 6−8 is more common near the “nose”, with a trend

towards higher n as current decreases along the ballooning boundary at the right.

Figure 4.9 shows the boundaries from figures 4.5-4.7 overlaid. There is

a minor difference between the peeling boundary between the ELMing and non-

ELMing cases (the top boundary, which is nearly horizontal, and is approached

as edge current increases). There is another difference between the H-L back

transition and ELMing boundaries at the “nose” of the diagram in the upper right;

the ballooning boundary for the ELMing case extends to higher α. However, if the

shallow gradient of growth rate in this region (see spacing of dashed lines in fig. 4.8)

is interpreted as uncertainty in the ballooning boundary, then the difference in
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Figure 4.5: Stability diagram for the plasma in ELM-free operation shortly after
the completion of the L-H transition sequence. The thick black line shows the
boundary between stable and unstable territory in p′ − J space, defined by γ =
ω∗/2, where γ is the ideal MHD growth rate. The operating point, marked by a
white star, is well within stable territory.

ELMing and pre-HL boundaries is not very significant. Thus the stability boundary

in the ELMing and H-L back transition cases is essentially unchanged.

The relative position of the stability boundary between the ELMing and

pre-transition cases (red X vs. blue diamond in fig. 4.9) is important because

changes in the boundary are harder to detect from available measurements than

are changes in pedestal height. It could be seen from automatic tanh fit series that

the electron pressure gradient was not evolving dramatically during the ELM-free

period following power reduction, and the gradient was lower throughout ELM-

free than it was before the ELMs, having never fully recovered from the last ELM.

Although the ion behavior is less obvious, it still could be reasonably expected that

the ballooning limit was not being reached by evolution of the pressure gradient.

However, the hypothesis that the boundary was contracting to meet the operating

point seemed reasonable prior to these calculations. The change in the calculated
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Figure 4.6: Stability diagram for 80-99% of the ELM cycle for the same H-mode
as in figure 4.5. The difference between the operating point and the stability
boundary is less than the estimated uncertainty, consistent with operation near
the onset of peeling-ballooning instability.

ballooning limit is small compared to the difference between either boundary and

the operating point, so clearly it is not the case that a ballooning dominated mode

is being triggered by a contracting stability boundary at the time of the H-L back

transition transient.

Note that it is also possible for a ballooning mode to be triggered by a

decrease in current if the pressure gradient is maintained (see fig. 3.6) because edge

current has a stabilizing effect on the ballooning mode. It can be seen from the

ELITE results in figure 4.7 that this triggering mechanism is not responsible for the

transient. A ballooning mode triggered by reduction in current might happen with

stronger shaping of the plasma boundary because strong shaping tends to produce

a ballooning boundary with a shallower positive slope vs. pressure gradient.

The peeling behavior is less obvious. The lowest order expectation from

traces of easily diagnosed quantities would be that edge current is decreasing, as

electron pressure gradient remains fairly steady while density accumulates, increas-
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Figure 4.7: Pre-H-L back transition stability diagram. The operating point has
returned to stable space. The current error bar nearly reaches the boundary, but
falls just short.

ing collisionality and thus damping the bootstrap current. So, in order to trigger

a peeling dominated mode, the current limit would have to decrease faster than

the edge current. The comparison in figure 4.9 shows that the boundary is not

decreasing to meet the operating point; if anything, the current limit is higher

before the back transition than it was during the ELMs.

The ELMing and pre-back-transition stability maps were generated for sev-

eral cases across a range of values of upper triangularity. The results were consis-

tent: the ELMing operating point was always within error bars of the boundary,

and the back transition operating point was always in stable territory with er-

ror bars not reaching the boundary (figure 4.7 shows the case with the smallest

margin between the stability boundary and the maximum expected current, given

by measured current + uncertainty). None of the transient events examined were

consistent with ELITE’s implementation of the ideal peeling-ballooning model for

n = 5, 10, 15, 20, or 25. All of the ELMing cases were consistent with ideal P-B
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Figure 4.8: Pre-H-L back transition stability diagram, showing the distribution
of test points in the p′−J perturbation scan. γ = ω∗ is marked by a thick line with
thin dashed lines at 0.5 and 1.5 times this value. The numbers on the plot indicate
the most unstable mode at each test point. Tested were n = 5− 10, 15, 20, 25.

instability in the same set of mode numbers.

Because the highest growth rate along much of the boundary was for the

n = 5 mode, followed by n = 10, modes n = 6 − 9 were tested for one case to

ensure that the stability boundary was not exceeded during the H-L transient by

one of these intermediate modes. As seen in figure 4.8, n = 5 is dominant along

the peeling boundary at the top, while n near 7 is more common at the ballooning

boundary at the right. Figure 4.10 shows the boundaries for the mode numbers

analyzed in figure 4.7. Although n = 20 and n = 25 were included in the analysis

presented in this figure, their stability boundaries are so far from the operating

point that the equilibrium set did not capture any point with n = 25 instability

and only a tiny region of n = 20 instability is seen at the very top of the plot.

The peeling boundaries for n = 5 and 6 are nearly indistinguishable. The

n = 7 − 10 boundaries occur at slightly higher current, with the peeling stability

boundary moving upward slightly with higher n. It appears that the rate of change



127

0 2 4 6 8
Normalized Pressure Gradient (α)

0.0

0.2

0.4

0.6

0.8

1.0

1.2

E
dg

e 
C

ur
re

nt
 [(

jm
ax

+
js

ep
)/

2<
j>

]

0 2 4 6 8
0.0

0.2

0.4

0.6

0.8

1.0

1.2

0 2 4 6 8
0.0

0.2

0.4

0.6

0.8

1.0

1.2

0 2 4 6 8
0.0

0.2

0.4

0.6

0.8

1.0

1.2
Early ELM-Free
ELMing
Pre-HL

Figure 4.9: Overlay of the boundaries and operating points from figures 4.5-4.7.

of limiting current with n increases at higher n. At the “nose” of the diagram (the

coupled peeling-ballooning region at the right), large expansions of the stability

boundary are seen as n increases above ≈ 7, although the n = 5 − 7 boundaries

are nearly co-located. The ballooning limit on the pressure gradient (lower right

edge of stability space) contracts with increasing n from n = 5− 8. The boundary

expands again for n ≥ 9, at least within the range of edge current explored in

this perturbation scan. Extrapolation of the n = 9 and 10 boundaries would

suggest that those mode numbers would be most unstable at lower current. So,

the stability limit in this shot setup can be defined along much of the boundary

from analyzing just the n = 5 mode. A good estimate across most of the boundary

can be estimated from an analysis of n = 5 and n = 10 only. The area of p′ − J

space where n = 6−9 is limiting is small, it is far from the operating point, and the

local uncertainty in boundary location is relatively large. Therefore, the analysis

of n = 5, 10, 15, 20, and 25 only, which is what was done for all cases except for

the example presented here, is sufficient to capture the stability behavior within
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Figure 4.10: Overlay of the boundaries of several mode numbers present in the
analysis shown in figure 4.7.

ELITE’s range of applicability, and it can be concluded that no n ≥ 5 ideal peeling-

ballooning mode is linearly unstable before any of the back transitions which were

analyzed.

4.3 Other Tests

4.3.1 Triangularity Scan

A scan in triangularity was included as a test of parametric dependencies

in P-B theory: theory14 and experiment17 agree that the limiting pressure gradient

before large type-I ELMs should depend on the plasma triangularity opposite to

the dominant X-point. Thus if the H-L transients of interest here are large type-I

ELMs, they both should then have the same scaling of critical p′ with triangularity.

The upper triangularity of these lower single null discharges was scanned from 0.11

to 0.39 (fig 4.11) to allow comparison of the pre-back-transition pressure gradient
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  Shot Time δtop

154751 1000 0.12

154751 2000 0.16

154751 3500 0.20

154751 4000 0.26

154752 2500 0.29

154752 3000 0.35

154754 3000 0.39

  
 

 

Figure 4.11: Variation of upper triangularity. The plasma boundary is shown at
several representative time slices during the triangularity scan. Note the difference
in the top left corner of the boundary.

to the pre-ELM pressure gradient to provide a secondary experimental check on

the results from ELITE.

To maximize the number of back transitions observed in this scan, primary

heating power was cycled on and off, resulting in a series of transitions in and out

of H-mode, as seen in figure 4.12. In fact, not all of the transitions proceeded all of

the way to L-mode, but rather, H-I-H sequences were common, where I stands for

I-phase and represents the dithering part of the transition sequence. The ELM-like

transients occur at the H-I transition and thus the H-I-H and H-I-L-I-H sequences

provide equally valuable opportunities to evaluate MHD stability.

The first period of H-mode in the example shot is different from some of

the others which follow. There was not enough time for the current profile to fully

relax. That the core current profile is not fully relaxed is reflected in li measured at

≈ 75% of the value seen in the following H-modes. Full current profile relaxation

appears to be achieved in the second H-mode. These early H-modes appear to

display the same transient at the start of the back transition sequence, tests with

ELITE in one of these cases were consistent with tests on the higher li cases, and

results from the triangularity scan are consistent between high and low li H-modes,

indicating that the transient is not sensitive to details of the core current profile.
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Figure 4.12: Setup of a typical shot including several transitions in and out of
H-mode for the upper triangularity scan. Vertical red lines mark the start of five
back transition sequences, each beginning with an ELM-like transient. (a) Neutral
beam injected power, (b) divertor Dα emission, (c) βN , (d) βp poloidal beta, (e)
δup, upper triangularity, (f) Rm, major radius of magnetic axis, (g) li, internal
inductance, showing that the first H-mode was not fully relaxed. The traces show
in figure 4.2 correspond to one of the phases of H-mode in a similarly constructed
shot.
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Figure 4.13 shows the results of the triangularity scan. Each back transition

was preceded by a period of ELMing H-mode. The maximum pressure gradient

observed between ELMs is shown in black and the maximum pressure gradient

observed between the last ELM and the start of the back transition is shown in

red. Here, the pressure gradient is defined by the ratio of height to width of

a series of hyperbolic tangent fits to the electron pressure measurements made

by Thomson scattering and adjusted to account for flux expansion such that the

reported pressure gradient should be equivalent to a measurement made at the

outboard midplane. The tanh fit is performed using positions of chords along the

vertical laser, shown in figures 2.4 and 4.1. The details of the tanh fit to the

pedestal are described in Groebner et al.74 Upper triangularity is calculated from

the geometry in the equilibrium reconstruction.71,127,128

Linear fits to each group of data show that the maximum pressure gradient

before ELMs increases with triangularity with a slope of 1078±91 kPa/m, whereas

the maximum pressure gradient before back transitions varied as δtop × 431 ±
65 kPa/m. Thus, the pre-ELM critical electron pressure gradient needed for ELM

onsent increases 2.5 ± 0.43 times faster than pre-transition gradient when upper

triangularity is increased in the range 0.1 < δtop < 0.4.

The significantly different dependence on triangularity between the pre-

ELM and pre-transition cases shows that the pressure gradient before the tran-

sition is not being limited by the same mechanism (ideal P-B instability) that

is operative during the type-I ELM events. This is consistent with the conclu-

sion of the ELITE tests in section 4.2 that the back transition transient is not a

type-I ELM. Note that very large type-I ELMs often occur near the“nose” of the

stability diagram (in general14 and in these experiments, see figure 4.6), where

peeling-ballooning coupling is important. The largest type-I ELMs are typically

strongly coupled peeling-ballooning modes. Smaller ELMs may be produced by

crossing other parts of the P-B boundary. A ballooning dominated ELM, for ex-

ample, could hypothetically relax its own drive (pressure gradient) and turn itself

off fairly quickly.14 Although the difference in ∇p vs. δtop scaling does not prove

that these plasmas are stable to all ideal peeling or ballooning before back transi-
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Figure 4.13: Pressure gradients vs. upper triangularity. Black diamonds: maxi-
mum gradient measured during ELMs for each H-mode. Red squares: maximum
gradient observed during the ELM-free phase before each back transition. The
gradient here is calculated from the height and width of a hyperbolic tangent fit
to electron pressure. Width is adjusted for flux expansion and geometry to give
the gradient at the outboard midplane. The lines are linear fits to the two data
sets and the shaded regions represent uncertainty in the fits.

tions, this result does indicate that strongly coupled peeling-ballooning activity is

not at work in the H-L transition, again consistent with the conclusion that back

transition associated transients are not large type-I ELMs.

4.3.2 Radial Structure of Pedestal Collapse

The normalized temperature loss profile across ELMs ∆Te/Te = (Te,final −
Te,initial)/Te,initial has been shown to be a good estimator for the mode structure and

is consistent with calculated mode amplitude profiles.14,46 Thus an examination of
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this quantity during ELMs and during the H-L transient provides another way to

test whether or not peeling-ballooning instability is operative during the H-L back

transition. Figure 4.14 compares temperature losses across an example ELM (left)

and a back transition transient (right). The top row shows electron temperature

profiles measured by Thomson scattering before and after each event, followed by

the differences in the before and after profiles on the second row. The timing of

the profiles relative to the spikes is shown at the bottom of the figure. Evolution

of plasma parameters is typically much faster after a crash than before: in an

ELMing H-mode, most of the recovery happens early in the inter-ELM period.

So it is critical that the timing between the “after” profiles and the Dα spikes be

similar and cases with similar timing were found. The “before” profile is much less

sensitive to timing, provided it is not within the short (∼ 1− 10 µs) growth time

of the MHD mode that triggers the ELM crash.

Figure 4.14(e) shows the normalized temperature losses from both the ELM-

ing (blue triangle) and back transition (purple square) example cases overlaid. It is

seen that the ELM effects penetrate farther than the HL transient, which is more

narrowly localized within the edge barrier region. Thus, the transient associated

with the back transition has a different radial mode structure than a typical type-I

ELM, which suggests that the underlying mechanisms of the two types of transient

events are different, consistent with the earlier stability analysis results.
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Figure 4.14: Changes in electron temperature profile from Thomson scattering
before and after a typical type-I ELM (left) and a back transition transient (right)
showing differences in mode structure: (a,b) temperature profiles before (red X)
and after (green diamond) the event in question. (c,d) difference between profiles
in first row, (e) difference in temperature normalized to local temperature before
the ELM (blue triangles) and back transition transient (purple squares), (f,g) time
trace of Dα light from the outer strike point. Vertical lines mark the times when
profiles were measured.
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4.4 Discussion

Experiments were performed to determine if the large transient seen at the

start of H-L back transition could be attributed to a P-B instability. In particular,

NBI heating power was reduced to the minimum level required for diagnostics (edge

CER) while other parameters, such as plasma current and toroidal field, were held

steady. This produced discharges where the start of the back transition sequence

was separated in time from the typical type-I ELMing period of the discharge. The

plasma boundary shape was chosen to produce dithering H-L transitions, as the

dithering transition is a candidate for producing a “soft landing” wherein stored

energy ramps down smoothly, rather than suffering a sudden drop as in a “hard”

back transition. However, even with a setup which produces long, slow, dithering

transitions, the H-L sequence still normally begins with the transient: hard back

transitions happen even when the rest of the transition sequence is very gradual.

This is a barrier to engineering a soft landing, which motivated studies in these

particular conditions and this shape.

The results presented here show that the transient event associated with

the start of the H-L back transition sequence is not driven by the same physics

as the large type-I ELMs it resembles: it is not a linear, ideal peeling-ballooning

instability and it is especially not a peeling-ballooning mode triggered near the

“nose” of the stability diagram, as is typical of large type-I ELMs. This conclusion

is supported by three findings.

First, results drawn from linear MHD stability analysis using ELITE clearly

show that the triggering mechanism for the transient at the start of these H-L

transition sequences is not an n ≥ 5 ideal peeling-ballooning instability, although

resistive, kinetic, and nonlinear effects are not ruled out. In particular, the stability

maps in figures 4.5 through 4.10 and the history of pressure gradients in figure

4.2 show that, just prior to the start of the H-L transition sequence, the plasma

operating point is well away from the ballooning boundary and is not evolving

toward it.

Second, the difference in scaling of the maximum pressure gradient before

ELMs and back transitions vs. boundary shape is quite different. If the back
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transition transient were due to the same physics as found in type-I ELMs, then

the scaling in the two cases should be similar.

A third observation supporting our conclusion is the fact that lower nmodes

typically penetrate deeper into the plasma,46 yet the H-L perturbation shown in

figure 4.14 shows shallower penetration depth than the type-I ELMs, indicating

that the transient has a higher n than do the type-I ELMs, which are consistent

with n = 5 − 10 P-B instability. Thus, the back transition transient is likely not

due to n < 5 P-B instabililty. This is consistent with prelimiary GATO116 results,

which so far do not indicate any n < 5 unstable modes, but a detailed discussion

of low-n stability is deferred to future work.

It is true that the error bars on the operating point on the stability maps

are large in the vertical direction and nearly reach the stability boundary (fig. 4.7).

However, during the ELM-free period prior to the back transition, density is in-

creasing and temperature is decreasing at the edge (see fig. 4.2), which means that

collisionality ν∗ ∼ n/T 2 is increasing and bootstrap current should thus decrease.12

Electron collisionality νe∗ . 1 during ELMs and & 1 during ELM-free prior to back

transition. This implies that the plasma operating point is moving down in the

stability plot (e.g. fig. 4.7)- away from the peeling boundary. As a result, it seems

quite implausible that instability could be triggered by the operating point reach-

ing the peeling stability boundary. Figure 4.9 shows that the stability boundary

positions are fairly consistent at different times in the shot, indicating that in-

stability is not triggered by the boundary evolving toward a stationary operating

point.

Figure 4.10 shows that the limiting current value at fixed pressure decreases

with n, suggesting that a lower peeling limit would be present at lower n. However,

the effect of a conducting wall, which is not accounted for in ELITE, becomes

increasingly important at low n: the perturbation to the vacuum field decreases

with increasing poloidal mode number m93,129 and given that m > nqa for an

external kink, it is clear that higher n requires higher m. A perfectly conducting

wall should have a significant stabilizing effect on low n external kink modes, and

a resistive wall should act like a perfectly conducting wall for modes rotating with
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ωrotτW � 1 where τW is the wall penetration time.130,131 The typical edge toroidal

rotation speed was 40-50 km/s at 2.2-2.3 m for these discharges and the wall

penetration time in DIII-D is a few milliseconds for low n,130,132 so ωrotτW � 1 is

satisfied and the vacuum vessel acts like an ideal wall. Low n should be expected

to be more stable to kinking than would be suggested by an extrapolation of the

ELITE results to n < 5. In the results shown in figure 4.10, it appears that n = 5

and n = 6 have essentially identical peeling limits, with n = 7 − 10 only slightly

higher. This trend suggests an n = 1 boundary very close to the n = 5 boundary

in the no-wall limit, with an even higher limiting current after wall stabilization is

accounted for. Therefore, low n < 5 external kinks should not be expected to be

unstable in these cases.

Competing models for the bootstrap current were examined. Koh et al.133

recently proposed a modification to the model by Sauter et al.12 based on studies

with the XGC0134 code. The prediction by the modified model, KCK12, is roughly

5% less than the value from the Sauter model at the bootstrap current peak in the

shots examined, with a more severe under-prediction at larger major radius (near

the foot of the pedestal). However, studies with the code NEO indicate that Sauter

is more accurate.135 So, Sauter’s model was used to calculate the bootstrap current

used to constrain equilibrium reconstructions before stability analysis. However,

calculations from both models were compared and the difference was less than

the uncertainty in edge current. When DIII-D had a functional lithium beam

diagnostic, spatially resolved measurements of the edge current profile indicated

that Sauter’s model was valid.136

When the P-B coupling is reduced by strong shaping, the stabilizing ef-

fect of edge current on ballooning modes dominates the slope of the ballooning

boundary (see fig. 3.6) and it should be possible to trigger a ballooning dominated

mode by decreasing edge current while holding pressure gradient constant. This

is qualitatively consistent with what is observed: the pressure gradient doesn’t

change much during the pre-HL ELM-free period [figure 4.2(f)], but temperature

[figure 4.2(e)] decreases while density [figure 4.2(d)] increases, implying decay of

the bootstrap current. However, the nose of the calculated stability diagrams does
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not appear to be prominent enough to support this as a mechanism for the H-L

back transition initiator event, nor is the pressure gradient prior to the transition

high enough (the operating point doesn’t start in the nose, so it can’t exit it by

moving to lower current). Furthermore, the lowest values in the triangularity scan

had no sign of the “overhang” in the stability boundary (formed by positive slope of

the ballooning boundary as seen in figure 3.6) which would allow this phenomenon:

the stabilizing effect of edge current on the ballooning mode was negated by cou-

pling between peeling and ballooning, and the ballooning limited pressure gradient

decreased with more current. The transients were still observed in these low tri-

angularity cases. This rules out the last possible path across the boundary and

eliminates ideal peeling-ballooning as an explanation for the observed transient.

Having eliminated type-I ELM like events as the trigger for the prompt H-L

back transition, we are then left searching for an alternate explanation. We note

that during the ELM-free period before the start of the back transition sequence,

the electron pressure gradient was not found to decay significantly in these ex-

periments. Pedestal density rises significantly while temperature falls, resulting in

increasing resistivity in the pedestal. These conditions could be driving a resistive

instability. High density type-III ELMs, thought to be associated with resistive

instabilities, are an example of ELM-like phenomena which occur below the zero

resistivity peeling-ballooning boundary;14 thus it is possible that the Dα burst as-

sociated with the start of the back transition sequence is related to this type of

resistive MHD phenomena. A more detailed analysis of this possibility requires

further work.

Other explanations related to E×B shear and fluctuations in the pedestal

are explored in the following chapters.
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5 Evolution of E×B Shear and

Coherent Fluctuations Prior to

H-L Transitions in DIII-D and

Contol Strategies for H-L

Transitions

5.1 Introduction

As discussed in previous chapters, high confinement mode (H-mode) is an

attractive regime for tokamak reactor operation as it allows higher temperature,

density, and confinement time than L-mode or Ohmic operation.9,10 However, the

H-L back transition is often led by a transient spike in Dα emission and rapid re-

laxation of the edge pressure profile which is superficially similar to a large type-I

ELM. This occurs even in shots which are specifically constructed to produce a long

dithering phase between ELM-free H-mode and L-mode; that is, even slow transi-

tion sequences are observed to include sudden drops in stored energy in addition

to an otherwise gradual decay of energy. This is a problem because rapid pedestal

relaxations are expected to cause severe heat loads on plasma facing components in

ITER.17–20 Limited tolerance for transient energy release in future devices requires

understanding and control of the H-L back transition. Although the Dα spike and

pedestal reduction at the start of many H-L sequences are similar to the results of

140
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a large type-I ELM, it was shown in chapter 4 that the triggering mechanism is

different: type-I ELMs result from ideal peeling-ballooning instability,14,49 whereas

these H-L back transition transients do not.137 This means that attempts to pre-

dict heat loads for these transients cannot take advantage of work that has been

done to develop scaling relations for ELM power deposition, nor are ELM suppres-

sion techniques likely to be effective. Thus, we seek understanding of the physical

nature of the transient and a means to limit the amount of energy it releases. This

chapter tracks the evolution of the E×B shearing rate ωE×B in comparison to the

decorrelation rate of turbulence ωT to show that activity associated with the H-L

transiton, including the transient, begins when the shear suppression mechanism

is still strong.

Turbulence suppression by radially sheared E × B flows has been identi-

fied as the mechanism for sustaining the H-mode transport barrier.10,26,28–32 So

logically, a reduction in flow shear could weaken the transport barrier. Should

the shearing rate ωE×B (due to radial variation of the E × B drift) decay to the

point that turbulent transport began to increase, then the gradients in the pedestal

would be reduced. Reduction in the diamagnetic contribution to the radial electric

field from the pedestal pressure gradient would further weaken the shear suppres-

sion mechanism, allowing turbulent transport to increase even more. If this process

fed back on itself quickly enough, the edge pressure could be very quickly reduced

to L-mode levels, and the resulting outflow of material would rapidly refill the

SOL region of the plasma. The plasma in the SOL would then quickly flow along

the field and cause a flash of Dα light at the strike point, consistent with the ob-

served transient at the beginning of the H-L transition sequence, which is shown,

along with the experimental setup, in section 5.2. The critical test is whether the

shearing rate ωE×B decays before the transition sequence begins and becomes com-

parable to the turbulence decorrelation rate ωT when the transient occurs. It will

be shown in section 5.3 that decay of ωE×B is quite small and that the transient

occurs when ωE×B > ωT , so the transient is not triggered by a rapid turbulence

recovery resulting from the collapse of the shear suppression mechanism.

Having ruled out P-B instability previously in chapter 4 and now E × B
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shear suppression failure in section 5.3 as triggers for the transient at the beginning

of the H-L transition sequence, we search for other clues which might help explain

the hard H-L transition. Of particular interest is the MPM, a coherent density fluc-

tuation which exhibits modulations in amplitude and propagation velocity that are

synchronous with the transient and other events in the H-L sequence. The MPM

is characterized in detail in section 5.4. In section 5.5, we document conditions

where back transitions occur without the large initial transient and compare them

to similar cases which do experience the transient. We find that toroidal rotation

of the edge of the plasma, which is varied through use of neutral beams injecting

torque in opposite directions, is most clearly correlated with the occurrence of a

“hard” vs. “soft” H-L back transition (with and without a sudden pedestal re-

laxation at the start of the H-L sequence), with hard transitions occurring when

rotation is faster in the co-current direction.

5.2 Experiment

The DIII-D1,7 shots examined here share the setup discussed in chapter 4.

They were run with toroidal field Bt = −2.15 T, plasma current Ip = 1.0 MA,

safety factor at the 95%ψN flux surface q95 = 4.6− 4.9, elongation κ = 1.75, trian-

gularity δ = 0.3, and more parameters are listed in table 4.1. The separatrix shape

(Fig. 1.7) of these discharges was chosen for its compatibility with the production

of long dithering L-H and H-L transition sequences; a long sequence is a more likely

candidate for the soft landing being sought and is more easily diagnosed. Although

the shots examined here are from the same series as the ones used in chapter 4,

this subset ignores the triangularity scan and instead includes cases where a low

powered neutral beam was used to provide BES data during the H-mode termi-

nation phase, and cases where torque applied by the neutral beams is varied by

using combinations of co and counter (to the direction of plasma current) injecting

beams. The beam program is shown in figure 5.1 and a plan view of DIII-D’s

beams is shown in figure 2.25.

The evolution of a typical H-mode is shown in Fig. 5.2 (a reproduction
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Figure 5.1: Neutral beam injected torque vs. time for producing two classes of
back transitions. Dark blue: smoothed. Faint blue: unsmoothed (most beams
are modulated for diagnostic purposes). Red line marks propagation velocity drop
(start of H-L transition activity) discussed in subsection 5.4.2. Top: primary
heating is from co-injected beams. After primary heating, a low power beam turns
on at 2260 ms to enable BES. Bottom: primary heating is from counter beam.
The BES beam turns on when primary heating power is cut at 4400 ms. Locations
of co and counter beams can be seen in figure 2.25.

of Fig. 4.2). A forward L-H transition completes at 3540 ms, and the plasma

is in ELM-free H-mode until the type-I ELMs begin at 3770 ms. The primary

heating phase lasts until 4200 ms, after which neutral beam injection (NBI) is only

used for diagnostic purposes. The last type-I ELM occurs at 4230 ms. During

the following ELM-free period, pedestal density accumulates while the pedestal

electron temperature decays, resulting in a pedestal pressure that remains fairly

steady. At 4402 ms, a rapid (∼ 1 ms) event reduces the pedestal density by

≈ 50%, relaxes the pedestal pressure gradient, and releases ∼ 10% of the total

plasma stored energy, which is typically 300 − 400 kJ total before the reduction

in these cases. As shown in chapter 4, this event is distinct from a type-I ELM

as the plasma is stable to ideal P-B modes before it is triggered. The rest of the
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dithering transition sequence follows. In some shots, a de-rated neutral beam

(reduced accelerating voltage and perveance to produce lower power) was run

continuously during the H-mode termination phase to allow measurements with

Beam Emission Spectroscopy (BES),85 while modulated beams for CER25 were

used alone in others (as seen in Fig. 5.2). The total beam power was assumed

to be below the H-L transition threshold in both beam setups and both cases

experienced similar transition sequences, as seen by comparing figures 5.2 and 5.3.
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Figure 5.2: History of H-mode from the conclusion of the L-H transition sequence
until the beginning of the H-L sequence. (a) Dα emission from the outer strike
point (b) neutral beam injected power; thick line shows average power (c) plasma
stored energy (d) electron density pedestal height (e) electron temperature pedestal
height (f) pedestal electron pressure gradient. Electron quantities determined from
tanh fits74 to Thomson scattering data.51 Shot 154749.
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Figure 5.3: History of H-mode for a shot with low-power steady NBI providing
BES measurements. The essential similarity of the H-mode termination phases
and H-L transition sequences between the CER only and BES setups can be seen
by comparing (a), (d), and (f) with the same plots in Fig. 5.2: an ELM-free period
ends with a large Dα spike, density accumulates during the ELM-free period, and
the pedestal pressure gradient remains fairly constant. Extra power from the
beam used for BES tends to extend the time between the last ELM and the H-L
transition. Therefore, the duration of type-I ELMs was reduced to maintain the
same number of H-modes per shot. Shot 154754.
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5.3 Evolution of E×B Shear Prior to H-L Se-

quence

In order to test the hypothesis that the hard back transition is initated by

a collapse in the E × B shearing rate associated with the H-mode pedestal, we

used the CER diagnostic to study the evolution of ωE×B prior to the start of H-L

sequence. The radial electric field was calculated from force balance using Eq. 5.1,

which is valid if pressure p, density n, and flow velocity v are measured for the

same species (fully stripped carbon in this case; Z = +6).26

Er =
∂p/∂r

Zen
− vθBφ + vφBθ (5.1)

The E ×B drift is primarily in the poloidal direction and may be approxi-

mated as

vE×B ≈ vE×B,θ ≈
Er
Bφ

(5.2)

The shearing rate for flute-like (correlation length along the field ∆η is long

compared to the circumference, in contrast to ballooning-like, where ∆η is on the

order of the circumference) turbulence as a result of shear in the vE×B drift26 is

given by Eq. 5.3:

ωE×B =
∆r0
∆φ

∂

∂r

(q vE×B
r

)
(5.3)

where ∆r0 or Lr is the correlation length of turbulence in the radial direction

and ∆φ is the correlation angle in the toroidal direction. vE×B,θ/r is the poloidal

rotation frequency due to vE×B. The magnetic field pitch q = rBφ/RBθ accounts

for magnetic shear.29 Because the fluctuations have been assumed to be flute like

with long correlation length parallel to the field, only E×B flow shear is important

and shearing of parallel flows has been neglected.30 Given ∆ψ0 = RBθ∆r0,
26

equation 5.3 can be written:

ωE×B =
∆ψ0

∆φ

∂

∂ψ

(
Er
RBθ

)
(5.4)

The perpendicular correlation length within a flux surface is L⊥ = RBθ∆φ/B and

the assumption L⊥ = Lr has been shown to be reasonable by numerical simualtions
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and experiment,26 so ∆ψ0/∆φ = (RBθ)
2/B and

ωE×B =
(RBθ)

2

B

∂

∂ψ

(
Er
RBθ

)
(5.5)

Equation 5.5 is the Hahm-Burrell form for the E×B shearing rate in toroidal

geometry with the assumption that turbulence is flute-like. This is the quantity

which should be compared to the turbulence decorrelation rate ωT .30 Note that the

derivative is with respect to ψ and not ψN . Also, 1/τc is interpreted as an angular

frequency because of its appearance in an exponential: if ωT were imaginary (as

in ei|ωT |t), periodic behavior would result and ωT would be the angular frequency.

ωE×B is clearly an angular frequency as well, as seen in the v/r factor in equation

5.3.

The analysis of Er is performed as follows. Closely spaced pairs of vertical

and tangential chords are used to determine vθ and vφ. Because of the significant

height of the neutral beam (∼ 20 cm), density measurements from the vertical

chords are averaged over a larger extent in ψ space than are measurements from

tangential chords, so density is determined using tangential chords alone. This

effect is less of a problem for temperature measurements, as ion temperature tends

to vary more slowly than density, but temperatures are still taken from the tangen-

tial chords only. vφ is strongly dominated by measurements from the tangential

chords, but the vertical chords pick up components of both vθ and vφ, so both

tangential and vertical chords are required to determine vθ. Further corrections

account for atomic physics effects, such as gyro-motion of ions during the finite

lifetime of the excited states and dependence of charge exchange cross section on

relative velocity between neutral and ion, which affect the measured velocities with

respect to the true velocities.84,138 Hyperbolic tangent fits to density and pressure

are used to allow better determination of the diamagnetic term in Er, which is

sensitive to gradients. The resulting Er value is used in the subsequent analysis.

The E × B rotation frequency ωE = Er/RBθ is fit to the form developed
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by Burrell139 and given by Eq. 5.6.

ωE = B + Ain
(1 + αinxin)e

xin − e−xin

exin − e−xin

− Aout
exout − (1 + αoutxout)e

−xout

exout − e−xout

xin = (ψin − ψN)/win, xout = (ψout − ψN)/wout

(5.6)

Example profiles of Er, ωE, and ωE×B are shown in figure 5.4. The fit to

equation 5.6 is plotted along with a cubic spline fit for comparison. The two curves

agree well and measure similar peak shearing rates. The fit to equation 5.6 is used

in calculations. Beam blips in this experiment were 10 ms long and CER was set

to average signal over 2.5 ms windows, producing four time-slices per blip. Data

were thus supplied to the fitter in groups of four slices. The sign of ωE×B is not

important, so figure 5.4 displays its magnitude. Notice that there are two peaks

on the inner and outer sides of the Er well.

For comparison, the turbulence decorrelation rate ωT is computed using

data from vertically separated BES chords as follows (the procedure is a stan-

dard part of BES analysis). The time delayed cross correlation C(tdelay) is calcu-

lated for a pair of chords, producing the red curve labeled “Correlation” shown

in Fig. 5.5(a). The Hilbert envelope
√
y2 +H(y)2, where H(y) is the Hilbert

transform, of C(tdelay) is calculated (black curve above the red one) and the coor-

dinates of the peak are recorded. The coordinates from the peak correlations

of several chord pairs with different vertical separations are fit to C(tdelay) =

Cmax exp(−|tdelayωT |), as seen in Fig. 5.5(b). This procedure measures the plasma

frame decorrelation rate. Using the autocorrelation time [as could be calculated

from the width of the envelope in Fig. 5.5(a)] gives the rate in the lab frame

which is unsuitable because it includes spatial decorrelation as eddies are advected

past the BES chords by E × B drifts.27 The BES data are bandpass filtered to

150 ≤ f ≤ 450 kHz before calculating ωT (f > 450 kHz is noise). This is necessary

to avoid contributions from the MPM.

If the entire frequency range were included, the calculated decorrelation

rate would be so low (about two orders of magnitude lower, as an upper bound)

that ωE×B would be much larger than ωT at all times. However, the theory behind



150

      
-30

-20

-10

0

10

20

E
r (

kV
/m

)

(a)

      
-40

-20

0

20

40

E
r /

 R
B

θ 
(k

R
ad

/s
) (b)

0.80 0.85 0.90 0.95 1.00 1.05
ψN

0
500

1000

1500

2000

2500
3000

ω
E

×B
 (

kR
ad

/s
)

(c)

Figure 5.4: Er and shear profiles. (a) Example profile of Er calculated from
equation 5.1 and using the four 2.5 ms averaging windows from one 10 ms beam
blip. (b) E × B rotation frequency times magnetic pitch q vE×B/r = Er/RBθ.
Bθ is from a JT EFIT. The black line is a cubic spline interpolation between the
red points, and the shaded gray area is the standard deviation of the black curve.
The dashed blue line is a fit to equation 5.6. (c) magnitude of ωSE calculated by
equation 5.5,26 using the derivative of the black and blue lines above.

this calculation of ωE×B assumes that the fluctuations are broadband incoherent

fluctuations, which is reasonable for the modes which are commonly thought to

drive turbulence in tokamaks. It is not appropriate to include the coherent and

as yet unidentified MPM in this analysis, especially since the MPM appears to

be ballooning-like instead of flute-like (see localization in section 5.4.4). This is

supported by the observation that ωE×B � ωT when the frequency band with the

MPM is included, yet the MPM exists at high amplitude. So, E ×B shear would

seem to be ineffective at suppressing the MPM: the shear suppression model does

not apply to the MPM and it must be filtered out.
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Figure 5.5: Method of calculating decorrelation rate ωT from BES data. (a)
time delayed cross correlation function (red) between two vertically separated chord
pairs with Hilbert envelope overlaid in black. The envelope peak is marked with
a blue diamond and the peak envelope value and delay at this peak are measured
by blue with arrows. (b) the peak from the left plot is plotted here along with
similar measurements from other chord pairs; blue symbols with red labels (see
Fig. 2.27 for chord positions). The size of the blue symbols shows uncertainty in
the measurements in both dimensions. The point calculated from the left plot
is marked with a diamond and coordinate label. The data are fit to C(tdelay) =
Cmax exp(−|tdelay ωT |) (black curve) and ωT is recorded.

The results are shown in Figs. 5.6 and 5.7 for example back transitions with

and without the initial transient, respectively (means of avoiding the transient are

documented in section 5.5). Additionally, Fig. 5.8 shows ∇pe and Er evolution

across the hard back transition in Fig. 5.6. Reduction in turbulent transport by

E×B flow shear should be expected when ωE×B � ωT (H-mode), with ωE×B ≈ ωT

resulting in a weaker suppression effect (not H-mode).30

These results show that ωE×B remains well above ωT until after the back

transition sequence begins in both cases. Thus the initiation of the back transition

sequence does not appear to be associated with a collapse in ωE×B during the

period before the start of the sequence.
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Interestingly, the decorrelation rate in both cases is tending toward about

500 kRad/s before the back transition. ωE×B decays to become comparable to

this level at around the time the character of Dα bursts changes from type-III

ELMs to LCOs and then evolves no further. These data are consistent with the

expectation that the LCO should take over turbulence regulation as the slowly

evolving shear layer (generated by the equilibrium pressure gradient) collapses,

which is expected when ωE×B ≈ ωT . However, the extrapolation of decorrelation

rates into the transition sequence (as required because noise associated with Dα

bursts pollutes the spectrum here) is not ideal.

One of the vertical CER chords in the outer half of the Er well was unavail-

able during this experiment, so one point is missing in the poloidal flow vθ profile.

However, toroidal flow vφ, temperature T , and density are still available, and vθ is

very small and is not experiencing strong radial variation. Thus the vθBφ term in

Eq. 5.1 is about 10% of the vφBθ term across most of the profile and roughly 10% as

large as the peak in the diamagnetic term (p′/Zen). Furthermore, radial variation

in vθ is comparable to the uncertainty in the measurements. Rather than discard

important and valid information about the other profiles, the missing point in vθ is

interpolated from its nearest neighbors and assigned double uncertainty (compared

to interpolating from its neighbors’ uncertainty). However, the term in question

is so small that the extra uncertainty is difficult to discern when propagated into

the final product.
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Figure 5.6: ωE×B and ωT comparison for the termination phase of an H-mode
with a hard H-L transition. (a) value of ωE×B at the peak at the inside of the Er
well (black X w/ gray error bar) and smoothed curve to peak ωE×B values (red)
with propagated uncertainties (dashes); ωT (blue) calculated during the ELM-free
period prior to the beginning of the transition sequence. (b) ωE×B/ωT . (c) line
average density (black), pedestal e− density (blue), and pedestal e− pressure (red).
(d) Dα emission at the outer strike point. NBI was reduced to diagnostic levels
at 4505 ms. Most quantities from shot 159355, with beams setup for best CER
data quality. Decorrelation rate calculated from matched shot 154754, which used
beams for BES. The time sequences are aligned at the transient.
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Figure 5.7: ωE×B and ωT comparison for the termination phase of an H-mode
with a soft H-L transition. Compare with Fig. 5.6. NBI was reduced to diagnostic
levels at 3300 ms. Most quantities from shot 159354. Decorrelation rate calculated
from matched shot 159358.
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Figure 5.8: (a) Electron pressure gradient, (b) radial electric field, and (c) E×B
shear evolution up to and during H-L transition sequence. Quantities are evaluated
at their peaks in the pedestal. (d) shows Dα emission from the outer strike point
for reference. This is the same case as shown in figure 5.6. It is seen that both
∇pe and Er (which is dominated by ∇pi) are fairly steady before the start of the
sequence and are reduced after the transient, reaching low levels by about 4825 ms.
The two outliers in ∇pe at 4786 and 4801 ms, and the point at 4771 ms (on the
magenta line), occur during Dα spikes when pressure is temporarily reduced and
are plotted with gray symbols instead of black.
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5.4 Characterization of the Modulating Pedestal

Mode

Since the hard H-L back transition transient is not a P-B type-I ELM137

and is not due to collapse of E ×B shear suppression, we now seek to understand

the start of the H-L sequence by examining the properties of fluctuations in the

pedestal prior to the start of the sequence.

During the ELM-free period, starting shortly after primary heating power is

cut and before the start of back transition activity, a powerful coherent fluctuation

is seen in all fast density measurements: BES,85 Doppler BackScattering (DBS),140

and the CO2 interferometer.141

This so-called modulating pedestal mode (MPM) is observed before the

start of both hard and soft H-L transition sequences and also reappears between

the type-III ELMs at the start of the dithering H-L sequence.

The layout of BES chords is shown in Fig. 2.27. If column 1 is the farthest

into the plasma (smallest minor radius), then column 5 is at the top of the pedestal,

column 6 is at the upper knee, column 7 is at the lower knee, and column 8 is in the

scrape off layer. Data from BES column 6 will be used unless otherwise specified.

5.4.1 Fluctuation Spectra Evolution Prior to the H-L Back

Transition

Spectrograms of density fluctuations measured with BES during the termi-

nation phases of example H-modes with hard and soft back transitions are shown

in Fig. 5.9. In the hard (soft) case, primary power was cut at 2150 ms (4400 ms),

type-I ELMs stopped at 2210 ms (4424 ms), and the beam used for BES measure-

ments was turned on at 2260 ms (4400 ms). It can be seen that the fluctuation

power peaks between 40 and 80 kHz and grows in amplitude until the event at

2442 ms (4653 ms), which is associated with a bright burst of Dα emission from

the divertor strike point in the case of the hard H-L transition sequence. During

the growth of the MPM amplitude, pedestal density is accumulating while pedestal

pressure remains roughly steady, as seen in figures 5.2 and 5.3. For the type of
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Figure 5.9: Spectrograms of a BES chord aimed at the steep gradient region,
measuring fast density fluctuations before the start of a hard H-L transition se-
quence (a) and a soft transition (b). Corresponding time histories of Dα emissions
from the outer strike point (c,d) and pedestal density (e,f) are plotted below the
spectrograms. The FFT windows are 4096 samples (4.096 ms) each with 95% over-
lap. The Dα traces are normalized to the large type-I ELMs which occurred earlier
in the shot, before the start of the display time window. In the case of the hard
transition, the large transient at 2442.37 ms, easily identified by the Dα spike in
(c) is associated with a vertical stripe in the spectrogram (a). Similar fluctuation
behavior before the soft transition [at 4653.76 ms, see (b)] does not always result
in any spike in Dα emission, such as in this example.

event at 2442 ms (4653 ms) in the figure, which is discussed in more detail later,

the associated Dα spike can be large, small (a type-III ELM), or absent [as in the

example shown in Fig. 5.9(d)] and the size or absence of the Dα spike is qualita-

tively consistent across all filterscope chords in the upper and lower divertors and

tangent to the edge of the plasma at the outboard midplane. It can also be seen

that the MPM has some spectral sidebands. The bands are roughly 5 kHz apart

at 2400 ms (4630 ms), but they can be seen to contract together over time.
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Figure 5.10: 1 MS/s, AC coupled BES signal measuring short timescale density
fluctuations from the same chord as was used in Fig. 5.9(a). The thick red line
behind the raw signal is a smoothed Hilbert envelope: A = |y + iH(y)|, where
i =

√
−1 and H() is the Hilbert transform. The dashed blue vertical line marks

the time when the Dα spike begins.

The MPM can be even more clearly connected to the back transition by

examining its propagation velocity, amplitude and associated transport - topics

that we take up in the next sections. Despite dramatic differences in the results of

the first “event” of the sequence (which is a rapid slowdonw of the MPM’s propa-

gation velocity, as shown below), there is no obvious differece in the MPM betwen

cases with hard and soft H-L transitions. Thus, the following characterization of

the MPM applies to both cases.

5.4.2 Amplitude and Propagation Velocity Modulations

Prior to the H-L Back Transition

The amplitude of these fluctuations is modulated at ≈ 2 kHz in the last

few milliseconds before the transition sequence begins, as seen in Fig. 5.10. The

modulation frequency is initially higher, but decreases over time. This can be seen

in the spacing of the sidebands in Fig. 5.9(a,b).

Poloidal propagation of this mode can be seen in the delay between signals

on vertically separated chords with the same radial position. The BES diagnostic
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Figure 5.11: Contours of BES Ĩ/I ∝ ñ/n ,85 for shot 154754 with a back transi-
tion starting near the end of the time window. Each of the two plots shows BES
data from a different column of chords at the same radius. The two columns are 5
and 6 (R = 225.5 and 226.6 cm) and had the strongest reading of the MPM. The
time is given relative to the large spike in Dα emission, which begins at 2442.37 ms.
The second row includes the chord used for Fig. 5.9(a).

produces two types of measurements: there is a fast signal which is AC coupled

and digitized at 1 MS/s for detecting high frequency fluctuations, and a slow signal

which is DC coupled and digitized at 10 kS/s. The ratio of fast/slow BES intensity

Ĩ/I is proportional to ñ/n.85 Figure 5.11 shows contours of Ĩ/I ∝ ñ/n. The tilt

of these contours is due to the poloidal propagation velocity, with faster moving

features producing more vertically oriented stripes and slowly propagating features

producing more horizontally oriented stripes. It can be seen that as the MPM

amplitude grows (stripes become “brighter”), the propagation velocity slows down

(the stripes tilt over to the right more). By 2442.37 ms (0 on the plot axis), the

perturbation slows and eventually stops at the time when the hard back transition

occurs. The propagation velocity prior to the slowdown, when evolution of vp is

slow compared to CER time resolution, is consistent with the local E × B drift

velocity, although there is uncertainty in the relative positions of CER and BES

chords. The slowdown happens too fast for CER measurements to resolve and thus

it cannot be determined whether vE×B experiences a temporary reduction during

the Dα spike or vp departs from vE×B.
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The dominant frequency and wavenumber of the MPM are found using

the method described in appendix A.1. From these, the lab frame propagation

velocity vp and amplitude of the dominant frequency component are found as well.

The results are plotted in figure 5.12, along with Dα for reference. It can be

seen in Fig. 5.12 that all of the quantities of interest are experiencing modulation.

The modulations in dominant frequency and wavenumber are phased to produce

minimal change in vp for most of the time window, but changes in propagation

velocity become more significant in the last ≈ 2 ms before the event at 2442.37 ms.

During the penultimate peak in amplitude, just before 2442 ms, the propagation

velocity drops noticeably [marked by a blue arrow in Fig. 5.12(d)]. There is another

drop in vp just before the Dα spike begins; this time vp drops to ≈ 0 in a behavior

which, for convenience, will be referred to as “locking.”

It can be seen in figure 5.12 that modulations in both amplitude and prop-

agation velocity appear to be related, but are not in phase. The phase difference

is measured in figure 5.13: the time delayed cross correlation function is computed

between ñ and vp over a 4 ms time window ending before the Dα transient. The

phase difference is taken from a sinusoidal fit to the cross correlation function and

it is found that vp lags ñ by 140 ◦. Or since the critical behavior involves a peak

in amplitude corresponding to a drop in vp, it may be better to say that −vp lags

ñ by 40 ◦.

5.4.3 Evolution of Dispersion Relation Leading up to the

H-L Back Transition

While section 5.4.2 showed f and k for the dominant frequency component,

it is also useful to view the dispersion relation of the entire spectrum. This is

accomplished by the local wavenumber analysis technique descrbed in appendix

A.2 with results shown in figure 5.14 for several time windows during the ELM-

free period prior to the beginning of a back transition sequence. The shot and

general time range correspond to figure 5.9(a). In most of the panels of Fig. 5.14,

including (i) for example, it can be seen that all of the frequency components of

the MPM lie along a straight line intersecting k = 0, f = 0: the fundamental and
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Figure 5.12: Time histories of (a) amplitude (ñ/n), (b) frequency, (c) wave-
number, (d) propagation velocity, and (e) Dα from a photodiode aimed at the
outer strike point. f and k are calculated by the fit to Eq. A.1. A back transition
begins at 2442.37 ms, marked by a vertical black dashed line. The smoothed results
are plotted in red with the un-smoothed results in light gray to give a sense of the
scatter produced by this method. Positive velocity indicates propagation vertically
upward at the outboard midplane. BES data from column 6.
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Figure 5.13: Phase relationship between (a) MPM amplitude and (b) propagation
velocity. (c) The time delayed cross correlation function is computed for the
smoothed data (black) in (a) and (b) and fit to A cos(2πft+ φ)× exp [− |tD|] to
obtain the phase difference φ.

the sidebands propagate at the same propagation velocity vp. This means that the

amplitude modulation is propagating with the mode. A purely time dependent

modulation would produce sidebands at constant k, but different vp. The series

in Fig. 5.14 shows the overall coherence of the spectrum increasing as the mode

grows in amplitude, and a decrease in propagation velocity over time in the period

leading up to the H-L back transition.

5.4.4 Spatial Localization of the MPM Leading up to the

H-L Back Transition

The MPM radial position is highly localized. The banded structure seen

in the spectrograms of Fig. 5.9(a,b) emerges very clearly from the background on

chords from three columns in the BES array (cols. 5, 6, and 7; see Fig. 2.27). The

signature is fainter or undetectable on chords located farther out or deeper into

the plasma. Figure 5.15(a) shows the spatially and temporally resolved, frequency

averaged amplitude of fluctuations between 40 and 80 kHz during the ELM-free
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Figure 5.14: Dispersion plot: histograms of k, f for 3072 µs windows of BES
data calculated from one column (column 6, see Fig. 2.27) of chords in the steep
gradient region. Plots are labeled with the end of the time window. A hard back
transition sequence begins at 2442.37 ms. k is calculated from the crossphase
between chord pairs (see Eq. A.2). Data are aggregated from all chord pairs in the
column. For each plot, propagation velocity is estimated by drawing a white line
through the most densely populated region of f − k space.
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period prior to the start of the back transition sequence. From this plot, it is clear

that this mode is localized to a width of a few ×10−2ψN . Figure 5.15 also shows

that the MPM is located near the peak in ∇p (specific diagnostic alignment and

position uncertainty issues and corrections are discussed in appendix B.1).

The mode is further localized to the low field side by using a CO2 interfer-

ometer141 that measures line integrated density along three vertical chords at the

V1, V2, and V3 ports at R = 1.48, 1.94, and 2.10 m (compare to Rm = 1.75 m and

Rm + a = 2.28 m) and one horizontal chord at the R0 port (midplane). The sam-

pling rate is 3.33 MS/s, allowing detection of high frequency fluctuations, provided

they are not lost in the spatial averaging. Although the chords sample primarily

through the core, the MPM is strong enough that it still stands out against the

background of other fluctuations picked up along the length of the interferometer

chord. That is, density fluctuations with the same temporal and frequency evo-

lution as shown in the BES data [Fig. 5.9(a,b)], including the spectral sidebands,

are present in spectrograms from the interferometer, as seen in figure 5.16. The

characteristic banded structure of the MPM is seen clearly in the spectrogram of

the outermost vertical chord [chord V3 in Fig. 5.16(d)], is barely detected on the

high-field side chord [chord V1 in Fig. 5.16(b)], and is seen but at lower intensity

on the horizontal chord which samples both high-field and low-field sides [chord

R0 in Fig. 5.16(a)].

Figure 5.17 shows the distribution of power in the relevant frequency band

on different interferometer chords. The average measured fluctuation power in the

relevant frequency band, normalized to the length of the interferometer chords in

the region 0.92 < ψN < 0.97, reveals that these fluctuations have at least ≈ 10×
more power on the low-field side V3 chord than on the V1 chord which samples

more towards the high-field side. A significant increase in power is also seen from

V2 to V3, which are 16 cm apart and both on the low-field side. Of course, not all

power in the chosen frequency band has to come from the mode, so this technique

underestimates the degree of localization. Thus it is concluded that the MPM is

radially localized to the pedestal and poloidally localized to the low-field side.
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Figure 5.15: Comparison of spatial localization of (a) density fluctuations with
40 ≤ f ≤ 80 kHz measured by BES to (b) electron temperature, (c) density, and
(d) pressure gradient measured by Thomson scattering (TS). Primary heating
power was cut at 2150 ms and a hard back transition sequence begins at 2442 ms.
(a) BES intensity fluctuation power normalized to average intensity (ratio of fast
to slow signals, proportional to ñ/n). All 64 BES chords in a square array (see
fig. 2.27) at the outboard midplane are mapped to ψN . FFT windows are 10 ms
long and power is averaged over the selected frequency band. A JT EFIT is used
for mapping with shifts to correct the alignment of the profiles (see appendix B.1).
Triangles at the edges of the plots indicate the spatial resolution of (a) BES and
(d) TS. The limited resolution of the BES compared to TS explains why movement
of the peak ∇p in (d) is not reflected by BES measurements in (a).
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Figure 5.16: Spectrograms of line averaged density measurements by the CO2

interferometer. (a) is a horizontal chord, (b) is vertical on the high field side,
(c) and (d) are vertical on the low field side (see Fig. 5.17(a) for chord locations).
Compare to figure 5.9(a), which shows corresponding BES measurements from the
same shot and time with a hard back transition starting at 2442.37 ms.

5.4.5 Transport Effects of the MPM

Emission of light at the Dα line from a viewchord aimed near the point

where the outer leg of the separatrix intersects the divertor target surface (outer

strike point) can serve as a proxy for particle transport across the separatrix. Upon

closer inspection, it is seen that there is a modulation in Dα at the same frequency

as the modulation of the mode amplitude and phase velocity, implying that the

mode has an effect on transport (aside from the Dα spikes which follow vp locking

events). Figure 5.18 shows an example using the column of BES chords with the

highest average amplitude.

From figure 5.18, it can be seen that Dα has a ≈ 200 µs delay with respect

to the mode amplitude modulation, consistent with the transit time for escaping

material from the midplane (starting one gyroradius outside the separatrix) to

reach the divertor if it propagated through the scrape off layer at 30% of the ion

sound speed cs as evaluated at the starting position (calculated as 222 µs). How-

ever, the Dα traces from filterscope chords aimed at the inner and outer strike

points on the divertor shelf correlate with essentially no phase lag, indicating that
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Figure 5.17: Localization to the low field side by using the interferometer. (a)
Physical positions of the interferometer chords (blue and red lines) compared to
the pedestal region of the plasma (black). A black asterisk marks the magnetic
axis. (b) Average fluctuation power for 45 < f < 95 kHz. (c) Fluctuation power
from (b) divided by the lengths of the intersections of the chords with the pedestal
region. The start of back transition activity starts shortly (< 1 ms) after the end
of the time window from which data were taken. The horizontal spacing between
the points for the vertical chords in (b) and (c) is proportional to the physical
locations of the chords; R0 has been placed arbitrarily for ease of viewing.

the particle source is not localized strongly to the outboard midplane, so the delay

between fluctuation activity at the midplane and Dα isn’t due to parallel propa-

gation time in the SOL. Furthermore, the localization from the interferometer in

figure 5.17 is not so tight as to justify a source exactly at the midplane, as was

assumed in the ≈ 200 µs result. On the other hand, the localization results from

the interferometer are inconsistent with there being no lag in Dα emissions from

the outer and inner strike points. Maybe the modulation in Dα is not coming from

the strike point, but is being picked up at some other point along the viewchord.

If the source were the outer edge of the plasma, there would be almost no lag

as the chords viewing the two strike points cross the outboard separatrix in close

proximity to each other.
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Figure 5.18: Effect of the MPM on transport. Left column: Strike point Dα, vp,
ñ/n at the frequency of the coherent mode, average ñ/n for 200 < f < 425 kHz,
representing the turbulence. The Dα trace excludes the start of the back transition
and any ELM-like activity: these are small amplitude modulations in ELM-free
H-mode. Right column: table of peaks in cross correlation functions, correlation
of the waveforms on the left with Dα. ñ/n and vp are taken from figure 5.12. BES
data are from column 6.

To see if delay between mode activity and Dα may be due to radial prop-

agation instead, the analysis in figure 5.18 is repeated for a column closer to the

separatrix, as shown in figure 5.19. The difference in position is roughly from the

top of the pedestal to the bottom of the pedestal. Interestingly, the mode am-

plitude at this radius peaks at the same time as before, but the phase velocity is

shifted in time, as is the power in the higher frequency fluctuations. The results
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Figure 5.19: Analysis shown in figure 5.18 repeated for a column of chords closer
to the separatrix. The drops in velocity and peaks in high frequency incoherent
fluctuation amplitude now correlate well with Dα with very little phase lag. BES
data are from column 7.

suggest that Dα modulations are out of phase with vp modulations, consistent with

a picture in which a drop in vp is accompanied by an increase in Dα emissions.

The radial propagation of velocity modulations away from the location of

peak mode amplitude is illustrated in figure 5.20, which shows analysis of four

BES columns ending with one just inside the separatrix and using the sinusoidal

fit to time delayed cross correlations described in figure 5.13. Excluded are one

column of BES chords in the scrape off layer and the three columns deeper into the

plasma (see Fig. 2.27). Measurements on the excluded channels did not support

the fit described in the discussion of figure A.1 as the coherent mode was not
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Figure 5.20: Demonstration that the lag in propagation velocity on outboard
chords relative to the location of peak amplitude is consistent with the delay in
Dα emission. A: Dα emission from the outer strike point. B: vp with local moving
average subtracted and then normalized to local standard deviation. C: Unmodi-
fied vp, D: Mode amplitude. The crash is at the right edge of the plot range. BES
data are from columns 4-7

expressed strongly enough. As seen in 5.20B, changes in phase velocity appear

to begin near the center of the plot range, where the mode amplitude (5.20D) is

highest. Note the crescent shape of the contours in 5.20B. The amplitude is found

by interpolating the power spectrum to the frequency calculated with the fit to

the correlation functions (that is, it is the amplitude of the dominant frequency

component). 5.20C shows unmodified vp, whereas 5.20B shows the normalized

deviation of vp from the local moving average (also excluding the crash) for each
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chord (normalization is to the standard deviation for a few milliseconds before the

crash). Notice in 5.20C that the penultimate dip in vp appears to be severe at the

bottom of the pedestal (top of the contour range). Indeed, figure 5.19 indicates

that the phase velocity comes close to zero at this location (for the penultimate

dip; the dip associated with the actual crash is excluded from the plot range).

Thus, the dips in phase velocity are correlated with small, transient increases in

particle flux across the separatrix as indicated by Dα emission from the divertor.

The final plunge of vp to ≈ 0 is associated with the large spike in Dα and a roughly

2× reduction in pedestal height. These results thus provide further evidence that

links the MPM modulation to cross-field transport and thus, ultimately, to the

rapid collapse of the pedestal in the hard H-L back transition.

5.5 Conditions for Soft H-L Transitions

Soft H-L transitions (without the large transients at the start of the se-

quences) were observed in four cases: after very short H-modes, after H-modes

powered by ECH, in connection with a sudden shape change executed in anticipa-

tion of the transient, and after H-modes which received primary heating from NBI

counter to the plasma current.

The short H-modes terminate before triggering any type-I ELMs and have

durations of ≈ 100 ms or less, which is comparable to or shorter than the length

of the termination phases of the H-modes studied in earlier sections (see Fig. 5.9).

These cases probably do not have enough time to evolve to a state which can

drive the hard back transition. Regardless of the reason for the soft transitions

out of short H-modes, they are of little interest. Strategies for producing soft H-L

transitions should be distinguished from the short H-mode case by comparison

between H-modes of similar length with soft and hard H-L transitions or by the

presence of type-I ELMs at some point in the H-mode. Presumably, an ELMing

plasma has had enough time to evolve to the point where hard back transitions

can be triggered.

The ECH H-modes were compared to NBI H-modes of similar length; the
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H-L sequences following ECH were soft whereas the post-NBI cases were hard, as

seen in Fig. 5.21. Specifically, Fig. 5.21(c) shows stored energy decrease steadily at

the end of the ECH H-mode (the first heating period) and drop suddenly after the

NBI H-mode. Use of ECH instead of NBI heating tends to help produce a soft H-L

transition sequence. Although several examples similar to Fig. 5.21 exist, none of

the ECH phases lasted long enough to produce ELMs. It is not clear whether

substituting ECH for NBI would allow a soft transition out of a type-I ELMing

plasma and more testing would be needed to determine this.

The sudden shape change involved an increase in upper triangularity de-

signed to modify the coupling strength between peeling and ballooning modes and

move the P-B stability boundary in p′ − J space. This scheme was conceived of

before the transient was shown to be P-B stable.137 The limiting pressure gradient

for a large type-I ELM (strongly coupled ideal P-B) depends heavily on upper

triangularity14,17 and thus a rapid enough shape change should be able to tem-

porarily outrun increases in pressure gradient, providing an opportunity for some

other process to take over and initiate the H-L sequence. Since the common ini-

tiator is not a strongly coupled ideal P-B mode137 and p′ is not increasing before

the transition starts, this technique should not work as expected. Despite these

arguments, the technique appears to be successful in removing the transient. Fig-

ure 5.22 shows the results of a sudden triangularity increase in anticipation of the

H-L transition, where the second H-L sequence is initiated by a much smaller Dα

spike than in Fig. 5.21 and pressure, density, and stored energy decrease smoothly,

rather than falling suddenly in one step [compare panels (a), (c), (d), and (e)

between Figs. 5.21 and 5.22 for the second H-L transition at ≈ 3000 ms]. Fig-

ure 5.23 shows the change in boundary shape. When the triangularity excursion

was not timed correctly or was absent, the transient occurred (Fig. 5.21 shows

an example of identical setup but with no triangularity change). It is clear that

the quick change is important: in the example shown in Fig. 5.22, triangularity

increases from 0.2 to 0.4. Simply running the discharge at triangularity of 0.4 does

not prevent the transient from occurring; instead, triangularity must be at a lower

value and then be increased quickly at the correct time. The transient resulted if
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Figure 5.21: Comparison of H-L back transitions out of ECH and NBI powered
H-modes. (a) Dα emission (b) heating power from ECH (red) and NBI (black)
(c) stored energy (d) density, pedestal value from Thomson scattering (red) and
line averaged value from the interferometer (black)141 (e) pedestal pressure from
Thomson scattering (f) upper triangularity. Periods of ELM-free H-mode oper-
ation are shaded pale pink, and periods of dithering are shaded blue. Although
pedestal density and pressure are essentially equal prior to the transition, the H-L
sequence following the NBI case begins with a large Dα spike and sharp decrease in
pedestal height at 2854 ms, whereas the pedestal relaxes more gradually (starting
at 1909 ms) following ECH heating.
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the shape change occurred too soon such that the sequence began late in the flat

top of the triangularity excursion. It would be useful to conduct further testing

to determine whether this technique would work in the termination phase of an

H-mode that had been heated for long enough to produce type-I ELMs.
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Figure 5.22: H-L Back transition sequences following NBI powered H-modes were
“soft” if a correctly timed increase in upper triangularity was added : δtop ramped
from 0.2 to 0.38 in 20 ms and the H-L sequence began 130 ms later. Compare
to figure 5.21, which is identical other than the triangularity excursion. Back
transitions start at 1896.16 and 2890.46 ms. ELM free H-mode is shaded pale
pink, dithering during transition sequences is shaded blue.

The most robust method for producing soft H-L transition sequences is

through application of counter-torque during the primary heating phase. Figure
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Figure 5.23: Change in boundary from 2500 ms (red) to 2900 ms (blue) in shot
153622 as a result of the triangularity jog shown in figure 5.22. The top left corner
of the plasma has moved closer to the upper divertor.

5.24 shows an example of this behavior. It can be seen from the figure that although

the rotation imparted by the beams decays quickly, a significant difference remains

at the start of the H-L transition sequence. The start of the sequence is being

defined by the locking behavior of the MPM (see section 5.4), marked by vertical

lines. The beams used for diagnostics introduce a small amount of co-torque during

the termination phase: blips for CER add an average of +0.2 to +0.3 Nm co-torque

and continuous beam usage for BES adds about +1.0 Nm. For comparison, torque

injected during the heating phase is -3.3 to -2.6 Nm or +2.7 Nm to +3.9 Nm for

counter and co setups.

Many counter-torque H-modes were produced and they reliably underwent

soft back transitions. The counter-torque shots were interleaved with co-torque

shots, which continued to produce hard back transitions. A pair of co-torque shots

with hard transitions was surrounded by counter and balanced torque tests which

experienced soft transitions, and the counter torque shots were surrounded by co-

torque shots with hard transitions. So, the difference does not appear to result

from wall loading or other evolving conditions inside the machine. Because of the

interleaving of co and counter torque shots, it was easy to find hard counterparts
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Figure 5.24: Control of the transient associated with H-L transition sequences
by varying torque injection τINJ . (a-c) Dα emission from three cases, (a) co
(τINJ = +3.9 Nm black), (b) balanced (τINJ = −0.9 Nm light blue), and (c)
counter (τINJ = −3.3 Nm red) primary NBI. Primary NBI heating is terminated
at 2500 ms, followed by co-NBI blips for diagnostic purposes producing τINJ =
+0.2 Nm on average. In (d) through (f), quantities from the three cases are
overlaid with colors matching (a) - (c). (d) toroidal rotation from a CER chord
aimed near the edge of the plasma (R = 2.267 m vs. RLCFS ≈ 2.28 m) (e) electron
pedestal density (f) stored energy. Vertical lines mark the vp locking behavior
discussed in Sec. 5.4. Note that only the co-torque case experiences a sharp drop
in stored energy at the onset of the H-L sequence.
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Figure 5.25: Electron profiles from Thomson scattering before the first vp locking
events in co (red) and counter (black) torque cases. Two examples are shown. A:
Temperature, B: Density, C: Pressure, D-F: repeats of A-C for a different pair of
shots from a different run day. The source data are shown with Xs. The thick line
through them is obtained from the WAIC method (see section 2.6.2). The profiles
in both example co-ctr pairs are nearly identical, so the difference in hard vs. soft
H-L transitions is not explained by electron temperature and density.

for soft transitions. It was found that for most co/ctr pairs of transitions, the only

significant difference in the basic measurements was in the toroidal rotation. As

demonstrated by representative examples in Fig. 5.25, electron profiles were essen-

tially identical in most cases: the difference between hard and soft H-L transitions

is not determined by electron temperature or density.

Figure 5.26 shows profiles of flow speeds of carbon ions in the toroidal and
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poloidal directions, the E×B drift velocity, and ñ/n for reference. It is clear that

the main difference between the co and counter cases is in vtor. Although there are

differences in vE×B, the values at the bottom of the well are very similar.

Figure 5.26 also shows that the MPM amplitude peaks near the bottom of

the Er well. Relative error in profile alignment between BES and CER is about

5 mm,82 and delays in beam emission (≈ 3 ns at this temperature, density, and

beam energy87,142) coupled with the inward velocity of the beam (2.2 mm/ns) result

in an inward shift of 6.6 mm for this case. The positions of BES chords have been

corrected by this amount (6.6 mm) and the 5 mm relative uncertainty between

BES and CER is shown in the figure. In addition, the propagation velocity of the

MPM (see Fig. 5.12) is consistent with vE×B at the bottom of the well.

Finally, we notice that although the initial vp locking event of H-L sequences

after balanced torque injection releases much less energy than the transients of hard

back transition sequences (co-torque), such that these cases have been categorized

as “soft”, the drop in energy and density across the initial Dα spike is now mea-

surable above the noise. The prompt energy loss across the first vp lock of soft

H-L sequences (counter-torque) is typically small enough that it is obscured by

scatter in the data. Figure 5.27 shows changes in energy and density vs. edge

toroidal rotation for a set of shots where beam power, timing and other conditions

were well matched (data in figure 5.24 are drawn from the same set). Cases where

the prompt energy loss was indiscernible are reported as a drop of 0 with uncer-

tainty estimated from scatter in the data or experimental uncertainty before the

Dα spike, the interval between the last pre-Dα datum and the spike, and the slope

of a linear fit to pre-Dα data. Dα itself is used as more than merely a landmark

in this case: Fig. 5.27(d) shows that the peak magnitude of the initial Dα spike

of the H-L sequence above the background Dα level increases with ωtor,edge, and is

easily measured as > 0 even for the counter-torque cases in this dataset.

The results in figure 5.27 show that for intermediate torque and rotation,

energy release is intermediate between the hard and soft back transitions (although

it is closer to being “soft” than “hard”). This suggests that there is a continuum

of possible transient/type-III ELM sizes which can result from the first vp locking
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Figure 5.26: Carbon ion rotation profiles from CER with BES fluctuation power
for reference . From top to bottom: toroidal rotation profile, poloidal rotation,
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error between the BES and CER arrays. BES positions have been shifted outward
by 6.6 mm to account for finite lifetime and time of flight delays.

event. A cotinuum of transient/type-III ELM sizes in turn implies that small type-

III ELMs and large transients are two limits of the same physical phenomenon,

which is consistent with the identical behavior of the MPM observed before each.

If this is true, we have found a scenario where normally benign type-III ELMs can

grow large enough to collapse the pedestal.
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Figure 5.27: Effects of the intial event of H-L sequences vs. edge toroidal rota-
tion. Cases which received co-, balanced, and counter-torque during the primary
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terferometry), (c) change in pedestal density (tanh fit to Thomson scattering), (d)
peak in Dα emission. ωtor,edge is obtained from the CER chord in the bottom of
the Er well (see Fig. 5.26).
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5.6 Discussion

We find that dithering H-L transition sequences in DIII-D can begin when

E×B shear should be strongly suppressing turbulence (ωE×B > ωT , see Sec. 5.3),

indicating that the low-power ELM-free H-mode preceding the transition sequence

in our scenario is promoting the growth of some instability which reduces the

pedestal height and thus weakens the diamagnetic contribution to Er, ultimately

collapsing the shear layer and terminating H-mode. This is true in “hard” back

transitions where a large transient quickly relaxes most of the pedestal pressure

gradient in ∼ 1 ms and in “soft” back transitions where the pedestal is gradually

relaxed over ∼ 100 ms by a series of small type-III ELMs. In both cases, we find a

coherent density fluctuation which appears in the pedestal and grows in amplitude

until the start of the back transition. This so-called modulating pedestal mode

(MPM) is implicated as a conspirator in the death of the transport barrier by the

synchronization of its propagation velocity “locking” events with the transients

and type-III ELMs of both types of H-L sequence.

The localization of the MPM is consistent with an instability of balloon-

ing character. Only the ideal, intermediate to high n linear peeling-ballooning

mode was eliminated by the stability analysis of chapter 4; a resistive, kinetic,

or nonlinear variant of ballooning or peeling-ballooning is not ruled out. As seen

in figure 5.28, temperature decreases during the ELM-free period before the H-

L transition, so resistivity (η ∼ T−1.5
e ) increases. Decreases in temperature are

balanced by increases in density (see Fig. 5.2) to maintain a nearly steady pres-

sure gradient. Trends in resistive ballooning mode drive are estimated by η∇p,
which is increasing.143 The lifetime of the MPM (> 100 ms) is far longer than

linear growth timescales for common ideal or resistive instabilities. For compar-

ison, typical linear growth timescales for ideal instabilities are on the order of

the Alfvén time τA ∼ 1 µs,14,119,131,144 whereas the linear growth of resistive wall

modes (which are among the slowest growing linear instabilities) is determined

largely by the timescale for flux to diffuse through the wall of the vacuum vessel

τw ∼ 1 − 10 ms in DIII-D.130–132 Nonlinear instabilities such as tearing modesa,

aTearing modes are kinks with resonant surfaces inside the plasma; finite resistivity makes it
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however, can evolve on timescales of & 100 ms.146 This suggests that the nonlinear

dynamics of the mode are important. If, for example, the mode were nonlinearly

saturated, then amplitude would increase with drive. If the drive were propor-

tional to resistivity, then the mode amplitude should slowly evolve during the

ELM free period before the back transition. Figure 5.28(d) shows that the MPM’s

amplitude grows and correlates with increasing resistivity. So, these observations

are consistent with a linearly unstable, nonlinearly saturated, resistive ballooning

or peeling-ballooning mode. Modeling results suggest that resistivity should be

destabilizing to peeling-ballooning modes.147 Resistive interchange or ballooning

instability has been proposed as the trigger for type-III ELMs.45 Future work

could test these back transitions against resistive instabilities using a code such as

BOUT++.114,119,147

We note that a similar phenomenon to the MPM, labeled the Bursty Chirp-

ing Mode (BCM), has been observed in DIII-D H-modes in connection to experi-

ments with lithium, although lithium does not appear to be strictly required.148,149

The BCM appears in ELM-free periods when density is accumulating, similar to

our observations of MPM. The lifetimes, frequencies, and bursty behaviors of both

modes are similar. However, the ELM-free windows with the BCM are observed

between ELMing periods in plasmas which receive significant auxiliary heating

power, and temperature increases with time during BCM activity. This is in con-

trast with the falling temperatures observed during the ELM-free periods wherein

the MPM appears. It is not yet clear whether the BCM and MPM are related,

but the BCM would seem to be incompatible with our speculative hypothesis that

the MPM is resistive in nature.

Use of mixtures of co-injected and counter-injected neutral beams and ECH

have produced H-mode terminations with a variety of edge toroidal rotation pro-

files. There is a clear link between fast co-rotation and back transitions which

begin with a large sudden pedestal relaxation. However, between the high co-

torque, hard back transition and full counter torque, soft back transition cases,

we find some intermediate results: at the first vp lock, cases with balanced torque

possible for these to be unstable,93 but only if an initial seed displacement is provided.145
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Figure 5.28: Evolution of density fluctuation amplitude and resistivity prior to
the start of an H-L transition. Time histories of (a) average fluctuation power for
40 < f < 90 kHz, which is strongly dominated by the MPM; (b) Pedestal electron
temperature from tanh fit to Thomson scattering data; and (c) Spitzer transverse
resistivity92 at the top of the pedestal. Fluctuation amplitude vs. Resistivity
is plotted in (d), showing a strong positive correlation between mode amplitude
and resistivity. Gray area shows uncertainty: (a) local standard deviation, (b)
experimental uncertainties propagated through the smoothing kernel, (c) standard
deviation of 200 Monte-Carlo trials using experimental uncertainties in Te, ne and
assuming 10% error in Zeff .

injection experienced small but finite prompt energy and density losses, whereas

prompt energy and density losses from fully counter-injected cases were typically

lost in the noise. The Dα spike was also larger in the balanced torque (-0.9 Nm)

case than in the counter torque case (-3.3 Nm). There were some cases which

received counter-torque from the primary heating beams but were diagnosed with

BES using a steady co-beam and which produced sudden drops in pedestal height

characteristic of hard back transitions, although with a smaller amount of energy



184

lost compared to cases with all co-torque NBI (these are exlcued from figure 5.27,

which compares only shots from the same day of a carefully controlled torque scan).

This suggests a continuous range of energy release which depends on toroidal ro-

tation. It would be helpful to have more data to confirm this.

Identical MPM vp locking events occur before the large transients in hard

back transition sequences and before the type-III ELMs, including the first type-

III ELMs in a soft transition sequence. This suggests that these events may be

triggered by the same physics, consistent with the existence of a continuum of

energy release amounts associated with the initial Dα spike in the dithering H-L

sequence. If this is indeed the case, then the large initial transients are the high

toroidal rotation limit of the type-III ELMs.

However, rotation effects in and of themselves are not sufficient to explain

the different types of back transitions. In particular, vp locking events which

greatly reduce the pedestal height, as in hard back transitions, do not reduce

the rotation speed enough to match the soft back transition scenario. If rotation

alone controlled the back transition, then subsequent vp locks should also cause

large transients, but they commonly result in small type-III ELMs. The principal

changes following a locking event with a large transient are in pedestal density and

edge pressure gradient. One of these must be important for production of the large

transients, or else several transients would normally be produced in succession until

the rotation was sufficiently reduced. If a resistive ballooning mode were involved,

as suggested in previous discussion, the pressure gradient would be important to

the drive, so reduction of the pedestal pressure gradient by the transients in the

hard transition sequences would tend to prevent double transients.

The long lifetime (often > 100 ms) of the MPM in these cases means that,

given real time detection of this mode and a suitable actuator, a plasma control

system may have a realistic chance of using MPM to help avoid unintentional H-L

transitions. Density measurements by the interferometer should be suitable for

mode detection. Applying full counter-NBI should provide a sufficient reduction

in vφ in ∼ 100 ms while also raising temperature (lowering resistivity), and the

triangularity change also takes about 100 ms. ECH could help lower resistivity
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without adding co-torque, which would help buy time for one of the other methods

to take effect even if electron heating alone were insufficient to prevent the onset of

the H-L sequence. However, it is not yet clear exactly what conditions are required

for production of MPM or if it will appear in future, large tokamaks such as ITER.

These experiments were not carried out using DIII-D’s ITER similar shape

or any of the typical high performance scenarios, but instead were executed in a

shape which was developed for examining fluctuations and flows in the boundary

and pedestal during L-H transitions. However, the findings in this shape should

not be dismissed as high performance or ITER simulation experiments in DIII-D

concentrate on conditions in the core plasma and make little to no effort to pro-

duce reactor relevant boundary plasmas (core-edge integration is an area of active

research). As the H-mode transport barrier, MPM, and back transition transients

occur at the edge of the plasma, conditions in the pedestal and perhaps even the

SOL are much more important for this study than core performance. The bound-

ary shape (Fig. 1.7) used in these experiments placed the X-point and separatrix

legs on the divertor shelf, away from the duct to the cryopump (which is under the

shelf in the lower divertor). This placement of the X-point appears to be the key

feature which allows these plasmas to produce long periods of LCOs during tran-

sitions. While the cause for this is uncertain, it is possible that increased neutral

density in the SOL due to lower pumping efficiency is a factor (no measurements

of neutral density near the plasma are available). That would make this scenario

more reactor relevant, as divertor detachment (a condition where pressure is not

conserved along the open field lines),150,151 which comes with high neutral density

in the divertor and SOL,150 is commonly accepted as a requirement for tokamak re-

actor operation.151–153 However, it is not immediately clear what operation space

will experience similar back transition phenomenology as was observed in these

experiments.
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5.7 Conclusion

Activity associated with the dithering H-L transition sequence begins when

ωE×B > ωT in the experiments examined, showing that the large initial transients

and at least some of the first few type-III ELMs take place when the shear suppres-

sion mechanism is still strong. Therefore, the large transients and type-III ELMs

probably are not directly related to L-H/H-L transition physics, but rather, are

responsible for relaxing the pedestal, which reduces the diamagnetic contribution

to vE×B and weakens the shear suppression mechanism, leading to the H-L tran-

sition proper. The transient observed in most H-L back transition sequences is

probably driven by the same mechanism as the smaller type-III ELMs in the early

part of the dithering transition, as both are synchronous with identical vp locking

behavior of the MPM and a continuum of transient/type-III ELM sizes appears to

exist. The amplitude is very sensitive to edge toroidal rotation, which in turn may

be controlled by adjusting torque inputs to the plasma. The MPM is a potential

indicator of an impending H-L transition in a low powered H-mode, at least for

this class of plasma discharge, and its lifetime is often long enough (& 100 ms in

these DIII-D shots) that a control system might have a realistic chance of acting

to avoid an unintentional back transition.
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6 Conclusion

6.1 High Resolution Thomson Scattering

Upgrade

Thomson scattering is a critical tokamak diagnostic. The utility of the

Thomson scattering system on DIII-D has been greatly improved by the high

spatial resolution upgrade, concurrent electronics and laser upgrades, and subse-

quent dramatic improvements to the calibration and maintenance procedures, as

described in chapter 2. Virtually all DIII-D experiments use Thomson scatter-

ing data to some extent, making it vitally important that this diagnostic delivers

accurate results. This is now the case.

Spatial resolution around the pedestal was increased by ≈ 2× and preex-

isting systematic errors in temperature measurements, as large as ≈ 30%, were

identified and then corrected. Routine monitoring of data quality, facilitated by

new control room and analysis software, ensures continued accuracy. The physics

analysis in this work has benefited greatly from the new and improved Thomson

data, with the stability analysis of chapter 4 being especially dependent on profiles

returned by the diagnostic.

6.2 Ideal MHD Stability Analysis

The linear ideal MHD code ELITE has been used to test for peeling-

ballooning instability just prior to ELM-like events which are commonly observed

at the start of back transition sequences. As detailed in chapter 4, this stability
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analysis indicates that the plasma is stable to all linear ideal peeling, ballooning,

and coupled peeling-ballooning modes of toroidal mode number n ≥ 5 and that

lower n instability is unlikely. This conclusion is supported by differences in pen-

etration depth and scaling with shape of the back transition ELM-candidates and

the confirmed type-I ELMs typical of H-mode. These result falsifies the hypothesis

that the event common to the start of the H-L back transition sequence is an ideal

peeling-ballooning triggered type-I ELM.

6.3 Evolution of E×B Shear and Comparison to

Turbulence Decorrelation Rate

Section 5.3 tested the hypothesis that transition sequences start when the

peak E×B shearing rate ωE×B drops below the turbulence decorrelation rate ωT ,

representing the failure of shear suppression of turbulence in the edge transport

barrier. It was found that ωE×B regularly remains nearly constant during the ELM-

free period prior to the H-L transition sequence and only changes appreciably after

the Dα bursts begin. Thus it is inferred that the transient and type-III ELMs are

not an intrinsic part of L-H/H-L transition physics but are the result of some

instability which is excited by conditions in the pedestal prior to the transition

sequence. Relaxation of the pedestal caused by the transients and type-III ELMs

leads to reductions in the shearing rate, ultimately terminating H-mode.

6.4 Investigation of the Modulating Pedestal

Mode

The Modulating Pedestal Mode (MPM) is a long-lived coherent oscillation

that was detected in the pedestal during these experiments. Typical frequency is

≈ 60 − 70 kHz and wavenumber k ≈ 0.3 − 0.4 cm−1. A detailed characterization

is given in section 5.4. The type-III ELMs and transients associated with the H-L

sequences are synchronous with the modulations of the MPM. The mode grows
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in amplitude as pedestal temperature decreases and density increases during the

ELM-free period between input power reduction and the start of H-L activity.

The localization of this mode and its relationship with temperature indicates a

resistive instability with ballooning character is at work. The long lifetime (often

> 100 ms) of the MPM makes it a candidate for early warning of back transitions

in low powered discharges, although it is not yet known what operational space

will experience the MPM prior to back transitions beyond the scenario examined

in this work.

6.5 Conditions for a “Soft Landing”

Section 5.5 identified a strong relationship between large H-L transients and

fast toroidal rotation in the co-current direction at the edge of the plasma: con-

trolling torque inputs to the plasma appears to be a reliable means of suppressing

this type of transient. Other potential methods of controlling the transient were

explored. Of interest was a sudden increase in the triangularity of the plasma

boundary in anticipation of the transient. This technique was designed to reduce

peeling-ballooning coupling strength and stabilize the plasma to P-B modes long

enough for some other process to initiate the H-L sequence. While ideal P-B in-

stability has been eliminated as a trigger for the transient, the effectiveness of

this technique suggests that a resistive cousin of the coupled P-B mode may be

involved.

The experiments with rotation control produced not only large transients

and small type-III ELMs as the first Dα burst of the transition sequence, but

also events of intermediate size. This implies that these phenomena have the

same triggering mechanism (consistent with identical MPM behavior before each

of them) and that transients are simply the high toroidal rotation limit of the

type-III ELMs.
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6.6 Summary

Experiments were performed to test for specific triggering mechanisms at

the start of the dithering H-L transition sequence. It was found that ideal P-B

instability is not the trigger from this class of H-L transition, but that the sequence

of events which terminates H-mode does begin when the E ×B shear suppression

mechanism is still strong, implying that some instability is triggering the transition

by relaxing the pressure pedestal. The relaxation can be abrupt or can occur over

the first ∼ 10 − 100 ms of the dithering H-L transition sequence. The Dα bursts

during this early phase of dithering are probably driven by the same instability as

the large initial transient, but are smaller because the transient reduces the drive

for the instability. The presence of a large, rapid pedestal pressure relaxation at

the start of the H-L sequence is observed when edge toroidal rotation in the co-

current direction is relatively fast, but may be suppressed by lowering rotation by

applying torque counter to the plasma current.



A Notes on Calculations and

Programming

A.1 Method of Determining Dominant MPM

Parameters: k, f , and vp

In order to measure the frequency f , wavenumber k, and lab-frame prop-

agation velocity vp of the mode in question, Ĩ/I ∝ ñ/n was computed for each

chord in a column. Time delay cross correlation functions (the built in IDL func-

tion required correction; see appendix A.3) were calculated for each unique chord

pair, excluding correlations of chords with themselves. The result, C(tdelay,∆Z),

where tdelay is the variable lag time and ∆Z is the spatial separation of the chords,

was fit to

C(tdelay,∆Z) =Cmax cos (2πftdelay − k∆Z)

× exp [−|tdelay/τc|] exp [−|∆Z/λc|]
(A.1)

where Cmax is the peak cross correlation, τc is the correlation time and λc is the cor-

relation length. The IDL MPFIT154 implementation of the Levenberg-Marquardt

algorithm for least squares minimization69 was used. An example of this analysis

is shown in figure A.1.

Cmax may differ from 1 as random noise will prevent two separate chords

from agreeing perfectly, even at arbitrarily close spacing. The value of τc obtained

from the fit includes effects of decorrelation of the entire spectrum, not just the

MPM, as no frequency filtering was performed in this analysis. The correlation

length λc is much longer than the physical array of BES chords and is probably
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shown with a fit to Cmaxcos (2πftlag − k∆Z) exp [−|tlag/τc|] exp [−|∆Z/λc|] (right).

not measured accurately beyond the statement that λc � max(∆Z) = 9.6 cm.

Similarly, τc is often much longer than the time window chosen. This analysis was

repeated for many sequential overlapping time windows to build a time history of

vp = 2πf/k and other quantities. The data were not frequency filtered before this

analysis because the MPM strongly dominates the fit in Eq. A.1 and the frequency

changes during the slowdown and the MPM could escape the filtering window. A

windowed Fourier transform was calculated and from this the MPM amplitude at

f was found at each time-slice. The result is qualitatively the same as averaging

amplitude over a frequency range containing the MPM and its sidebands, such as

taking the average amplitude in 40 < f < 80 kHz for each slice. The resulting

histories are shown in Fig. 5.12 for a short time window just before the start of

transition activity.

Some of the BES chords experience clipping or saturation during the hard

back transition transients, but as the purpose of this analysis is to track the motion

of “blobs”, this should not be a serious problem as the photodiodes used by BES88

do not appear to suffer long lasting systematic changes to their behavior after a

saturation/clipping event. In this case, it is clear from Fig. 5.11 and videos of BES
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fast intensity vs. R-Z that the vp lock is not an artifact of clipping. Locking also

occurs before the first small Dα spike in soft H-L sequences and in these cases,

clipping is uncommon (because the change in density is not as great), and still the

behavior is the same.

A.2 Local Wavenumber Anaysis to Determine

the Dispersion Relation of the MPM

Local wavenumber kij may be calculated using the two point technique:155

Gij(f) = F ∗
i Fj

φij(f) = atan

(
Im(Gij)

Re(Gij)

)
kij(f) =

φij(f)

Zi − Zj

(A.2)

where F ∗
i is the complex conjugate of the Fourier transform of the normalized (ñ/n)

signal from chord i and −π < φ < π, Gij is the cross-power spectrum between

chords i and j, φij is the corresponding phase delay between the two chords, and

then the local wavenumber kij is as given. This operation is repeated on all of

the unique chord pairs in a column, excluding i = j. A dispersion diagram can

be made from the histogram of k and f values. In general, BES is not equally

sensitive to all wavenumbers and a spatial transfer function can be used to correct

the k spectrum. However, the transfer function is essentially flat87 for kz < 1 cm−1,

so no correction is needed when studying the MPM.

Figure 5.14 shows the results of the local wavenumber analysis.

A.3 Correction to IDL’s Native Time Delayed Cross

Correlation Function

The built in function C CORRELATE in IDL Version 8.1 is not properly nor-

malized and a corrected version was developed and used. C CORRELATE calculates
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the correlation between two input arrays A and B and adds relative time lag by

shifting one array relative to the other as follows:

PAB(L) =

N−L−1∑
k=0

(
Ak − Ā

) (
Bk+L − B̄

)
√[

N−1∑
k=0

(
Ak − Ā

)2] [N−1∑
k=0

(
Bk − B̄

)2] (A.3)

where L is the number of array elements to shift by and the form given is valid

for L ≥ 0. For L < 0, the subscript of A instead of B in the numerator is

modified using L. It can be seen that the number of array elements used to

calculate the numerator is not the same as the number of elements used to calculate

the denominator unless L = 0. This means that the time delayed correlation

between two perfect sinusoids will have an envelope peaking at L = 0 and decaying

approximately linearly such that the correlation will approach 0 as L → N . Of

course, L ≈ N is not advisable for this calculation (number of samples decreases

to 0 as L approaches N), but the error is apparent for reasonable choices of L/N .

To perform the calculations needed for this work, C CORRELATE was modified

such that the sums in the denominator are over the same range of array elements

as the numerator. Thus, the corrected time delayed cross correlation function for

two sinusoids with the same frequency is another sinusoid with constant amplitude,

rather than approximately linearly decreasing amplitude away from 0 delay. The

flaw in C CORRELATE as well as the correction are demonstrated in figure A.2.
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Figure A.2: Correction of the time delay cross correlation function. (a) A test
signal X = sin(ωt), (b) time delayed cross correlation function of X with itself
using the built in IDL function and (c) the cross correlation of X with itself using
the corrected version. −(N − 2) < L < (N − 2) and N = 1001. There should be
no decorrelation with time of a two pure tones, so (b) is obviously wrong and the
correction in (c) is required unless L� N .

A.4 Modification to IDL’s 2D Histogram to Bet-

ter Handle Floating Point Numbers

The HIST 2D function provided with IDL works with floating point numbers,

but appears to be designed with integers in mind. This function defines histogram

bins such that the last bin starts at the maximum value in the input array. For a

set of integers like [0,1,2,3], this is okay. For floats, this behavior typically results in

a mostly empty bin at the end. This breaks the natural symmetry of the dispersion

plot (although only the positive frequency half is shown in the figures in this work,

the full plot is symmetric) and puts awkward stripes at the edges. HIST 2D also

has the limitation that it does not return any information about the bins it has

chosen, which can be confusing given its choices about binning.

To overcome these issues, a wrapper for HIST 2D was created and used to

generate dispersion plots in section 5.4.3. PLOT HIST2D B accepts user requests

for histogram binning then calls HIST 2D with settings such that there are extra

bins outside of the desired range. The extra bins are sacrificial and will be the

ones which are mostly empty. The output is cropped by copying counts from the

nearly empty bins at the edges into their neighbors and removing the edge bins. If

the combination of input data and bin request produce bins which are completely
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empty, HIST 2D will suppress these and return a smaller array. PLOT HIST2D B

has logic to inflate undersized arrays to the expected dimensions. PLOT HIST2D B

returns the histogram and bin definitions, produces a dispersion plot, and provides

optional secondary plots and analysis features.

A.5 Using the Distribution of χ2 Values to De-

tect Calibration Errors

As a test of calibration quality of the Thomson scattering diagnostic, the

following statistical test is integrated into the Thomson Scattering Data Viewer

(TSDV) program, which is described in section 2.3.3.

For any least squares fit, the distribution of reduced χ2 values will follow a

predictable trend if the model used in the fit is a good representation of the reality

being measured. That is: if the calibration is valid, a histogram of reduced χ2

values will follow a curve given by:

prob(χ2, K) =
(χ2)K/2−1

2K/2Γ(K/2)
e−χ

2/2 (A.4)

provided that the number of degrees of freedom K is known. K = the number

of samples N - the number of fit parameters P if the model is linear and all of

the basis functions are linearly independent. If the model is nonlinear or the basis

functions are not linearly indpendent, K can be anywhere from N − P to N − 1.

The fit parameters in use are temperature and density and the data are the signals

from a set of detectors.

The expected signal is defined by equations 2.1, 2.2, 2.3, 2.6 and 2.5 found

in sections 2.2.1 and 2.2.2, but the basic dependencies on temperature Te and

density ne can be understood by

signal ∼ ne ×
Exp (−const/Te)

K2(const/Te)
(A.5)

As seen in equation A.5 for scattered signal, the model is not a linear combi-

nation of separate basis functions for temperature and density, so K 6= N − P .156

However, histograms of reduced χ2 were compared to the probability function
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given in equation A.4 (with modification to be vs. reduced χ2) anyway and found

to agree extremely well for chords which appeared to be well behaved, and very

poorly for chords which were experiencing obvious calibration problems or hard-

ware malfunctions. From this it is inferred that the Thomson scattering model

can be linearized around minima in χ2 in temperature and density well enough

that one may approximate K ≈ N − P and use this statistical test to help detect

problems.

TSDV’s built in χ2 histogram quickly performs this test for all of the view-

chords simultaneously, using an arbitrarily selectable subset of time-slices within

the shot up to and including the entire data set. Specific chords may be flagged

and these are then marked on the histogram output and on the other plots, allow-

ing the user to easily understand the correlation between systematic errors in the

profiles and bad χ2 statistics. As this test is not perfect due to the nonlinearity

of the TS signal equation, only relatively severe errors are detected. As of 2014,

calibration quality has improved to the point where some of the worst systematic

errors are too subtle to be detected by this test, and are best characterized by

inspection of time averaged profiles from steady plasmas or from the look up ta-

ble comparison plot. It is still useful as a means of checking for new problems,

such as hardware failures. Newly failed hardware shows up prominently on this

test. Tools like this which provide detailed quantification of system performance

have provided significant motivation for improving the calibration quality as well

as guidance as to what improvements are needed.



B Corrections to Account for

Diagnostic Alignment Errors

B.1 Alignment Issues When Comparing Thom-

son scattering to BES

Data from BES and TS are mapped to ψN using a simple equilibrium re-

construction (JT EFIT).71 However, this mapping suffers from uncertainties in the

positions of diagnostic chords, errors in the reconstruction due to 3D error fields,

and finite lifetime of the excitation state of injected neutral atoms. The data in

Fig. 5.15 have been corrected for these alignment issues as follows: The foot of

the Te pedestal, as determined by a tanh fit, is assumed to be at the separatrix

and the Thomson profiles [Fig. 5.15(b-c)] are shifted outward by about 2%ψN to

enforce this. The BES data [Fig. 5.15(a)] are shifted outward as well on the basis

that excited beam ions have a finite lifetime and the delay between excitation and

emission translates to an inward shift in position. The magnitude of this shift

is expected to be about 0.66 cm (≈ 3 ns lifetime × 2.2 mm/ns for 50 kV beam

accelerating voltage),87 which translates to about 2% in ψN . Absolute error in

the measurements of the BES array’s position82 could be ≈ 5 mm (because of the

way the chords are secured in a common mounting bracket,157 uncertainty in the

relative positions between chords should be negligible). The corrected alignment is

consistent with the mode amplitude peaking at ψN ≈ 0.96− 0.97, which is located

in the steep gradient region or just at the top of the pedestal.
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138 J. M. Muñoz Burgos, K. H. Burrell, W. M. Solomon, B. A. Grierson, S. D.
Loch, and C. Chrystal, “Kinetic theory and atomic physics corrections for de-
termination of ion velocities from charge-exchange spectroscopy”, Nucl. Fusion
53, 093012 (2013), DOI:10.1088/0029-5515/53/9/093012.

139 K. H. Burrell. “Fitting function for characterization of the edge Er well in
H-mode plasmas”, manuscript in preparation (2015).

140 J. C. Hillesheim, W. A. Peebles, T. L. Rhodes, L. Schmitz, A. E. White, and
T. A. Carter, “New plasma measurements with a multichannel millimeter-wave
fluctuation diagnostic system in the DIII-D tokamak”, Rev. Sci. Instrum. 81,
10D907 (2010), DOI:10.1063/1.3466900.

141 M. A. Van Zeeland, R. L. Boivin, T. N. Carlstrom, T. Deterly, and
D. K. Finkenthal, “Fiber optic two-color vibration compensated interferome-
ter for plasma density measurements”, Rev. Sci. Instrum. 77, 10F325 (2006),
DOI:10.1063/1.2336437.

142 I. H. Hutchinson, “Excited-state populations in neutral beam emission”, Plasma
Phys. Control. Fusion 44, 71 (2002), DOI:10.1088/0741-3335/44/1/307.

143 G. Bateman and D. B. Nelson, “Resistive-ballooning-mode equation”, Phys.
Rev. Lett. 41, 1804 (1978), DOI:10.1103/PhysRevLett.41.1804.

144 B. I. Cohen, M. V. Umansky, W. M. Nevins, M. A. Makowski, J. A. Boedo,
D. L. Rudakov, G. R. McKee, Z. Yan, and R. J. Groebner, “Simulations of
drift resistive ballooning L-mode turbulence in the edge plasma of the DIII-D
tokamak”, Phys. Plasmas 20, 055906 (2013), DOI:10.1063/1.4804638.

145 R. J. La Haye, R. J. Buttery, S. Guenter, G. T. A. Huysmans, M. Maraschek,
and H. R. Wilson, “Dimensionless scaling of the critical beta for onset of a neo-
classical tearing mode”, Phys. Plasmas 7, 3349 (2000), DOI:10.1063/1.874199.



214

146 D. A. Humphreys, J. R. Ferron, R. J. La Haye, T. C. Luce, C. C. Petty,
R. Prater, and A. S. Welander, “Active control for stabilization of neoclassical
tearing modes”, Phys. Plasmas 13, 056113 (2006), DOI:10.1063/1.2173606.

147 X. Q. Xu, B. D. Dudson, P. B. Snyder, M. V. Umansky, H. R. Wilson,
and T. Casper, “Nonlinear ELM simulations based on a nonideal peeling-
ballooning model using the BOUT++ code”, Nucl. Fusion 51, 103040 (2011),
DOI:10.1088/0029-5515/51/10/103040.

148 T. H. Osborne, G. Jackson, Z. Yan, R. Maingi, D. Mansfield, B. Grierson,
C. Chrobak, A. McLean, S. Allen, D. Battaglia, A. Briesemeister, M. Fenster-
macher, G. McKee, and P. Snyder, “Enhanced H-mode pedestals with lithium
injection in DIII-D”, Nucl. Fusion 55, 063018 (2015), DOI:10.1088/0029-
5515/55/6/063018.

149 Z. Yan, G. McKee, R. Maingi, D. K. Mansfield, D. J. Battaglia, B. A. Grierson,
R. Nazikian, A. L. Roquemore, G. L. Jackson, T. H. Osborne, C. P. Chrobak,
J. S. deGrassie, R. J. Groebner, P. B. Snyder, and A. G. McLean. “Onset of a
“broadband bursty” with lithium aerosol injection in DIII-D”, Poster presented
at the 56th annual meeting of the APS DPP in New Orleans (2014).

150 ITER Physics Expert Group on Divertor, ITER Physics Expert Group on
Divertor Modelling and Database, ITER Physics Basis Editors, and ITER EDA,
“Chapter 4: Power and particle control”, Nucl. Fusion 39, 2391 (1999),
DOI:10.1088/0029-5515/39/12/304.

151 A. W. Leonard, M. A. Mahdavi, C. J. Lasnier, T. W. Petrie, and P. C. Stangeby,
“Scaling radiative divertor solutions to high power in DIII-D”, Nucl. Fusion 52,
063015 (2012), DOI:10.1088/0029-5515/52/6/063015.

152 T. Eich, B. Sieglin, A. Scarabosio, A. Herrmann, A. Kallenbach, G. F.
Matthews, S. Jachmich, S. Brezinsek, M. Rack, and R. J. Goldston, “Empiri-
cal scaling of inter-ELM power widths in ASDEX upgrade and JET”, J. Nucl.
Mater. 438, S72 (2013), DOI:10.1016/j.jnucmat.2013.01.011.

153 E. Kolemen, S. L. Allen, B. D. Bray, M. E. Fenstermacher, D. A. Humphreys,
A. W. Hyatt, C. J. Lasnier, A. W. Leonard, M. A. Makowski, A. G.
McLean, R. Maingi, R. Nazikian, T. W. Petrie, V. A. Soukhanovskii,
and E. A. Unterberg, “Heat flux management via advanced divertor con-
figurations and divertor detachment”, J. Nucl. Mater. 463, 1186 (2014),
DOI:10.1016/j.jnucmat.2014.11.099.

154 C. B. Markwardt, “Non-linear least squares fitting in IDL with MPFIT”, As-
tronomical Data Analysis Software and Systems XVIII ASP Conf. Ser. 411,
251 (2009).



215

155 J. M. Beall, Y. C. Kim, and E. J. Powers, “Estimation of wavenumber and
frequency spectra using fixed probe pairs”, J. Appl. Phys. 53, 3933 (1982),
DOI:10.1063/1.331279.

156 R. Andrae, T. Schulze-Hartung, and P. Melchior, “Dos and don’ts of reduced
chi-squared”, (2010) ArXiv:1012.3754v1.

157 G. McKee, R. Ashley, R. Durst, R. Fonck, M. Jakubowski, K. Tritz, K. H.
Burrell, C. M. Greenfield, and J. Robinson. “Beam emission spectroscopy diag-
nostic on the DIII-D tokamak”, presented at the 12th High Temperature Plasma
Diagnostics Conference in Princeton, NJ (1998).


