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Abstract

We address the problem of creating basis behaviors
for modularizing humanoid robot control and rep-
resenting human activity. These behaviors, called
perceptual-motor primitives, serve as a substrate for
linking a system’s perception of human activities and
the ability to perform those activities. We present
a data-driven method for deriving perceptual-motor
action and behavior primitives from human motion
capture data. In order to find these primitives, we
employ a spatio-temporal non-linear dimension re-
duction technique on a set of motion segments. From
this transformation, motions representing the same
action can be clustered and generalized. Further di-
mension reduction iterations are applied to derive
extended-duration behaviors.

1 Introduction

Controlling a humanoid robot and perceiving human
activity are both complicated problems. In order for
imitation, the process of learning new movement pat-
terns and skills by observation, to be possible, such
mechanisms for both perception and control must be
present. Although algorithms used for the separate
problems differ vastly, both problems at their core as-
sume that some structure exists in the motion being
generated or analyzed. If we assume that the un-
derlying motion structure for perception is the same
motion structure used for control, we can address
both problems in a synergistic fashion.

In our approach, we assume that motion is structured
for both perception and control by a vocabulary
of parameterized motion modules, called perceptual-
motor primitives. These primitives generally refer to
a set of behaviors that are capable of the recognition
and generation of complex movement through se-
quencing and/or superposition of the behaviors [10].
Through the use of such structures, we can address
the problems of robot control and activity recogni-
tion in the context of our model for imitation [4]
[9]. For perception, a system can encode a teacher’s
previously unseen demonstration into a set of primi-

Figure 1: Flowchart for primitive derivation
methodology

tives (activity recognition). From this encoding, the
system can synthesize an imitation of the demonstra-
tion from the controllers of the classified behaviors
(motor control).

While primitive behaviors provide a valuable struc-
turing of perception and control, a major question
remains as to what behaviors should be used as the
set of primitives. Primitive behaviors could be cho-
sen by hand and crafted manually [11] [9]. However,
motion data could contain structure that is unan-
ticipated by human decision making. As stated in
[4], determining a basis set of primitives is a difficult
problem, but could be addressed by deriving a prim-
itive set in a data-driven fashion through dimension
reduction. In this work, we extend a technique for
intrinsic (non-linear) dimension reduction [18] to em-
phasize temporal as well as non-linear spatial struc-
ture.

Using dimension reduction (DR), we describe a
method for deriving sets of perceptual-motor primi-
tives as atomic-level action primitives and meta-level
behavior primitives. We apply spatio-temporal in-
trinsic DR to manually segmented human motion
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capture data. Segments representing instances of
same action are proximate in the reduced space and
cluster into action units. Action units are then
generalized into parameterized primitives through
motion interpolation [12]. By iteratively applying
DR, atomic-level action units form extended dura-
tion meta-level behavior units. Behavior units can
be generalized into behavior primitives by linking ac-
tion units. The flowchart for our approach is shown
in Figure 1.

2 Related Work

The work presented in this paper closely follows the
framework of [4] and is based on the same model
for imitation. In [4], however, Principal Compo-
nents Analysis (PCA) was used to learn a set princi-
pal components (PCs) to serve as perceptual-motor
primitives. The main problem with using PCA in
such a manner is that linear PCs cannot represent
the non-linear nature of human motion. Even though
the PCs can span the space of possible motion, the
principal component primitives do not capture the
underlying structure of the motion. Thus, creating
parameterized motor controllers for these primitives
becomes non-trivial. In addition, motion segments
in [4] are implicitly assumed to have no temporal
dependencies, which is not an accurate assumption.
These problems are handled in this work through
non-linear spatial DR and accounting for temporal
dependencies.

Other approaches to imitation have used sensory-
motor mapping representations such as dynamical
systems [8], programmable pattern generators [14],
forward models [3], and paired forward-inverse mod-
els [6]. Related work for learning vocabularies of
motion, called movemes, is presented in [1]. The
representation for structuring motion vocabularies
presented in this paper is closely related to [12], an
approach for manually creating motion vocabular-
ies. [12] use a “Verbs and Adverbs” representation
for representing a set of adverb-parameterized verbs,
similar to our behavior primitives. Our approach
differs in that we aim to learn many of the tasks
an animator is asked to perform manually. We use
non-linear DR to find the intrinsic structure of the
motion data and derive primitives. In particular, we
use and extend Isomap [18] to find spatio-temporal
structure. Other methods for IDR that we explored
with less success include Locally Linear Embedding
[13], Kernel PCA [15], and non-linear blind source
separation [5].

3 Intrinsic Dimensionality Reduction

As stated in [18], traditional DR techniques (e.g.,
PCA) can only find the actual structure of data on

or near a linear subspace of the input space. The
underlying (or intrinsic) structure of the data can
be assumed to be on a manifold, a non-linear lower-
dimensional subspace embedded in the input space.
Using this assumption, [18] define the Isomap algo-
rithm to perform non-linear DR by:

1. building spatially local neighborhoods (using a
radius threshold or nearest neighbors)

2. computing a matrix, D, of all-pairs shortest
paths distances

3. performing PCA using D

3.1 Accounting for Spatio-Temporal Depen-
dencies

Previous methods for intrinsic DR assume that the
provided data is independent identically distributed
(i.e., spatial with no temporal ordering). Motion
data, however, have temporal dependencies. Thus,
the need for a spatio-temporal version of Isomap
arises. The extension of Isomap must achieve a
good balance between spatial and temporal informa-
tion (Figure 3.1). Spatio-temporal Isomap is demon-
strated for the simple case of the figure-eight in Fig-
ures 3.1 and 3.1.

We used two approaches to spatio-temporal intrin-
sic DR: spatio-temporal neighborhood weighting and
phase space weighting. In spatio-temporal neighbor-
hood weighting (Figure 4), weighted spatial neigh-
borhoods are computed as in Isomap, except for the
inclusion of temporally adjacent data. These spa-
tial weights are then strengthened or weakened based
on common temporal neighbors. Two data points,
x and y, such that y ∈ nbhd(x) (neighborhood of
x), have common temporal neighbors if their tem-
porally adjacent data points, x1 and y1, share a
spatial neighborhood, y1 ∈ nbhd(x1). If common
temporal neighbors occur, the spatial weighting be-
tween the data pair is strengthened by dividing by
a constant cctn; else, the spatial weighting is weak-
ened or unchanged. Adjacent temporal neighbors
are then strengthened by a constant catn. PCA is
then applied to the weight matrix, as in Isomap. By
varying catn, the amount of flattening from the spa-
tial to the temporal 1D manifold can be controlled.
By varying cctn, the amount of variation from the
temporal manifold can be controlled. In the phase
space view of spatio-temporal Isomap, this weighting
scheme could be seen as just introducing the velocity
of the data into the weight matrix.

In the phase space view of spatio-temporal Isomap,
velocity information is explicitly included into the
vector of each data point. Regular spatial Isomap is
performed on the phase space data with a weighted
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distance metric. The weighted distance between two
points, x and y, is expressed as:

d2 = zT Wz (1)

where d is the distance between the data pair, W is
the weighting matrix, and z is the difference vector
between phase space vectors for x and y,

z =
[
x− y
ẋ− ẏ

]
(2)

The weighting matrix can be split into four blocks:

W =
W11 W21

W12 W22
(3)

such that W11 represents the weighting of spatial in-
formation and W22 weights velocity information, and
the blocks W12 and W12 weight spatial and velocity
information. Phase space weighting provides a con-
tinuous weighting function, in contrast to the com-
mon temporal neighbors step function.

Both viewpoints have strengths and weaknesses.
With spatio-temporal neighborhoods, explicit con-
trol is provided for how the underlying structure
is represented on a continuum between completely
spatial and 1D temporal manifolds. Also, the
common temporal neighbors step function can pro-
duce cleaner, more aesthetic embeddings. How-
ever, spatio-temporal neighbors requires much more
parameter tuning than the phase space weighting
method. The latter is simpler to implement and eas-
ier to represent mathematically. Furthermore, a rea-
sonable guess of the elements of the weight matrix W
can provide useful embeddings faster than parameter
tuning spatio-temporal neighborhoods.

4 Deriving Action Units from Motion
Capture

We applied our method for spatio-temporal intrinsic
dimensionality reduction to the set of motion seg-
ments described in Section 6. For this work, degrees
of freedom (DOFs) were separated into three groups
representing the significant kinematic substructures
(left arm, right arm, and torso). Spatio-temporal
Isomap was performed separately for motion data
of each substructure. We initially assume limbs are
working independently, even though coordination of
limbs is possible. The data for each kinematic sub-
structure were reduced to 5 dimensions. Motion seg-
ments produced by the same underlying action will
form proximal groups in the resulting embedding. By
applying clustering, segments of motion are grouped
into units representative of the same action, or action

Figure 2: Application of variations of Isomap to
figure-eight data: (1) plot of points on a figure-eight
with a small amount of noise; (2) embeddings re-
sulting from original (spatial) Isomap and tempo-
ral Isomap; (3) embeddings resulting from spatio-
temporal Isomap with spatio-temporal neighborhood
and phase space weightings.

Figure 3: Application of spatio-temporal Isomap to
pre-segmented figure-eight data: (1) pre-segmented
figure-eight data; (2) embedding result, clusters re-
main most of their integrity.

units. Action units could be computed for each kine-
matic substructure separately, furthering the limb
independence assumption. In this work, however,
body-level action units are formed by concatenating
the dimensions from each substructure before clus-
tering. A bounding box clustering method was used
based on the one-dimensional sweep-and-prune tech-
nique described in [2].

4.1 Parameterized Action Primitives

The action units arising from the intrinsic embed-
ding and clustering can be generalized into action
primitives using motion interpolation. Each action
unit is a group of motions that are instances of the
same underlying action being performed. Interpo-
lation between these instances allows for the gener-
ation of motions within the span of the instances.
Assuming any motion in this span is an instance of
the same action, we generalize an action unit into a
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Figure 4: Illustration of weighting data pairs for
spatio-temporal neighborhoods. t is the temporal in-
dex of a data point and D(a, b) is the weight between
two data points a and b. If D(x, y) >> D(x, x + 1),
the embedding will reflect spatial dependencies. If
D(x, y) << D(x, x+1), the embedding will reflect the
temporal 1D manifold. Balanced weights for D(x, y)
and D(x, x+1) accounts for both spatial and temporal
dependencies.

parameterized action primitive by interpolation. We
have applied methods based on Shepard’s interpola-
tion [16] and interpolation for sparse examples [12]
[17]. The action primitives are considered atomic-
level primitives because they represent movement at
the level of atomic units of motion.

5 Deriving Behavior Units from Actions

By applying further iterations of spatio-temporal
Isomap, behavior units representing extended-
duration meta-level movement can be derived. Start-
ing from the initial embedding for actions, another it-
eration of spatio-temporal Isomap is performed (Fig-
ure 3.1). As in the case for action units, we ex-
pect that segments generated from the same behav-
ior will become proximal in the second embedding.
More specifically, segments from actions that form an
underlying behavior when sequenced will group to-
gether. Clustering is applied in the new embedding
to find behavior units. Further embedding iterations
can be used to find behaviors at higher levels.

5.1 Behavior Primitives

Unlike generalization of action units into primitives,
we already have a lower-level primitive representa-
tion that needs to connect appropriately to repre-
sent the higher-level behavior. In order to generalize
a behavior unit into a behavior primitive, the actions
associated with each behavior must be determined,
linked in the proper sequence, and matched for pre-
conditions and post-conditions. Actions associated
with behaviors and their sequencing can be found
trivially from the action unit indexing into the seg-

Figure 5: Flowchart for embedding actions and be-
haviors. The first embedding groups motion segments
from the same action, actions are performed in se-
quence for a behavior. Further embeddings group mo-
tions from the same behavior.

ments. However, linking adjacent actions is more
difficult. The motion represented by an action prim-
itive could potentially span a wide area in the space
of joint angle trajectories. If one such action must
be performed in sequence with another action, then
there exist instances of these actions such that a large
jump in joint angle space must be taken. To account
for this problem, pre-conditions and post-conditions
can be computed for each action primitive based on
where instances of the action begin and end in joint
angle space, respectively. Thus, a mapping between
linked actions such that post-conditions for the cur-
rent action can be used to find valid parameters for
the next action in the sequence.

6 Experimental Validation

Our system for deriving primitives was validated
experimentally through the application to collected
motion data. Derived action primitives were used to
synthesize desired joint-space trajectories for a hu-
manoid robot. The collected motion and synthesized
variations of those motions were actuated on our dy-
namical humanoid simulation, Adonis.

6.1 Motion Data

The motion data used in this work were captured
by a Vicon optical motion capture system, which
provides the trajectories of the markers in 3D. The
marker data were converted into configuration infor-
mation relative to a kinematic model (joint angles)
through a post-process. Joint angle information was
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then manually segmented into atomic units of mo-
tion based on user criteria. Irrelevent DOFs with
respect to kinematic structure of the robot are omit-
ted. The specific motion data used for this work
consisted of 22,549 frames, split into 250 atomic seg-
ments and included performances of various types of
arm waving, dancing, punching, semaphore-spelling,
and circle-trajectory motions.

By applying our methodology, we automatically de-
rived distinct behavior primitives for every type of
performed motion, except for the semaphore mo-
tions. The semaphores, used to spell “animate”,
expectedly did not form a coherent behavior be-
cause these motions contained a single execution
without common temporal neighbors. As example
of the results from deriving actions and behaviors,
the punching performances from the input motion
formed two behavior primitives for “left-arm punch-
ing” and “right-arm punching”. The left-arm punch-
ing behavior contained 4 component actions corre-
sponding to “Assume punching posture” (hands in
front of chest) , “Reach back with left arm”, “Punch
with left arm”, and “Return left arm to fighting pos-
ture”, as shown in Figure 7.

6.2 Robot Platform

The humanoid robot platform used to actuate mo-
tions produced by our action and behavior modules
was Adonis [11], shown in figure 8 performing a slap-
ping punch. Adonis is a rigid-body dynamic simula-
tion of a human torso, with static legs. Adonis con-
sists of eight rigid links connected in a tree structure
by a combination of hinge, gimbal, and ball joints.
The simulator has a total of 20 DOF and 7 DOF in
each arm. Equations of motion are calculated using a
commercial solver, SD/Fast [7]. The simulation acts
under gravity and accepts other external forces from
the environment. Collision detection implemented
on Adonis was not necessary for the motion collected
or synthesized. Any joint-space controller could be
used to actuate our system’s output. We used PD
servos for simplicity.

7 Continuing Work and Conclusion

We have presented a method for deriving action
and behavior primitives from pre-segmented motion
data. We extended the Isomap algorithm to find
spatio-temporal structure in a set of data. By ap-
plying this extended algorithm to motion data, we
demonstrated that atomic-level actions and meta-
level behaviors can be derived.

Given that we have derived a set of action and behav-
ior primitives, algorithms for human activity classifi-
cation, modular motor control, and imitation become
implementable within our framework. For activity

classification, new observed movement can be clas-
sified into the actions by computing neighborhoods
as in spatio-temporal Isomap and using those dis-
tances to find the closest action. Over the stream
of actions, meta-level behaviors can be classified us-
ing pattern matching. For motor control, an action
instantiated with a valid set of parameters can pro-
duce motion that serves as a set of desireds for the
PD controller. Behaviors can be instantiated by ran-
dom walks through or constrained traversal of the
actions in the behavior. Imitation can be performed
by classifying new observed movement into the ac-
tion and behavior set and creating motion desired
from instantiating actions or behaviors.

As future work, we will be investigating using our
primitive derivation methodology with automatic
segmentation and without segmentation.
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Figure 6: (Left) The fifth embedding of the motion
segment data. Behaviors have clustered into knots
along a near 1D manifold describing their perfor-
mance sequence. (Right) The data pair weight ma-
trix during the fifth embedding. Behavior intervals
become apparent by dark squares along the diagonal,
with dark indicating a strong dependency. The large
dark square in the upper left represent the perfor-
mance of a variety of arm waving instances inter-
rupted by the performance of another behavior.

References

[1] C. Bregler. Learning and recognizing human dynam-
ics in video sequences. In IEEE Conference on Com-
puter Vision and Pattern Recoginition, pages 568–
574, 1997.

[2] Jonathan D. Cohen, Ming C. Lin, Dinesh Manocha,
and Madhav K. Ponamgi. I-COLLIDE: An interac-

5



Figure 7: Illustration of action and behavior units
for motion. (Above) a view of the action embedding,
highlighting component actions units of the derived
“slapping punch” behavior highlighted. The behavior
consists of four sequential actions, as labeled in the
image. Below is a sequence of visualization of mo-
tions synthesized (using interpolation) for each of the
component action primitives. Front and top views
are provided for each motion.

Figure 8: Snapshots of Adonis performing a slap-
ping punch.

tive and exact collision detection system for large-
scale environments. In Proceedings of the 1995 sym-
posium on Interactive 3D graphics, pages 189–196,
218. ACM Press, 1995.

[3] J. Demiris and G. Hayes. Active and passive routes to
imitation. In In Proceedings of the AISB symposium
on imitation in animals and artifacts., 1999.
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