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Abstract. While numerous researchers have investigated group behavior of robots
which are each controlled in a behavior-based manner, none have yet thoroughly in-
vestigated the possibilities of extending the port-arbitrated behavior (PAB) paradigm
across networks of robots. We present an extension to the well-de�ned PAB tech-
niques of behavioral interaction which provides standard abstractions for nessaging,
inhibition, and suppression over IP networks. The Broadcast of Local Eligibility is
a general technique built from these abstractions that allows fully-distributed, 
ex-
ible team coordination. We present a BLE approach to the CMOMMT multi-target
observation problem, implemented on a team of physical robots.

1 Introduction

While numerous researchers have investigated group behavior of robots which
are each controlled in a behavior-based manner, none have yet thoroughly
investigated the possibilities of extending the port-arbitrated behavior [12]
paradigm across networks of robots. While it has often been hypothesized
that there need be no distinction between inter-robot and inter-behavior
communication e.g., [2], to our knowledge no previous system has provided
standard tools that allow port-based messaging, suppression, and inhibition
between behaviors on separate networked robots.

Our intention is to demonstrate that behavior-based systems restricted
to well-de�ned port-arbitrated interactions can scale to higher levels of com-
petence than is generally assumed. Speci�cally, we show that when the port-
arbitration paradigm is extended across networks, the resulting systems are
able to dynamically recon�gure themselves in order to e�ciently allocate re-
sources in response to task constraints, environmental conditions, and system
resources. We introduce the Broadcast of Local Eligibility (BLE) as a general
tool for coordination between robots, and then demonstrate its application
to the CMOMMT [8] multi-target observation task.

PAB: Port-Arbitrated Behavior-Based Control In PAB systems, con-
trollers are written in terms of behaviors, which are groups of concurrent
processes that share a public interface. This interface is composed of ports,
which are registers that each hold a single data item (e.g., an integer, 
oat,
string, or complex data structure).
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Ports in di�erent behaviors are linked together by connections, which are
unidirectional data paths between a source port and a destination port. A
port can have any number of incoming and outgoing connections. When data
is written to a port, either directly from a process within the behavior or
indirectly through a connection, it is generally propagated along all of that
port's outgoing connections. We say \generally," because data 
ow can be
modi�ed by special connections; whenever a message m is propagated along
a connection Cs;d from port s to port d, if Cs;d is:

� Normal, thenm is written to d, and is propagated along all of d's outgoing
connections

� Suppressive, then m is not written to d, and for a speci�ed period no
incoming connections will be able to write to d

� Inhibitory, then m is not written to d, and for a speci�ed period no
messages will be propagated out from d

� Input Overriding, then d is suppressed, except that messages arriving
along Cs;d (including m) are written to d and propagated as normal

� Output Overriding, then d is inhibited, except that messages arriving
along Cs;d (including m) are propagated along all Cd;x as normal

It is through these mechanisms of suppression and inhibition that sub-
sumption hierarchies, as well as other forms of arbitration, can be e�ciently
and intuitively implemented. Since connections are external to the behaviors,
behavior code is easily re-usable, and interaction between behaviors can be
modi�ed dynamically. The port abstraction enforces a data-driven approach
to programming that \grounds" computation in sensor readings and e�ector
actions. The PAB approach allows a clean, uniform interface between sys-
tem components (behaviors) at all levels that abstracts away many issues
of timing and communication; the \black boxes" of behaviors may contain
reactive mappings or deliberative planners. While our research focuses on
non-deliberative approaches, we believe that PAB interaction between system
components can help reduce the complexity of the components themselves,
whatever their type.

Ayllu: Port-Arbitration over IP Networks Ayllu, a C-based language
for behavior-based control [12] has been developed to facilitate implemen-
tation of distributed PAB algorithms. Connections between ports, of all the
types listed in Section 1, can be made either locally or over IP, and can be
speci�ed to broadcast. In addition, Ayllu adds specialized port types, such
as max ports which �lter arriving messages for maximum values. Max ports
are su�cient to build systems that are arbitrarily scalable.

2 Broadcast of Local Eligibility

We now introduce our Broadcast of Local Eligibility (BLE) approach to
multi-robot coordination. The BLE mechanism involves a comparison of lo-
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Fig. 1. a) Cross-Inhibition: A cross-inhibited peer group. b) Cross-Subsumption:
The structure of a cross-cubsumptive system. Some lines are omitted for clarity;
each \layer" is connected as a).

cally determined eligibility with the best eligibility calculated by a peer be-
havior on another robot. When a robot's local eligibility is best for some
behavior Bn which performs task Tn, it inhibits the peer behaviors (that is,
behaviors Bn) on all other robots, thereby \claiming" task Tn. Since this
inhibition is an active process, failure of a robot which has claimed a task re-
sults in the task being immediately \freed" for potential takeover by another
robot.

Since BLE is based on broadcast messages and receiving ports that �lter
their input for the \best" eligibility (see Section 2.1), BLE-based systems
are inherently scalable. Up to the limit of communication bandwidth, any
number of BLE-enabled robots can be added to a system. As we will also
see in Section 2.2, BLE allows heterogeneous robots to e�ciently allocate
themselves to appropriate tasks.

2.1 BLE-Enabled Behaviors

BLE action selection requires that each BLE-arbitrated behavior include
three ports named Local, Best, and Inhibit(see Figure 1a). Useful behav-
iors will generally have additional ports for task-related input and output.
We generically refer to the BLE-arbitrated output of a behavior as Output,
though the actual output may be through any number of ports of arbitrary
name. The Bestport is a emphmax port, accepting only values that are larger
than the its current value.

2.2 Cross-Inhibition of Behaviors

Cross-inhibition refers to the process of arbitration between peer behaviors,

instances of the same BLE behavior on di�erent robots. Given that there is
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some behavior instance Bn (which performs task Tn) on each robot, cross-
inhibition results in the selection of at most a single robot to perform Tn.
The selected robot is the one that is most eligible (according to local criteria)
for the task. There may be multiple sets of cross-inhibiting behaviors active
at the same time; Section 2.3 below discusses one manner in which local
arbitration between di�erent cross-inhibited behaviors can take place.

As illustrated in Figure 1a, the Localport of each robot's behavior Bn

broadcasts a locally-computed eligibility estimate to the Bestport of each
other robot's behavior Bn. Each Bestport maintains the maximum of the
eligibility messages it has received in the current cycle. Whichever robot has
a local eligibility better than or equal to the Best it receives writes to its
Inhibitport, causing inhibition of behavior Bn in the other robots.

Cross inhibition is particularly well-suited to heterogeneous systems, in
which not all robots are able to perform all tasks. Robots in which some be-
havior Bn is not instantiated will naturally never inhibit Bn in other robots
and claim Tn; thus if robots locally instantiate only behaviors appropriate to
their capabilities nothing more needs to be done in order to assign hetero-
geneous robots to appropriate tasks. If the local arbitration (see Section 2.3
below) gives priority to the tasks each robot is specialized for, then this as-
signment of robots to tasks should be very e�cient.

2.3 Cross-Subsumption

Cross-inhibition arbitrates only between peer behaviors on di�erent robots;
some local mechanism must arbitrate between di�erent behaviors on the same
robot. We believe that simple subsumption, when combined with BLE, is
su�cient for 
exible, scalable, and robust team cooperation in many tasks.
We call the combination of cross-inhibition and local subsumption cross-

subsumption.
In cross-subsumption, each robot has a local subsumption hierarchy. Each

layer of this hierarchy may be cross-inhibited (as in Figure 1a), resulting in a
system similar to the one diagrammed in Figure 1b. As a result, each robot is
controlled by its behavior Bn which has the highest priority of any behavior
which is generating output. A behavior that is not generating output fails to
do so either because its current input is unsuitable for the task (e.g., some
necessary object is not in the �eld of view), or because its output is cross-
inhibited. Thus, each robot will claim the highest-priority task that it is most
suitable for.

3 The CMOMMT Task

We have tested our BLE approach on a multi-target observation task known
as CMOMMT (Cooperative Multi-robot Observation of Multiple Moving
Targets) introduced by [8], and a prioritized variation that we call W-CMOMMT.
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CMOMMT is an NP-hard problem that requires strong cooperation [7] for
good performance. It has the bene�t of simple formulation and analysis, and
implemented systems for comparison.

3.1 De�nition of CMOMMT

Our version of the CMOMMT problem is de�ned as follows. Given S : a
bounded, enclosed region; R : a team of m robots with noisy, limited sen-
sors; and O(t) : a set of n targets oj(t) such that In(oj(t); S) is true, where
In(oj(t); S) means that target oj(t) is within S at time t, de�ne an m � n

matrix A(t) where

aij(t) =

8<
:
1; if robot ri is observing target oj

at time t
0; otherwise

(1)

(a robot is observing a target when the target is in the robot's �eld of
view and within a certain distance)

and de�ne a logical OR operator over a vector H :

k_
i=1

hi =

�
1; if there exists an i such that hi = 1
0; otherwise

(2)

The goal of the CMOMMT is then to maximize

Observation =

PT

t=1

Pm

j=1

Wr

i=1 aij(t)

t�m
(3)

that is, to maximize the time during which each target in S is being
observed by at least one robot. We assume that the area covered by the
sensors of the robots is much smaller than the total area to be monitored
and that targets move slower than the robots. The original formulation of
the problem [8] assumes that robots share a known global coordinate system;
we replace this with the assumption that the robots can visually distinguish
each target from the others. Thus our formulation focuses on task space where
Parker's formulation, predictive tracking, and local force-vector algorithm [8]
tend to be more oriented towards physical space.

We also introduce a prioritized version of the problem which we call
Weighted CMOMMT, or W-CMOMMT. Given: W : a vector of weights such
that wi re
ects the priority of target oi, the goal of W-CMOMMT is to
maximize

W -Observation =

P
T

t=1

P
m

j=1
wj

W
r

i=1
aij(t)

t�m�
P

m

v=1
wv

(4)
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4 Experiments

We have implemented controllers for CMOMMT on a team of three ActivMe-
dia Pioneer 2DX robots. These are di�erentially-steered wheeled bases with
on-board sonar (for obstacle avoidance) and vision (for identifying and track-
ing targets). The video cameras have a 45-degree �eld of view. Each robot is
connected to a wireless ethernet LAN, and programmed using Ayllu [12].

4.1 The Experimental Environment

Current experiments take place in an 18 by 22 foot corral. Targets are colored
paper cylinders which experimenters move by hand in a �xed pattern at an
average speed of about 2 feet/minute. The targets all begin at one end of the
enclosure, and move in a criss-cross pattern that varies from a very dispersed
to a very condensed formation (see Figure 2a). Trials are run with three
robots and four targets.

a)

14 3 2

1
23

4

b)

Sonar 
Pingers

Visual Field

Fig. 2. a) Experimental Environment : The 18 by 22 foot corral. Robots are shown
with observation ranges; �elds of view extend further in a similar cone. Targets are
numbered circles. Light grey targets and dashed lines indicate initial positions and
paths of targets. b) Robotic Testbed : Three Pioneer 2DX robots.
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4.2 Robot Behaviors

Four controllers have been implemented for comparison in CMOMMT: a
BLE controller, a local greedy controller, a local subsumption controller, and
a random controller. Each of these controllers is implemented using the same
behaviors, with di�erences in behavior arbitration.

Common Behaviors A single behavior on each robot controls translational
motion to maintain a safe velocity based on the distance to sonar-detected
obstacles. The task-oriented behaviors speci�ed below only control rotational
motion of the robots. Two classes of behavior are implemented:

Observer behaviors: the target-observing behaviors rotate the robot to-
wards a speci�c target in its �eld of view. This, combined with the common
velocity control behavior, causes the robot to approach a speci�c target and
maintain a distance of approximately 1 foot. One observer behavior is in-
stantiated for each target to be tracked. The observation range of the robots
is approximately four feet, and the robots are able to perceive targets up to
�fteen feet away, depending on lighting conditions in di�erent parts of the
corral.

Search behavior: the search behavior is a random wander.

BLE Coordination: The BLE controller is a subsumption hierarchy of
Observer behaviors, with the Target 1 observer having highest priority. Each
is then joined into a cross-inhibiting peer group which consists of Observers of
the same target on each robot (Figure 1a), such that the controller becomes
a cross-subsumption hierarchy (Figure 1b. The highest-priority behavior that
is not cross-inhibited controls the robot - that is, each robot approaches and
tracks the highest-priority target it sees that is not being observed by another
robot.

The local evaluation function for each Observer behavior is proportional
to the height of its associated target in the visual �eld (an approximation
of distance). It favors observation of multiple targets by increasing for each
additional target viewed in observation range.

The wander behavior is active when all other behaviors are either cross-
inhibited or unable to perceive any targets.

Local Subsumption Only The Local Subsumption (LS) controller is the
same as the BLE controller, but connections are not made across the peer
groups so that no cross-inhibition takes place. The robot approaches and
tracks the highest-priority target it sees, or wanders if it sees no targets.

Local Greedy The Local Greedy (Greedy) controller has neither cross-
inhibition nor local subsumption; instead, the behavior with the highest eval-
uation function controls the robot. The robot approaches and tracks whatever
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Fig. 3. a) Average Observation and W-Observation scores by algorithm. Error bars
span 2 standard deviations. b) Simultaneous Observation The percentage of time
at which 4, 3, 2, 1, or no targets were observed, averaged over trials.

target is most salient (as in
uenced by perceptual uncertainty) in the �eld of
view, or wanders if no target is perceived.

Random In the Random controller, only the random wander behavior is
active, at all times.

4.3 Results

Five trials of approximately 12 minutes each were run for each of the BLE,
Greedy, and LS controllers; two trials of the Random controller were run for
a baseline.

The most important measures are of course the Observation and W-

Observation metrics of Section 3.1. As seen in Figure 3a, on CMOMMT
the BLE approach, averaging 0.7963, scored signi�cantly higher (p = 0:0017
on a pairwise t-test) than the Greedy approach at 0.69940 and the LS ap-
proach at 0.51995 (p < :0001). Using the W-CMOMMT metric, the relative
performance of BLE was even better, scoring 0.860984 to the Greedy score
of 0.717251 (p < 0:00001) and the LS score of 0.630928.

The distribution of the robots across the targets can be clari�ed with
information on simultaneous target coverage, illustrated in Figure 3b. On
average, the BLE approach observed all four targets 41.68 percent of the
time, and observed at least three targets 82.17 percent of the time. The
Greedy approach averaged four targets only 23.27 percent of the time, and
at least three targets 66.12 percent of the time. LS trailed with observation of
four targets averaging 9.71 percent, and three or more, 30.38 percent. Thus,
BLE achieved better distribution than either Greedy or LS. Surprisingly,
BLE achieved marginally higher observation of the highest-priority target
than Local Subsumption (95.74 vs. 95.62 percent).

It can be seen from the target motion patterns of Figure 2a that during
the last third of each trial, targets 2 and 3 were consistently close enough to
be observed by a single robot. While the BLE approach resulted in a stable
con�guration of all four targets being observed for the majority of the �nal
third of every trial, neither the Greedy nor the LS approaches maintained
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such a stable full observation in even a single trial. Figure 4 illustrates typical
patterns of observation (for each algorithm we have chosen a trace of the
trial which scored closest to the average). In the BLE approach, the three
highest-priority targets are covered fairly constantly, although the observing
robots switch o�; and overlap of observation is minimal. The stable four-
target observation for the last third of the trial can be seen, with robot 1
covering both targets 2 and 3. In the Greedy trace, there are clearly both
larger periods of overlap and larger periods in which some targets are not
covered at all. In LS, as expected, the highest-priority target was well and
redundantly covered, while others were not.

In all trials, periods in which a particular robot seems not to be observ-
ing anything often re
ect a blocked robot which is tracking a target, but not
close enough to observe. This situation was common to Greedy and LS tri-
als where robots often \queued up" behind other robots observing a salient
target. Further, our collision avoidance, resulting only from the translational
velocity control described in Section 4.2, did not deal e�ectively with robots
approaching each other from the side, as when both were trying to get close
to the same target; this resulted in occasional collisions during the LS and
Greedy trials. The task-space separation of the BLE approach proved to be
very e�ective in preventing both of these physical-space problems of interfer-
ence.

Further, observation of the di�erent approaches in action led to the real-
ization that the BLE approach was e�ective in overcoming perceptual lim-
itations of the robots. While in the Greedy and LS trials robots tended to
cluster around targets that were \better perceived" (due to details of the
color-tracking implementation, and environment), exacerbating the physical-
space problems described above, in the BLE trials, highly visible targets were
quickly observed, freeing robots to persue less-salient targets.
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5 Related Work

Pioneering work with groups of behavior-based robots involved weakly coop-

erative tasks such as 
ocking and foraging [6] and clustering [5]. [3] modi�ed
such foraging strategies to include coordinated territorial division, and [4]
investigated role-based task division in foraging systems, with and without
explicit coordination. [1] discuss how communication is "foreign" to their
behavior-selection methods. [9] discuss levels of abstraction that allow entire
robots to be seen as single behaviors in a behavioral system, but rely on "ob-
server" behaviors which come close to a centralized solution. The BeRoSH
system [10] extends a subsumption approach to allow inter-robot communi-
cation as input to behaviors (but not for inhibition/suppression). Task per-
formance is fully distributed, but one robot "host" must coordinate,

The ALLIANCE architecture [7] comes closest to our approach. Main dif-
ferences include the need in ALLIANCE for motivational behaviors to store
information about other individual robots, the lack of uniform inter-behavior
communication (inter-robot communication only takes place between motiva-
tional behaviors, and cannot be arbitrated as other behavioral communication
can be), and ALLIANCE's monitoring of time other robots have spent per-
forming behaviors rather than BLE's local eligibility estimates. Motivational
behaviors must be re-written (rather than re-connected) to re
ect changes
in system structure, and, as the gateways between robots, restrict the ways
in which robots can interact. However, direct comparison of the two systems
is not possible (or even useful) as Ayllu and BLE are aimed at a lower level
of abstraction than ALLIANCE. It is clear that ALLIANCE could be imple-
mented using Ayllu and BLE, and that for certain tasks it would likely be
more convenient; but our interest is in examining the range of tasks that can
be covered by our small set of clean, standard, \stateless" [11] language-level
abstractions.

6 Conclusion

Experimentation has shown that the PAB paradigm, and BLE in particular,
is able to support fully distributed, e�cient coordination of teams of robots
using simple and general low-level components. The resulting systems are
scalable, robust, and 
exible, adapting to changing environmental conditions
and resource availability. Cross-subsumption can assign heterogeneous robots
to tasks appropriately with no need for explicit negotiation or recognition.
PAB is a principled approach, providing standard, well-de�ned abstractions
for behavior coordination. Behavior are fully encapsulated, facilitating "bot-
tom up" system design and testing.
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