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Abstract: In this paper we have done channel estimation usirgconcepts of LMS algorithm, after that we have

implemented the logic of LMS algorithm using thencepts of Supervised Artificial Neural Network afen we have
performed channel estimation directly applying tomcepts of Supervised Artificial Neural Networkn&ly we have
compared the performances (BER v/s SNR and Thraughis SNR) of these three methods for channemasibn
under AWGN channel scenario. Matlab (version 7s9)ded here as the simulation platform.
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A Security Solution for the Transmission of Confidential Data and Efficient File Authentication

Abstract:  Data security is an integral part of web basedrass applications like insurance, banking etc. &}
applications require a secure infrastructure totrttee security requirements of confidentiality, patoht authentication
message integrity and no repudiation. Documentypition/decryption and signatures/validation are diata security
standards that define XML vocabularies and proogssiles to meet these security requirements.
In this paper, we present a how a file securelsgmdrom sender (server) to the receiver (cligmpugh a central
gateway with web services applications which meae@ure architecture for the exchange of confidéibcuments
Designing a secured electronic system archited¢tereonnected to the central gateway through wtriehwhole work is
established and takes place accordingly to pass tbel files over the internet and have securitytuiess like digital

signatures. Various algorithms, implementations amting have been developed for encryption/decoppti

signatures/validations and web services.
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I Robust Energy-based Target Localization in Wireless Sensor Networks in the Presence of
Paper Title: :
Byzantine Attacks

Abstract: This paper presents a robust energy-based tarcgdization method in wireless sensor networks (W3
the presence of Byzantine attacked sensors. Bymaatiacks will cause sensors to send false infiiomao the fusion

centre and disturb the target localization metfAdtkrefore, a robust energy-based target localizatiethod is needed to
counter the Byzantine attacks and a method is pteden this paper. The method presented in thiepassumes tha
the fusion centre knows the exact information altbeitpercentage of Byzantine sensors and the gttatlability. If the
fusion centre does not know the Byzantine attaéérination, a Byzantine sensor identification scherae be used tp
identify Byzantine sensors. Results showed the sblemergy-based target localization method couttiige better
performance results than the energy-based targelizatin method, which did not consider Byzantatecked sensors.
Moreover, simulation results showed that the Byir@nsensor identificaiton scheme could identify mBgzantine
attacked sensors.

Keywords. Byzantine sensors, Cramer-Rao lower bound, maxifiketihood estimation, reputation value.
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Paper Title: Video Monitoring System Based on ARM9

Abstract: The preceding and existing video surveillance systéich entails high end cameras, video servetsyark
switch and monitoring PC all these resources l¢ad®mplexity, expensive, high power consumptiod also requires
more area to establish. In order to overcome thehhin the preceding and existing system, this papesents 3
proficient where it uses few hardware resourcesgerimplementation of the video monitoring syst&S8C2440 is g
very good ARM9 family processor providing a camémterface which is very conducive to the applicatiand
development. Embedded Linux is chosen as operatstem which provides open-source, multi-task, inputicess,
highly modular, multi-platform support, performaraed stability to the system. The design systenie@el maximum
frame rate of 30fps with a resolution of 1280x10Rdividual camera is initialized and 10fps withmaximum videg
resolution of 340x480 if two cameras are initiatizelhe application of this paper can be implemerdgedecurity
surveillance, patient monitoring in hospitals amdlipg booths.
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Paper Title: The Controlling of Mobile Robot Based on ARM9

Abstract: In this proposed work the robot is built using tdo motors for the movement which is administered
AT89C51 Microcontroller, the obstacle is detectgdulirasonic sensor, the controlling of the rolmtone by using th
resources of MINI 2440 development board. The apfitin of this system can be implemented at arciggzdl survey,
place of natural disaster and industrial applicetiorhe previous system of Mobile robot which =l PC System t
coordinate the whole resources, in order to achéel@anced arithmetic among different module, ang#dize intelligent
behavior just as human beings by plan and decisioarder to overcome the hitch in the previouseays this work is
proficient where it is stable and reliable, withwlgpower, tiny-volume and high integration.
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O

Keywords. ARM9, L293D, LCD, MINI 2440, ultrasonic sensor, Lix
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_— The Design of Granary Environmental Monitoring and Control System Based On ARM9 and
Paper Title: ZIGBEE

Abstract: Grain storage is a vital component in the econontythe society. The quality and safety of graimesje are
related to the hundreds of millions of people.He process of grain storage, temperature and hiynddé two major
ecological factors that can affect the grain gyalitherefore, the parameters of temperature, hayniduist be in accurat
and real-time monitoring by supervisory system#&ange granaries. The automatic monitoring of thairgstorage will
help us to improve the operation levels of graorage, reduce the grain losses during stored puveeahd reduce labg
intensity. This project designs an environment noymg system of the granary combining Embedded ZigBBee
wireless sensor network technology. Using ZigBerl@ss sensor network to complete acquisition entsmission of
environment parameters and using ARM9 to achieeeipe control of the barn environment as systera dantroller
and using GSM to achieve the system's remote doittgreatly improves the flexibility and scalabjl of the warehouse
management which sends available data to graintdepnager (Database management) in time and filteedid data
on the spot. It makes many important aspects red nganager to complete on the scene, which salm®Bmanpower|
and material resources and improves labor prodtictiv

)
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Paper Title: ASIC Implementation of HDB3 Codec

Abstract: This paper demonstrates the working of HDB3 encé&ddecoder and also its implementation at chip lleye

The HDB3 code consist of 3 modules namely violatwodule, balance module and polarity correction nedThe
decoder consists of violation detection moduleabe¢ detection module and polarity detection modlife encode
design accepts serial data from the informatiomre®in binary format. HDB3 encoder encodes theryidata into two
bit symbol data. The encoder data is transmittezt avphysical channel. At receiver’s end when thia ds present, the
decoder detects the violation symbol and balanogbsy using the violation and balance detection nedlhe polarity
is restored by the polarity detection module. TH2B3 codec is a modified AMI generator, the desigriargeted or]
180nm technology provided by JAZZ foundry.

The HDB3 codec’s front-end design development aedfigation is carried out using QuestaSim simulatdSIC
implementation of HDB3 codec is done using SYNOP $X(s.

Keywords. HDB3 codec.
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Paper Title: Hybrid Filtering Technique for mage Denoising Using Artificial Neural Network

Abstract: Image enhancement and restoration in a noisy emviemt are fundamental problems in image processing.

Various filtering techniques have been developeduppress noise in order to improve the qualitynziges. Man
filters for image processing are designed assuraiggecific noise distribution. In the medical fiétdage processin
play an important role because most of the diseasesliagnosed by means of medical images. In dodese thes

images for the diagnosing process, it must be fesiseHowever, most of the images are affecteddises and artifacts.

Hence an effective technique for denoising medigglges particularly in Computed Tomography (CThéxessary

which is a significant and most general modalityriedical imaging. In order to achieve this dena@jsih CT images, an

effective CT image denoising technique is propo3éxk proposed technique remove the Additive whigeisSian Noise
from the CT images and improves the quality of issmgrhe proposed work is comprised of three phdkey; are
preprocessing, training and testing. In the pregssing phase, the CT image which is affected byAW&N noise is
transformed using multi wavelet transformationtHa training phase the obtained multi-wavelet doififits are given a
input to the Adaptive Neuro-Fuzzy Inference Syst@&NFIS). In the testing phase, the input CT imageskamined
using this trained ANFIS and then to enhance tradityuof the CT image thresholding is applied ahdrt the image is
reconstructed. Hence, the quality enhanced andeheising CT images are obtained in an effectivarmaa

Keywords: CT image; denoising; Additive White Gaussian Nois&/GN); multi-wavelet transformation; Adaptivi
Neuro- Fuzzy Inference System (ANFIS); thresholding
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Paper Title: Color Edge Detection in RGB Color Space Using Automatic Threshold Detection




Abstract: Edge detection is one of the most commonly usedatipas in image processing and pattern recognithoan
reason for this is that edges form the outlinerobbject. An edge is the boundary between an objeetthe backgroung
and indicates the boundary between overlappingcthj&dge detection reduces the amount of dateedeedprocess b
removing unnecessary features. Edge detection lor amages is more challenging than edge detedtiogray-level
images. Compared with gray image, color image ides/more edge information of objects. However,diweent color
edge detection algorithms acquired so much timeotopute and they are hardly used in real-time systa order to
improve the efficiency and the performance of thlcedge detection. This paper proposes a mdtiraetige detectior]
of color images with automatic threshold detectidhe proposed algorithm extracts the edge infolwnatf color
images in RGB color space with fixed threshold eallihe algorithm works on three channels individuahd the
output is fused to produce one edge map. The #gonises the improved Kuwahara filter to smoottenimage, sobe
operator is used for detecting the edge. A newraatiz threshold detection method based on histogtata is used fo
estimating the threshold value. The method is adpli

for large number of images and the result showstheaalgorithm produces effective results when parad to some ¢
the existing edge detection methods.

Keywords: RGB color space Kuwahara filter, Sobel Operatostétiram, Edge Thinning, Threshold.
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Paper Title: Block Level Physical Design of Interfacing Modulein RISC Core

Abstract:  The physical design plays a major role in implermgnthe circuit and logic cells physically, becat
physical devices and interconnecting materials halve its own parasitic resistances and capacgarfiacement an
Routing (PNR) flow involves proper placement andtirg the interfacing module including majorly P&id SDRAM.
In this project work digital cells called standarells and macro are placed with minimum congestio8% in a block.
And routing is done by keeping in mind the manufeability by utilizing non default rule (NDR) desigules. The clock
tree network is built by using the H-Tree netwaskdlogy. The power network is synthesized with kigimetal layers
available in technology node. This project is inmpémted in TSMC 120nm technology, which has 7 matars but as
this project is block level so 6 metal layers asedufor routing. The clock frequency of block systis 250MHz is use
as the main clock, peripheral clocks and generelisek of 133MHz. The GDSII format of layout is geated with no
violations.

Keywords: Placement and Routing (PNR) flow involves propacement and routing the interfacing module inabagd
majorly PCl and SDRAM.
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Paper Title:

Study in Vocational Training Cor poration in Jordan

Structural Equation Modeling Analysis between Enabler and Results in EFQM Model; a Case

Abstract: In order to achieve excellence, organizations riedue aware of the impact of the individual criteon each
other and also the analysis of relationships betwEeabler criteria and Results criteria. The ainthi$ paper is ta
evaluate the relationships between Enablers andltRés the EFQM Excellence Model applied in a Viimaal Training

Corporation (VTC) in Jordan. To this end, all the(BV model data of the Vocational Training Corparat{VTC) was
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collected. Research method used for this artickbescriptive, where Structural Equation ModelingEg was used td
assess the relations between the criteria. Thédtsesanfirm the previous findings and shows thaalfdars are strongly
related to the Results. All the Enabler criteriantcibute to Results improvements, so a balancedoagh in the
development of Enabler criteria allows organizagidam obtain an optimal gain from the implementatidrthe EFQM
Excellence Model.

Keywords: EFQM Excellence Model, Structural equation modelmalysis, Vocational Training Corporation.
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Comparative Performance Analysis of Average Max Round Robin Scheduling Algorithm (AMRR)
Paper Title: using Dynamic Time Quantum with Round Robin Scheduling Algorithm using static Time
Quantum

Abstract: Round Robin Scheduling algorithm is designed egfigcior time sharing Operating system (OS).It i$ a

preemptive CPU scheduling algorithm which switchesween the processes when static time Quanturmesxpihe
Round Robin Scheduling algorithm has its disad\gagahat is its longer average waiting time, higtartext switches
higher turnaround time .In this paper a new alaomitis presented called Average Max Round Robin (RYR
scheduling algorithm .In this scheduling algorithine main idea is to adjust the time Quantum dynalyicso that
(AMRR) perform better performance than simple RoRadbin scheduling algorithm.

Keywords: Operating System, Round Robin, Average Max RoundifRdlurnaround time, Waiting time, Context

Switch.
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Paper Title: Comparative Study of Network M onitoring Tools

Abstract: There are billions of packets flying around the vg&k today. A significant number of them are of icialis
intent. These packets help us to understand where thre notable security or performance eventsronguon the
network and also to find out common network proldesuch as loss of connectivity, slow network etisaper focus
on the comparative study of different packet aralyavailable in current market and how we can sh@mongst then
according to our requirements.

Keywords: Packetcapturing, Packetanalysis, Wireshark, Ehergpesa, libpcap.
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Paper Title: FPGA I mplementation Of Low Power Pipelined 32-Bit Risc Processor

Abstract: This paper presents the design and implementafiana@v power pipelined 32-bit High performance RI
Core. The various blocks include the Fetch, Dec&descute and Memory Read / Write Back to implemérgtage
pipelining. In this paper we are proposing low powesign technique in front end process. Harvactiitacture is use
which has distinct program memory space and datmanespace. Low power consumption helps to redheehieat
dissipation, lengthen battery life and increaseiaeveliability. To minimize the power of RISC Corelock gating
technique is used in the architectural level whichn efficient low power technique. 7-SEG LEDs emenected to th
RISC IO interface for testing purpose, Verilog caslsimulated using Modelsim and then implementatsodone using
Altera Quartus Il and Altera FPGA board.

Keywords: Architectural level power reduction, Auto branclegiction, Clock Gating, High performance architeetu
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Paper Title: Economic Generation of Electrical Power by using SFL Algorithm

Abstract:  An important criterion in power system operatioridaneet the power demand at minimum fuel costgu
an optimal mix of different power plants. Moreover,order to supply electric power to customersisecured an

5irv2-

economic manner, unit commitment (UC) is considaiedbe one of the best available options. The @rmbbf unit




commitment (UC) is to decide which units to intennect over the next T hours, where T is commoallydr weekly
duration of time. The problem is complicated by pihesence of constraints and also it is complichtszhuse it involve
integer decision variables, i.e., a unit is eitb@mmitted or not. In this paper SFLA algorithm ged for the solution o
UC by meeting all its constraints. Minimum up anchimum down constrains are directly coded. This SFllgorithm
has been applied to 10 generating units considerezhe day scheduling period.

Keywords: Economic dispatch, generation scheduling, optirapaechniques, unit commitment.
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Paper Title: Secur e and Dependable Cloud Servicesfor TPA in Cloud Computing

Abstract: The cloud storage provides users to easily staie tfata and enjoy the good quality cloud applaaineed
not install in local hardware and software syst8mbenefits are clear, such a service is also gisess’ physical contrg
of their outsourced data, which provides contra@rosecurity problems towards the correctness ofthkage data in th
cloud. In order to do this new problem and furtaehieve a secure and dependable cloud storageesrwe propose i
this paper a flexible distributed storage integatyditing mechanism, using the homomorphism tokaah distributed
erasure-coded data. We are also proposing alloars tis audit the cloud storage with very lightweéighmmunication
and computation cost. The auditing result not oehsures strong cloud storage correctness guarabttealso
simultaneously achieves fast data error localinati@., the identification of hacker informatiofnd securely introduce
an effective TPA, the auditing process should biingo new vulnerabilities towards user data prjyand introduce nc
additional online burden to user. In this paper,pr@pose a secure cloud storage system suppontivacp-preserving
public auditing. We further extend our result t@lele the TPA to perform audits for multiple userautaneously and
efficiently. This shows the proposed scheme is ligifficient and data modification attack, and ewemver colluding
attacks.

Keywords. Data integrity, dependable distributed storagerdacalization, data dynamics, Cloud Computing.
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17 | Paper Title: ; ] . .
Windows Failover Clustering Environment

Abstract: Modern IT department facing immense challenge igrtsure the production Server availability at iaflets. | 86-




To avoid downtime of Production Server, High avaiity Solution should be implemented like Micros&/indows
Failover Clustering. Microsoft Failover Windows uSter provides the automatic failover to the stgndbde if a
hardware (RAM, SMPS, CPU and etc...) failure ortwafe failure (OS, SQL Server and etc...) occurmsloker
automatically occurs if the primary server fails.this case, Active/passive two node windows Chustemplemented
along with SQL Server cluster. Windows Failoverstéu will not failover for the customized applicatiservices which
are node specific.

In three tier architecture (Web, App and DB), Sdrver Database instance installed in Cluster Bnwirent as it ha
capable of failover to the passive node if primaogle SQL instance or with Server level Softwasefiare failure
occurs. Suppose, if any Application dependent $esviwhich is installed in Primary Node which is uiegd for
providing interface between Web and Database Sewiirnot failover to the secondary node even tiloSQL Servel
and Cluster resources can does. Again, therebwith showstopper of entire business due to thikcagipn dependent
services non-working. Intention of this paper isptovide the solution for how to failover such degent application
services to the passive node along with Clusteri&ss in order to avoid downtime.

1°2}

Keywords: SQL Server Database instance installed in Clusteironment as it has capable of failover tophssive
node if primary node
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Paper Title: Comparative Analysisof DCT, DWT &LWT for Image Compression

Abstract: Image compression is a method through which wereduce the storage space of images, videos whith wi

helpful to increase storage and transmission pede@grformance. In image compression, we do niyt@ncentrate o
reducing size but also concentrate on doing iteutHosing quality and information of image. Inghpaper, we present
the comparison of the performance of Discrete @siansform, Discrete wavelet transform & Liftingwelet transform
for implementation in a still image compressiontegsand to highlight the benefit of these trans®ralating to today’s
methods. The performance of these transforms ampared in terms of Peak-signal-to-noise ratio (PENsgnal to
noise ratio SNR, Mean squared error (MSE), EnergtaiRed (ER) & Execution time etc.

Keywords. DWT, DCT, LWT, image compression.
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Paper Title:

Technique

Multimedia Content protection Based on Commutative Watermarking and Cryptographic

Abstract: Watermarking embeds information into a digital siglike images. Watermarking Technologies are bein&l_

regarded as a vital mean to proffer copyright priode of digital signals. The effectiveness of watarking and
Encryption technique is indicated by the robustrefssmbedded watermarks against various attacks asicRotation
Resizing, etc. In this paper, a novel Commutativatémarking and Partial Encryption technique usimgle level 2-

9
7




Dimension Discrete Wavelet Transform and Multi-Magbit Hopping Chaotic System is proposed. In psmgbsystem
the low-low sub-band decomposition is only encrglpt®o, it is able to reduce the encryption to omargr of the image
information and the watermark image is embeddealtié selected high sub-1bands. The results adeberity analysisg
shows that the proposed algorithm provides a héglurity level for real time application.

Keywords: Chaos; Partial Encryption; Watermarking; DWT
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Paper Title: Secure Data Transition over Multicast Routing In Wireless M esh network

Abstract: Multicast routing for wireless mesh networks hasued on metrics that estimate link quality to maxze
throughput. Nodes must collaborate in order to asphe path metric and forward data. The assumpliiat all nodes
are honest and behave correctly during metric caatiom, propagation, and aggregation, as well asndudata
forwarding, leads to unexpected consequences ieradial networks where compromised nodes act inafity.

In high-throughput multicast protocol in wirelesgsh networks we identify novel attacks in wirelesssh networks
The attacks exploit the local estimation and gladstimation of metric to allow attackers to attradiarge amount o
traffic. We show that these attacks are very dffecigainst multicast protocols based on high-thhput metrics.

We can say that aggressive path increases attémitieéness in the absence of defense mechanismaguoach to
defend against the identified attacks combines oreasent-based detection and accusation-basedameaethniques
The solution also accommodates transient networlatians and is resilient against attempts to eixple defense
mechanism itself. A detailed security analysis of defense scheme establishes bounds on the impattacks. We
demonstrate both the attacks and our defense WDRRP, a representative multicast protocol for leiss mesh
networks, and SPP, an adaptation of the well-knBWHK unicast metric to the multicast setting.

Keywords: DSA Key Generation, High-Throughput metrics , Wéisd mesh Network, Secure Data transition.
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21 | Paper Title: A Tailored Approach to Enhance Wireless LAN Security

Abstract:  In the current business scenario world most orgaioizs are moving from wire-connected networks

04-

wireless networks. Thus there is a large growingketafor Wireless LANS globally but there are varsoblack holes

108




which is associated with such types of networksis THaper will provide an overview of the major ridkeats ang
vulnerabilities in WLAN systems and finally we wikesent a holistic approach of securing Wirelesswdrk.

Keywords: IEEE 802.11, SSID (Service Set Identifier), WEP (&di Equivalent Privacy), Wi-Fi (Wireless Fidelity
WPA (Wi-Fi Protected Access).
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Paper Title: Analysisand Comparison of Efficient Techniques of Clustering Algorithmsin Data Mining

Abstract: This paper presents the comparison of data midggyithms for clustering. These algorithms are agtre
most influential data mining algorithms in the reseacommunity. With each algorithm, we provide aa®tion of the
algorithm, discuss the impact of the algorithm, aediew current and further research on the algorit These
algorithms cover classification, clustering, statatlearning, association analysis, and link mipiwhich are all amon
the most important topics in data mining researchdevelopment.

Keywords. cluster, data mining, clustering method, k-mean
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Paper Title: Indoor L ocalization

Comparative Performance Analysis of Empirical and Radio Propagation Model for Bluetooth

Abstract:  This work presents the possibility of using charsiglulated results as alternative to site measunefoe
RSS based indoor localization. Three referenceorawips were generated for on-site measurement, Attalhuation
factor (WAF) and Ray Tracer (RT) channel modelse Bayesian localization algorithm was applied te tthree radiq
maps. An important performance metric called |lazdlon error was used which depends on the resaludf the
reference radio map. Results obtained show thgbdéhermance of an RT model is comparable to eesydtased on on

site measurement for grid resolutions greater fttameters, on the other hand, the WAF model pradivesults that are

very close to the on-site results for grid resolnsi less than 8 meters.
Keywords: Grid resolution, Localization error, propagationdef Radio Channel, reference point
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Paper Title: Cost Optimized Trendsin Contouring Using Hand-Held GPS

Abstract:  This paper reveals the use of hand — held GlobsitiBoing System for the purpose of contouringtHis
research, major stress is laid on the use of chheapmbaccurate GPS along with the conventionatunsnts. A hand -
held GPS is used to determine the position of #Hidéiqular station and the corresponding reducedllef/the occupied
station is determined with respect to a Temporaendd Mark. The data collected is interpolated ustugfer 8.0
software. The profile of the surface generated fward to be in accordance with the actual topogyagitihe site.

The accuracy of the hand — held GPS is also tak@naccount from the data collected from some efréssearche
undertaken by various organizations. Thus, theafidegand — held GPS along with the cheaper conveatiteveling
instruments for the purpose of contouring provbdwery cost effective and considerably accurate.

Keywords: A hand — held GPS is used to determine the paositidhe particular station and the correspondeduced
level of the occupied station is determined witkpect to a Temporary Bench Mark.
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