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Abstract— This paper describes the pose estimation of an
object using a calibrated camera. The idea is to fit calibrate
the camera and then implement the algorithm to findthe
estimated matrices that describes the three dimermial pose of
the object. The camera calibration process includesapturing
the images and then processing them to find the inbsic and
extrinsic parameters, which are used to estimate th object
pose. And object pose estimation is carried out bfjrst finding
the corners with the help of Harris feature extracton and then
comparing the image and object matrices in the POSI
algorithm and finally eliminating the errors with t he help of
iterations. The algorithm estimates the pose with aninimum of
four non-coplanar points from the acquired image. Bth
camera calibration and pose estimation processes e
implemented using MATLAB® Ver.7.12.0.635 (R2011a).

Index Terms— POSIT, pose estimation, camera calibration,
intrinsic parameters, non-coplanar feature points.

|. INTRODUCTION

THIS Mathematical calculation of object pose i.&et
position and orientation of an object using imadgesature

which are the base of the technique used in thpempdn the
recent years, some major improvements are don2003,

A. Ansar and K. Daniilidis [16], presented numbefr o
simulations for pose estimation involving closednfoor
linear solutions free of initialization and compéutée reults
with other linear algorithms and iterative apprasthin
2006, O. Tahri, C. Leroux and J. M. Alexandre [17],
proposed a new efficient method in which partiasgaevas
determined from only five points. In 2011, C. Chéh,
Ming and R. Luo [18], proposed a new framework that
requires still images to estimate the side viewepafshuman
and using that walking pose was estimated. In 2G1l8Bae,

S. Kwak, H. Byun and D. Park [19], efficiently inttuced a
method to detect humans in surveillance video, aecha
keen interest in this method because it does mptine any
knowledge of camera parameters and it improved the
efficiency and accuracy of real- world surveillanigeos.
Before we move to pose estimation part let us disdhe
need for camera calibration [7], [9], [11], [12),3]. Camera
calibration is required because capturing procegaaes the
dimensions of data from three to two and camerinzaion

points, when a model or the object's geometrigetermines which light source is associated wittheaixel

configuration is known. Importance of the aboveoiwres
applications, such as object recognition, cartogyap
tracking and calibration.

In 1970s, Ivan. E. Sutherland [1] addressed a itguat
system which easily and conveniently accepts 32 ftam
multiple 2-D views of the object that was to beitiligd. In
1980s, Joseph S.-C. Yuan [2] presented for the tiime a
completely general solution to the exterior oriéinta
calibration problem, which was independent of thenher
or distribution of the feature points selected fritva target.
In 1990s, a new algorithm was suggested by M. AidiAb

on resulting image. Camera calibration is also ireqgudue

to the reason that there may be misaligned lenses o
deformation in their structure during manufacturing
resulting complex distortions in the acquired imade
camera consists of a lens and an image plane, aamer
calibration is done to improve the transformaticetween
image space and object space. Due to the preseince o
distortions between the object points and theipeesve
points on the image, a perfect transformation carb®
achieved by a perspective transformation. An apprate
theoretical description of the real relationshipmeen these

and T. Chandra [3] for pose estimation which fezduthe gistortions can be made in order to understandxpta@
volume measurement of tetrahedral which included thow distortions occur. And camera calibration fldfithis

target points and the lens center of camera oowisystem,
using a quadrangular target and a pinhole caméra.nTain
contribution of this work is the discovery of eféat and
accurate ways to recover interior orientation paimns
using a direct and robust solution.

void. Also, the proposed method requires camera
calibration’s only one intrinsic parameter [10].€eTmethod
used for pose estimation in this paper dependsa@miques

of linear algebra and like methods of Lowe and Y[ia4] it
uses iteration and unlike classic Newton’s methbd] [an

Noteworthy techniques can be found in the works Qhjtial pose estimate is not required, and also rinat

Tomasi [4], who introduced an inventive approacheda
factorization method, by application of which onanc
robustly recover shape and motion from a sequerfce

inversion in its iteration loop is not included. & proposed
method requires fewer computations than previousksvo
Pentioned. Also, stability of this algorithm appedo be

images without assuming a moving model, i.e. constayy|ig and it smoothly degrades as increment inrtbise is

rotation and translation, and Ullman and Basri [B]which
a new approach is suggested that each model isseted
by the linear combination of 2-D images of the cbje
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made. This method is known to us as POSIT (Posa fro
Orthography and Scaling with Iteration) [6], [14].
Previously, POSIT was associated with the unceleira
camera but in this paper we put a light on usingHQwith
a calibrated camera (intrinsic parameters only)s paper is
organized as follows: Methodology of camera catibra
and pose estimation using POSIT is described iticsed.
Results and discussions is given in Section llhaHy,
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Section IV discusses the entire work in general givés
conclusion and future extensions.

Il. METHODOLOGY

The work in this paper is essentially the estinmataf
pose of the object using POSIT. But before we hegado

multiplying of two vectors i.e. a precomputed obje@atrix
(obtained from object’s feature extraction) and tvextors
(which only depends on coordinates of extractedufea
points). This result in two vectors which are then
normalized, the obtained result is the rotationrixat first
two rows and by the normalization of these vectessilts in

a procedure for camera calibration using ‘cameri€ projection’s scaling factor and the same isrlased to

Calibration Toolbox for Matlab®’ by Jean-Yves Bowju
[8]. The images are being processed by a generglope
PC and since camera is analog, for connection lestwiee
two a frame grabber is required (shown on FigureAffer
connection, a set of 10 monochrome test imagesptdizar
checkerboard grid differently oriented in each imgéshown
on Figure 2) was taken. The toolbox features aardhgn to
compute a projective transformation between thegama
points of the n different images with the extractener
points of the checkerboard pattern. Afterwards,ngisi
closed-form solution the camera intrinsic paransef{dO]
are recovered, also with a linear least- squaretisal, the
recovery of the third and fifth order radial digion terms
are done. And finally, all the parameters are reced by a
nonlinear minimization of the reprojection erra. iby using
a Lavenberg-Marquadt method [8], [10], [13].

CONTINUOUS
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Figure 1. Connection between camera and computer.

From the above recovered parameters, our intesestly
with the ‘Focal Length’, which is used in the POSidr
pose estimation. The ‘Focal Length’ thus obtaired [2x1]
vector, we then use the magnitude of the vector, &o
particular range of distance (as in CCD cameraglftength
changes with the zooming).

Calibration images

Figure 2. Images used in calibration process.

Now, the pose estimation phase begins. Two snapshot
taken within Matlab® and are converted into grajesca
(shown in Figure 3). The first iteration step irdig

14

find the translation matrix. With the help scaled
orthographic projection (SOP) [6], [14], the invetlimage
points are obtained. This part of algorithm is @dlas POS
(Pose from Orthography and Scaling) [6], [14]. Trext
iteration step corrects the obtained pose to theabpose,
and for these shifted points a SOP is obtaineds phrt is
called as POSIT (POS with ITeration) [14]. Usudbyr or
five iteration steps can converge to an accurase po

(b)
Figure 3: Images converted into grayscale.
(a) First image taken from the camera.
(b) Second image taken at a different position.

A more perceived explication of the POSIT algorithsn
discussed. By perspective projection, the distiiloutof
object’s feature points and respective image’sufeapoints
is known. From a perspective image, SOP imageshef t
object feature points is build and an exact posebisined
by applying POS algorithm to these obtained imagieis
beneficial to know the exact pose of the object lavhi
computing the SOP images. Almost exact depth fahea
feature point is obtained by applying POS to acimlge’s
feature points. The feature points at these degtbsthen
positioned on the line of sight. Doing this, SOPaga is
computed and again POS is applied to this obtaimedje
to find an enhanced SOP image. These steps arateepe
until the result is converged towards a precise $0d&ye
and an exact pose. As stated, typically four oe fieration
steps are required to converge to an accurate Ipothe
end, an approximated pose of the object is obtairsg
the calculated rotation matrix and translation eect

. RESULTSAND DISCUSSION

The camera used is a simple CCD camera with the
resolution of [640 x 480] pixels. The software usid
MATLAB® Ver.7.12.0.635 (R2011a) and the machine’s
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processor specifications are Intel® Core™ i7-3610QRU

@2.30GHz. After the camera calibration was perfatntie

following parameters were calculated: focal lengtfmcipal

point, skew, distortion and pixel error, and thag dhe
intrinsic parameters of the camera. The focal lemgtpixel

is stored in a [2x1] vector. The principal pointaiso stored
in a [2x1] vector. A scalar value of the angle betw x and
y pixel axes i.e. skew coefficient, is stored. Aad5x1]

vector stores the radial and tangential distortiomsimage
distortion coefficients.

Calibration parameters after calculations:

Focal Length: [730.60139 726.85790] + [9.37023
8.65351]

Principal Point; [352.57795 269.74615] + [11.08022
12076128]

Skew: [0.00000] + [0.00000]
90.00000 + 0.00000 degrees

Distortion: [0.09973 -0.55053 0.00551 0.00686 0Gm0
+[0.05133 0.25032 0.00467 0.00472 0.00000]

Pixel error: [0.91590 0.91024]

=> Angle of pixel axes

From the above parameters our interest is only feital
length, i.e. [730.60139 726.85790] and after figdithe
magnitude we get: 1030.582747 (in pixels). We use t
value in POSIT algorithm to find the pose of thgech

First, we took two snapshots of the object withckla
background and converted them into grayscale (shiown
Figure 3). Then, the strongest eight corner poiate
extracted using Harris feature extraction (showrFigure
4). These feature points are the image points@inahd we
provide the object points (in 3D) as:

Object Points: [0,0,0; 17.8,0,0; 17.8,23.2,0; (RAB.
0,0,13.5; 17.8,0,13.5; 17.8,23.2,13.5; 0,23.2,13.5]

(b)
Figure 4: Feature Points marked on the objects.
(a) Point features extracted and marked on the objs
in the first image
(b) Point features extracted and marked on the obf
in the second image.
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Now the code is fed with the required inputs. Thdecruns
and gives the approximated pose of the objectiiarétions
(each). Finally, the rotation matrix and translatieector is
obtained and plotted with reference point as [QsBpwn in
Figure 5):

A0 e
-
B0 4o

g

(b)
Figure 5: Estimated object pose [The X, Y, Z axesre
shown in centimeters].
(a) Estimated pose of the object in first image.
(b) Estimated pose of the object in the second imag

[Note: The obtained pose is completely dependiranupe
first feature point extracted.]

[V. CONCLUSION AND FUTURE EXTENSIONS

This paper explores the process of pose estimasorny the
method of POSIT. Since the use of cameras aredsitig in
scientific applications as well as in the applicas
requiring precise visual information, POSIT hasatdages
over popular pose algorithms as an initial posenade is
not required, the implementation of the method impte
and can perform much faster than existing algorithirhis
was also noted that with different images total tinme of
the POSIT algorithm was different. In the first igea the
iteration count was 6 and total run time of the POS
algorithm was 1.915643 seconds but this was noesaith
the second image, as in second image there istredun
noise and slight change in angle of projection,hwé&
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iterations, the run time was 10 times lesser tharptevious [17] <E)m_ar T_ahr::, CJelan Mhafc Qleﬁndrg a?d Cfist(?r%:g ﬂbeédposef
H H stimation From less than Sic Non Coplanar Poli ceedings O
image i.e. 0.186915 seconds. the 2006 |IEEE International Conference on Robatius Automation

Here, we have not used all of the calibration patans and Orlando, Florida - May 2006. o

left for future extensions. Here, we have movedlmaimera 181 €ong Chen Ronghua Luo and Huaging Ming: "Side View Pose
. . . ’ . Estimation Of Human From Images Using Prior Knowletl 2011

and object while performing the test. Also, thistineg can 4th International Congress on Image and Signale3sing.

be implemented for the development of drones, aatedh [19] Guntae Bae, Sooyeong Kwak, Hyeran Byun and Daeyamy: "

motor vehicles like Mars Exploration Rover and HKigs. Method to improve efficiency of human detectionngsscalemap”,

ELECTRONICS LETTERS 13th February 2014 Vol. 50 Mopp.

This method can also be implemented in differegitl§ like 265267

medical, geology, archeology, etc. We can takese tie
in archaeology, where a 3D model can be reconsiuct

using the broken parts of the sculptures whose Soants @

already been destroyed or lost. In geolo one lgcan Rohit Prasad, has received his Bachelor of
y Y/ . g ay. Technology in Electronics and Electrical Enginegrin

motivated by the ‘Virtual Los Angeles Project’ [18hd X in 2014, from Kalinga Institute of Industrial

implement this method for robust results. N ¢ Technology, Bhubaneswar, India. His research
! interests include Digital Image Processing, Digital
Proposed method can only be used with 3D objeals a= #° & Signal Processing and Embedded Systems. He is
cannot be used with planar objects. Although, iesioot currently working on project, titled: ‘Wireless meirk

ire initial but t of 3D obiect int ired based PLC automation system for moving Stacker Regiaimers (SCRs)
require Iniial guess but a set o object posteequire for Raw material handling Plant (RMHP) of Durgaigteel Plant (DSP),

at the beginning. These are some requirements Hisr tSsAIL’, which is directly supervised by Governmeritindia, at Research &
method to work properly and give useful results. Development Centre for Iron & Steel of SAIL, Ranchi
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