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Abstract

Non-Invasive Measurements of Tissue Hemodynamics with Hybrid

Diffuse Optical Methods

Turgut Durduran

Arjun G Yodh

Diffuse optical techniques were used to measure hemodynamics of tissues non-invasively. Spec-

troscopy and tomography of the brain, muscle and implanted tumors were carried out in ani-

mal models and humans. Two qualitatively different methods, diffuse optical tomography and

diffuse correlation tomography, were hybridized permitting simultaneous measurement of total

hemoglobin concentration, blood oxygen saturation and blood flow. This combination of infor-

mation was processed further to derive estimates of oxygen metabolism (e.g CMRO2) in tissue.

The diffuse correlation measurements of blood flow were demonstrated in human tissues, for the

first time, demonstrating continous, non-invasive imaging of oxygen metabolism in large tissue

volumes several centimeters below the tissue surface.

The bulk of these investigations focussed on cerebral hemodynamics. Extensive validation

of this methodology was carried out in in vivo rat brain models. Three dimensional images of

deep tissue hemodynamics in middle cerebral artery occlusion and cortical spreading depression

(CSD) were obtained. CSD hemodynamics were found to depend strongly on partial pressure of

carbon dioxide. The technique was then adapted for measurement of human brain. All optical

spectroscopic measurements of CMRO2 during functional activation were obtained through intact

human skull non-invasively. Finally, a high spatio-temporal resolution measurement of cerebral

viii



blood flow due to somatosensory cortex activation following electrical forepaw stimulation in rats

was carried out with laser speckle flowmetry. New analysis methods were introduced for laser

speckle flowmetry.

In other organs, deep tissue hemodynamics were measured on human calf muscle during exer-

cise and cuff-ischemia and were shown to have some clinical utility for peripheral vascular disease.

In mice tumor models, the measured hemodynamics were shown to be predictive of photodynamic

therapy efficacy, again suggesting promise of clinical utility.

In total, the research has pioneered the development of diffuse optical measurements of blood

flow, oxygenation and oxygen metabolism in a large range of research and clinical applications.
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Chapter 1

Introduction

Light is an obvious tool with which to probe tissues. As early as 1930s [96], light was used to

“see” tumors and the basic ideas from those measurements still survive to today. The propagation

of light through tissues is complicated by certain properties of the tissue, namely their scattering

and absorption. In late 1970s, Jobsis [202] realized that there exists a “window” in the near-infrared

spectrum wherein photons could travel deep into tissue because of the reduced absorption of water

(see Figure 1.1). Models for light propagation in the late 1980s formalized the field and paved

the way for a large variety of applications ranging from imaging of breast tumors to functional

imaging of brain [404]. Technological developments such as the wide availability of laser diodes,

fast optical switches and fast computers further assisted this growth. Thus light is still the tissue

probe, photon migration in tissues is now well understood to be a diffusive process. “Diffuse

optical tomography” (DOT), “near infrared spectroscopy” (NIRS) and “photon migration” (PM)

are some of the terms used to identify the field 1.

The diffuse optical technique, which aims to probe tissues as deep as several centimeters below

1In this manuscript, DOT is used to refer to both spectroscopic and tomographic applications of diffuse optics
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Figure 1.1: (a) Absorption spectra of main tissue chromophores over a large wavelength range,
(b) the “physiological window” in the near-infrared where the water and hemoglobin absorption
is relatively low. In this part of the spectrum, the light can penetrate several centimeters into the
tissue due to this low absorption. Furthermore, there are clear features in the spectra which enables
estimation of the chromophores by measuring absorption at several wavelengths.
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the tissue surface, has enabled direct measurement of oxy- and deoxy-hemoglobin (HbO2,Hbr),

water, lipid, and scattering as well as some less common variants of hemoglobin and other tissue

chromophores [403]. These species represent the main endogenous contrast available for DOT. It

was also possible to measure the distribution and lifetime of exogenous dyes which improve con-

trast in tissues such as the tumors [177,271]. Research has shown promise for increased specificity

for breast tumors and in measurement of critical dynamic parameters in brain. For an excellent

tutorial on the subject, see Yodh and Boas [404].

There are three main experimental paradigms employed for diffuse optical measurements: (1)

Time domain (TRS) methods use the temporal broadening of a short pulse of light by tissue. TRS

provides the highest information content per source-detector pair, but at the expense of increased

complexity and price of instrumentation [29,194,273,285,324]. (2) Frequency domain (FD) meth-

ods use light sinusoidally modulated at a single (generally 100-1000 MHz) frequency and then

injected into the tissue. The reduction in amplitude and the phase shift of the transmitted light are

then measured [67, 255, 278, 399]. Some instruments sweep through frequencies to increase the

amount of information, a scheme that essentially makes the information content equivalent to the

TRS methods [365]. Even though FD techniques provide less information than TRS per source-

detector pair, it has proven to be adequate for separating absorption and scattering information.

(3) Continuous wave (CW) methods wherein a steady amplitude light beam is injected into the

medium, and the reduction in transmitted amplitude is measured. CW techniques provide the least

information content per source-detector pair and there have been doubts about its ability to separate

scattering effects from absorption [13]. However, with developments in algorithms [86, 191], it is

now possible to achieve that separatio. Recently, we have presented a methodology which with the

correct choice of wavelengths and by use of a spectral algorithm has shown that the uniqueness
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problem can be avoided [86]. Hence, CW methods are becoming increasingly popular due to their

simplicity, low-cost, size and speed [89, 200, 339].

There have been significant applications in the field, including optical mammography [65, 89,

117, 256, 271, 274, 299, 335], brain functional spectroscopy and imaging [38, 91, 188, 298, 404],

exercise medicine [26, 27, 32, 68, 87, 97, 196, 237, 249, 282, 303, 319, 354, 391], monitoring of pho-

todynamic therapy [107] and more. A key limitation of diffuse optical methods, however, is its

relatively low resolution (several millimeters). Even though this factor has been discouraging in

some applications such as the optical mammography, the fact that key physiological parameters are

accessible to the method has led to development of multi-modality and hybrid methods [76, 274].

These approaches have overcome many obstacles in imaging and have increased information con-

tent of the method. A complete summary of the field is beyond the scope of this work and interested

readers may refer to recent reviews of the field [12,38,179,180,271,375,404,404] for more infor-

mation.

Additional information can be obtained from the diffusing photons particularly regarding the

dynamics of the scatterers, e.g red blood cells. This information is obtained by monitoring the

speckle fluctuations of the scattered light. Fluctuations in time and space reveal the dynamics of

the probed tissue and have been the topic of study in a variety of fields [30,31,39,44,46,47,52,54,

79, 94, 95, 148, 170, 234, 241, 294, 302, 348, 357, 360, 370]. The most common approach measures

the electric field temporal autocorrelation function or its Fourier Transform. The optical field

correlation function is explicitly related to the motions of scatterers within the samples studied; the

most significant signal is from blood flow. Most physiological work, thus far, however, was carried

out within a single-scattering approximation and/or with additional corrections [183,209,276,311,

336, 348–350, 356, 357, 388]. Essentially all Laser Doppler commercial instruments as well as
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more recent CCD-based speckle devices (which have not been commercialized) utilize pairs of

very closely separated optodes (e.g ∼0.25 mm), limiting the information content to the superficial

tissue (few hundreds of microns). The single scattering approximation simplifies the experimental

analysis, but also limits the reliability and amount of information that can be extracted from real

tissue samples.

Our laboratory pioneered the extension of dynamic light scattering to deep tissues i.e. the

development of diffuse correlation spectroscopy (DCS) for tissues. We derived a diffusion equa-

tion that describes the transport of the electric field temporal autocorrelation function through

turbid media [39, 41, 44]. The so-called correlation diffusion equation unified earlier models

[46, 241, 294, 347] of the spectral broadening experienced by highly scattered light in materials

such as colloids, emulsions, foams, and tissue. The generalization of the photon diffusion equation

was very exciting because it provided a precise mathematical description about how motional fluc-

tuations are impressed upon the temporal correlations of diffuse light fields propagating in tissue.

The equation included the effects of tissue absorption, scattering, and cellular motions. Impor-

tantly, it provided a natural framework for consideration of heterogeneous turbid media. As a

result of these accomplishments we have developed theory and instrumentation to optically probe

blood flow in thick tissues. We have used techniques developed for DOT in this new context, ob-

taining tomographic images of blood flow in phantoms and in tissues and thereby establishing the

basis of diffuse correlation tomography (DCT) [39, 91] 2.

In the recent years, we have hybridized the two methods in portable instruments [76, 91]. This

hybrid approach combining diffuse optical tomographical methods with diffuse correlation tomog-

raphy forms the core of this thesis. By combining DOT with diffuse correlation tomography to

2DCT is used throughout this manuscript to refer to both spectroscopic and tomographical applications of diffuse
correlation.
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measure blood oxygen saturation (Yt), total hemoglobin concentration (THC) and blood flow speed

(BF). These three quantities measured together are valuable parameters for estimation of important

physiological parameters such as the metabolic rate of oxygen (MRO2).

In this thesis, I outline applications of hybrid optical techniques in an extended sample set of

tissues from small (mouse tumors, rat brains) to large (human brain and muscle) tissues. Chapter 2

describes the basic theory of DOT and DCT. Common solutions to diffusion equations are shown,

and algorithms for implementing these solutions to derive (“reconstruct”) physiological parameters

are shown. In this chapter, two new techniques are also introduced. One utilizes a priori spectral

information for DOT to reduce inter-parameter cross-talk and increase signal-to-noise in recon-

structed images. This spectral approach is later applied to reconstruct three dimensional images

of hemodynamics in the rat brain. The other technique optimizes DCT data for image reconstruc-

tion. Chapter 3 describes different generations of the hybrid instrument that we used to acquire

the data presented in this thesis. Different instrument generations improved upon the spatial and

temporal resolution and adapted to different sensitivity requirements. A novel method wherein we

frequency encode wavelengths improving the acquisition speed significantly is described in detail,

characterized in the laboratory and tested in vivo in imaging forepaw stimulation on rat brain.

Chapter 4, Section 4.2 describes validation and application of the hybrid technique to mea-

sure rat brain hemodynamics during various physiological perturbations. Validation is carried out

by correlating the measured response to global changes measured with other physiological data,

modalities and with the literature. The first images of cerebral metabolic rate of oxygen (CMRO2)

through intact skull with optical methods were obtained in rats during transient focal ischemia

(Chapter 4, Section 4.2.2). The response to cortical spreading depression under altered ventilation

states was also investigated revealing new physiological information. The first three dimensional,
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all-optical images of cerebral metabolism are also presented (Chapter 4, Section 4.2.3). Finally,

we describe application of another relevant technique in rat brain studies; Laser speckle flowmetry

(LSF), was used to characterize the somatosensory cortex response to electrical forepaw stimula-

tion (Chapter 4, Section 4.3). A new instrument was constructed and new analysis techniques used

to obtain new, fundamental physiological information. Chapter 4, Section 4.4 adapts these tech-

niques for measurements of cerebral blood flow, blood oxygenation and CMRO2 through intact

skull on humans. It is applied to motor cortex stimulus by controlled finger tapping, providing

the first all optical measurement of cerebral blood flow (CBF) and CMRO2 in intact human brain

during functional activation. An extensive discussion about potential applications and comparison

to other modalities follows.

Chapter 5, Section 5.2 describes characterization of muscle hemodynamics in the exercising

and cuffed muscles in humans and a possible clinical application to peripheral vascular disease.

The hybrid technique provides robust signals, penetrating through the upper layers of the tissue

and into the muscles. Chapter 5, Section 5.3 describes hybrid measurements on implanted tumors

on mice undergoing photodynamic therapy. New parameters based on hemodynamic measures

are introduced which enabled preliminary predictions of tumor response to therapy and therapy

efficacy. This has significant potential clinical applications.

These studies pave the way for a great deal of applications with increased physiological infor-

mation. The key contribution is the addition of diffuse correlation techniques for measurement of

blood flow. A strong emphasis is given to the measurement of cerebral blood flow, since as stated

in a recent review, “[t]he optimal method for measuring cerebral blood flow (CBF) has yet to be

discovered.” [413]. This is true for measurements of hemodynamic parameters in general and in

other organs discussed in this work. I believe, this field has a bright future and many exciting
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methods remain to be developed.
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Chapter 2

Theory

In this Chapter, I outline the basic theory of static and dynamic models of photon diffusion and

explain algorithms used for data analysis for following Chapters. Several new contributions to

(mostly) the algorithmic problem are also presented; (1) multi-spectral spectroscopy and tomogra-

phy using wavelength dependent a priori information, (2) optimization of the data-sets for diffuse

correlation spectroscopy , (3) a two-layer model for diffuse correlation and (4) a validation of a

two-layer model. The selection of the material described is based on their use in the experimental

analysis.

2.1 Diffuse Optical Tomography and Spectroscopy

2.1.1 Introduction

Diffuse optical tomography and spectroscopy aims to investigate tissue physiology millimeters to

centimeters below the tissue surface by working in a wavelength range (∼ 650-950nm) where the

tissue absorption is relatively low [38, 403, 404]. The cost of this aim is that traditional optical
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spectroscopies and microscopy methods are no longer applicable. In this wavelength regime the

effects of tissue absorption and internal motion must be separated from the effects of tissue scatter-

ing. The most critical advance in the field has been the recognition and widespread acceptance that

light transport over long distances in tissues is well approximated as a diffusive process [66, 403].

Using this physical model it is possible to quantitatively separate tissue scattering from tissue ab-

sorption, and to accurately incorporate the influence of boundaries, such as the air-tissue interface,

into the transport theory [285, 286]. Waves of diffuse light energy density [160, 403] or their time-

domain analogs [29, 100, 194, 285] propagate deeply in tissues (i.e. ∼10 cm) and displaying the

expected wave-like phenomena (e.g refraction, interference) [42, 135, 279, 280, 325, 334, 366].

2.1.2 Photon Diffusion in Tissues

For the purposes of this manuscript, we have used the solutions to this “diffusion equation” where

the measurable, near-infrared photon fluence rate, Φ(r, t) (photons/[cm2·s]) obeys the following

diffusion equation [66, 149, 167, 192, 203]:

∇ · (D∇Φ(r, t)) − vµaΦ(r, t) + vS(r, t) =
∂Φ(r, t)

∂t
. (2.1)

Here Φ(r, t) is proportional to the photon number density (U(r, t) (photons/cm3)), v is the speed of

light in medium (cm/s), µa (cm−1) is the absorption coefficient, µ′s(cm−1) is the reduced scattering

coefficient and D= v
3µ′

s
is the photon diffusion coefficient 1. S(r, t) is an isotropic source term

which gives the number of photons emitted at position r and time t per unit volume per unit time.

The right-hand side of Equation (2.1) represents the rate of change of photons within a sample

1There is an ongoing debate about the definition of the diffusion coefficient which should be noted here [9, 25, 61,
116, 122, 124, 150]

10



volume element. This rate equals the number of photons scattered into the volume element per

unit time from its surroundings, minus the number of photons absorbed per unit time within the

volume element, plus the number of photons emitted per unit time from any sources in the volume

element.

Previously, in Chapter 1, I mentioned three experimental techniques are employed in DOT

wherein three types of sources are used. Since, we employ such frequency domain methods in

our experiments, I will concentrate on the diffusion equation in the frequency domain where we

measure the amplitude and phase of the AC component of the transmitted diffuse light waves or

diffuse photon density waves (DPDWs). In this case, the source term is written as

S(r, t) = (SDC + Soe
−iωt)δ(r) , (2.2)

where SDC and So are DC and AC components of the source strength representing the number

of photons emitted per second. ω is the source modulation frequency which is generally tens

of megahertz (e.g. 70 MHz in our experiments). The total photon fluence now has DC and AC

components. The detection circuitry employed (see Chapter 3) is generally sensitive only to the AC

component. Therefore, rewriting Φ(r, t) as Φ(r)e−iωt, i.e with a photon fluence which oscillates

at ω, in equation 2.1 we obtain

∇ · (D(r)∇Φ(r)) + (iω − vµa(r)) Φ(r) = −vSoe
iSφδ(r) . (2.3)

Here I have replaced the optical properties (D and µa) with their heterogeneous versions. So and

Sφ are the source amplitude and phase.

Frequency domain measurements are illustrated in Figure 2.1. Amplitude modulated (70 MHz)
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Figure 2.1: Schematic showing measurements in the frequency domain. Amplitude modulated (70
MHz) sources at multiple wavelengths (either frequency encoded and shone simultaneously or in
series) illuminate the tissue. The reduction in amplitude and the phase shifts of diffuse photon den-
sity waves are detected at multiple source-detector separations. Optical properties are reconstructed
using these measurements and using the spectra of hemoglobins. Physiological information is then
extracted.

sources at multiple wavelengths (either frequency encoded and shone simultaneously or in series)

illuminate the tissue. Diffuse photon density waves obey usual wave propagation rules, for exam-

ple, equal phase contours are shown. The reduction in amplitude and the phase shifts of diffuse

photon density waves are detected at multiple source-detector separations. Optical properties are

reconstructed using these measurements, e.g by plotting the logarithm of the detected amplitude vs

source detector separation and fitting the slope. Finally, using the spectra of hemoglobins, physio-

logical information is extracted.
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Figure 2.2: Illustration of semi-infinite approximation for diffuse optical measurements. The pho-
tons are injected at the source position and detected some distance away. Both emission and detec-
tion take place through optical fibers placed flush with the surface which forms the main boundary.
The tissue is assumed to extend to “infinity” away from the boundary.

2.1.3 Spectroscopy in the Semi-Infinite Approximation

The simplest and most commonly used physical model for tissue spectroscopy treats the sample

as a semi-infinite, homogeneous medium. In this case the sources and detectors are placed on the

“air side” of the tissue surface. The source is modeled as an isotropic, point source. Emission and

detection take place through optical fibers placed flush with the surface (see Figure 2.2). Diffusion

theory for semi-infinite media predicts the reflectivityR(r) as a function of distance (r) which is the

source-detector separation along the sample surface. R(r) is derived from photon flux and fluence

rate at the boundary [176, 285]. The reflectivity is often approximated as the z-component of the

flux which, in turn, is proportional to Φ(r). The tissue optical properties at a fixed wavelength are

derived by fitting to Φ(r). A thorough description of the semi-infinite approximation for tissue
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spectroscopy was given by Li [226]. Here, I re-write the basic solution that was obtained:

Φ(r) =
vSoe

Sφ

4πD

(

eikr1

r1
− eikr2

r2

)

(2.4)

where

r = r1 =
√

ρ2 + (z − zo)2 (2.5)

r2 =
√

ρ2 + (z + zo + 2zb)2 . (2.6)

This equation was derived using the so-called “extrapolated zero” boundary condition where the

fluence is set to be equal to zero at a distance zb = 2
3µ′

s

1+Reff

1−Reff
above the turbid medium. ρ is the

distances parallel to the tissue boundary in cartesian coordinates and z is the distance perpendicular

to the boundary, into the turbid medium. zo = 1
µ′

s
is equal to the random walk step. The sources

are assumed to be isotropic, point-like if moved by zo into the medium. The first term on the

right hand side is the infinite medium solution and the second term comes from an image source

with negative amplitude reflected about the “extrapolated zero” boundary. Reff is the effective

reflection coefficient to account for the index mismatch between tissue and air, given approximately

as

Reff = −1.440n−2 + 0.710n−1 + 0.668 + 0.00636n (2.7)

where n = nin/nout, the ratio of the index of refraction of “inside” and “outside” media. k can be

considered as a complex wave-number for DPDWs and k2 = (−vµa + iω)/D.

Many schemes have been developed to search for the optimal parameters based on Equation

2.4, and their relative success depends on measurement signal-to-noise ratio, and the accuracy
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of the physical model. When everything works, one obtains a best estimate of the absorption

factor and scattering factor at one or more optical wavelengths. The absorption coefficient is then

decomposed into contributions from different tissue chromophores, i.e.

µa (λ) =
∑

i

εi (λ) ci. (2.8)

Here the sum is over the different tissue chromophores. εi(λ) is the extinction coefficient as a

function of wavelength (λ) for the ith chromophore. ci is the concentration of the ith chromophore.

The ci are unknowns to be reconstructed from the wavelength-dependent absorption factors. Three

unknowns require measurements at a minimum of three optical wavelengths (generally more, since

tissue scattering is also an unknown). Oxy- and deoxy-hemoglobin concentrations (e.g. cHbO2
,

cHb respectively) along with water concentration are the most significant tissue absorbers in the

NIR (see Figure 1.1). They can be combined to obtain blood volume (which is another name

for total hemoglobin concentration (THC = cHb + cHbO2) and blood oxygen saturation (i.e. Yt

=[cHbO2
/ (cHb + cHbO2

)] x 100), which in turn provide useful physiological information. This the

basis of what is known as “Near Infrared Spectroscopy” (NIRS) where THC, Yt, cHbO2
, cHb are

measured either statically or dynamically and either as “bulk properties” [117] or point by point in a

2D/3D map. Although it is possible to measure water, lipid and other chromophore concentrations,

throughout this manuscript I will stress the utility of blood oxygen saturation and total hemoglobin

concentration.

2.1.4 Diffuse Optical Tomography in the Frequency Domain

Tissues are quite heterogeneous and there is often useful information about subject well-being that

can be derived from the knowledge of the heterogeneities. Therefore, it is natural to attempt to
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make images using DPDWs (i.e. diffuse optical tomography, DOT). Our experience with imaging

with DPDWs was briefly discussed in Chapter 1. For the purposes of a theoretical introduction to

DOT, I will now briefly outline different methodologies that were employed.

Optical characterization of the heterogeneous tissues has been attempted since 1929 [96] in an

area named diaphanography and it has gained considerable interest in 1980s [24,63,154,246,301,

337, 338, 380, 385]. This approach has proven itself to be inadequate for clinical use since the ac-

quired data was not suitable for 3D image reconstruction in presence of absorbtion and scattering.

However, the diffusion equation provides a workable framework for tomographic reconstruction

and many different approaches have been developed over years [10, 12, 14, 16] including back-

projection [80, 378], diffraction tomography in k-space and variants [75, 227, 247, 327], transport

based [60, 310, 329, 398], basic perturbation [15, 18, 281, 328], series expansion [197–199, 287,

288, 297, 400], gradient-based [17], elliptic systems [169, 213], truncated Newton [315–317] and

Bayesian [126] methods. Furthermore, a variety of new formalisms and analyses were carried

out to improve understanding of image fidelity such as analytic inversion formulas [242–245],

differencing [290] and differential methods [272] and image segmentation based on secondary

modalities [210, 225, 274, 275, 331, 417]. Perturbation approaches based on Born or Rytov ap-

proximations [204] can use analytic forms or iterative techniques based on numerical solutions.

The numerical solutions are relatively slow and computationally intensive, but in principle realistic

boundaries present no significant limitations for these methods.

The starting point of DOT is the time-independent form of the diffusion equation (Equation2.3).

The problem to be solved is the estimation of the variation of the absorption coefficient and the
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diffusion coefficient with respect to position based on a finite set of measurements. These mea-

surements are generally taken on the tissue surface as mentioned above, and a perturbation ap-

proach is taken to tackle the image reconstruction problem. We write D(r) = Do + ∆D(r), and

µa(r) = µao + ∆µa(r); here Do and µao are constant (for applications described here), “back-

ground” optical properties. The next step in the perturbation approach is to relate the fluence mea-

sured in presence of heterogeneities to some “background” fluence. This “background” fluence

can be simulated, measured before a heterogeneity was introduced or obtained from the baseline

measurements before the system was perturbed. There are two common approaches to this prob-

lem, called the “Born-type” and “Rytov-type” schemes. Here, I concentrate on the “Rytov-type”

approach which was used throughout this manuscript. For an excellent discussion on imaging with

DPDWs see O’Leary [278].

In the “Rytov approximation”, the photon density is written in terms of fluence as

U(r) = eΦo(r)+Φsc(r) (2.9)

U(r)o = eΦo(r) (2.10)

where one can view Φo(r) as the incident wave and Φsc(r) as the wave produced by the scattering

of this incident wave off of the absorptive and diffusive heterogeneities. Next, D(r), µa(r), Φo(r)

and Φsc(r) are substituted into equation 2.3 and, after some algebra, we obtain

Φsc(rd − rs) = − 1

Φo(rd − rs)

∫

Φo(r − rs)G(r − rd)

(

v∆µa(r)

Do

)

dr

+
1

Φo(rd − rs)

∫

∇Φo(r − rs) · ∇G(r − rd)

(

∆D(r)

Do

)

dr . (2.11)

Here rs is the source position, rd is the detector position and r is a position within the sample.
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The integration is over the entire sample volume. G(r,r′) is the Green’s function associated with

Equation 2.3. The problem of deriving ∆µa(r) and ∆D(r) from Φsc is intrinsically nonlinear,

because Φ and G are both nonlinear functions of ∆µa(r) and ∆D(r).

The most broadly useful image reconstruction schemes involve dividing the tissue into a num-

ber of (Nv) volume elements (“voxels” of volume h3) and converting the integrals to summations

over these voxels. Equation 2.11 then becomes a matrix equation

b = Wx (2.12)

where b is a vector of measured Φ(rd − rs) (size NsNd x 1 ), x is a vector of unknown optical

properties, [∆µa(r)|∆D(r)] (size 2Nv x 1) and W is the so-called “weight matrix” (size NsNd

x 2Nv). Nv, Ns, Nd are number of voxels, sources and detectors respectively. The weight matrix

is an augmented matrix consisting of absorption and scattering pieces similar to the terms on the

right hand side of Equation 2.11, i.e.

W =
[

W
µa |Wµ′

s

]

(2.13)

W
µa

ij = − 1

Φo(rd − rs)
Φo(r − rs)G(r − rd)

(

vh

Do

)

(2.14)

W
D
ij =

1

Φo(rd − rs)
∇Φo(r − rs) · ∇G(r − rd)

(

h

Do

)

(2.15)

for ith source-detector pair and jth voxel. Since the weight matrix is, in general, not a square

matrix, the inversion is formulated as

x =
(

W
T · W

)−1 · WT · b (2.16)
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where T stands for the matrix transpose. The image reconstruction problem can now be stated as

the problem of inverting W
T · W to obtain x. Following other fields [204] non-linear, iterative

and linear direct or iterative inversion algorithms have been employed in DOT.

The non-linear, iterative approaches follow similar algorithms: 1) the optical properties (µa and

D) are initialized, 2) the forward problem is solved, 3) a chi-squared (χ2) is calculated and conver-

gence is checked, 4) the inverse problem is setup, 5) the inverse problem is solved, 6) the optical

properties are updated and a return to step 1 occurs. The forward problem is defined as calculat-

ing the diffuse photon density, ΦC(r, rs), for each source position rs and is typically found using

Finite Elements or Finite Difference methods and Equation 2.3. A chi-squared (χ2) is defined to

quantify the difference between the measured (ΦM (r, rs)) and the calculated diffuse photon den-

sity. By comparing χ2 to some defined error, ε, a convergence criterion is defined and checked. We

then need a way of updating the optical properties from their previous values and many approaches

were adopted [10, 12, 14, 16].

Throughout this manuscript, I concentrate on imaging only the absorption coefficient but the

algorithms used can be extended to imaging of scattering.

2.1.5 Regularized Singular Value Decomposition (SVD) Approach to DOT

In general, a linear algorithm inverts the weight matrix and multiplies the measurement vector, b

on the left by W
−1. The iterative versions use iterative matrix inversion techniques such as ART

and SIRT. The direct inversion technique uses a decomposition of the weight matrix to invert in a

single-shot. Singular value decomposition (SVD) is a most commonly employed method for direct

inversion and is used in this work.

Unfortunately, DPDWs inherently lead to an ill-posed image reconstruction problem. The
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ill-posedness leads to a variety of complications including inter-parameter cross-talk and non-

uniqueness [10, 13, 16, 152, 278]. There are many approaches to handling these type of problems.

Here, I use “regularization” where one tries to invert a modified version of the weight matrix which

is better behaved than the original. The Moore-Penrose generalized inverse with depth-dependent

Tikhonov regularization [10, 16, 297] can be written as

xest =
(

W
T · W + λr(z)I

)−1 · WT · b (2.17)

where subscript est was used to denote “estimated” properties and I is the identity matrix (Nv x

Nv). The regularization parameter is λr, λr(z) = λo + λee
−z , where λo and λe tune the constant

and depth (z measured from source-detector plane) dependent parts. Higher regularization leads

to a more “smooth” reconstruction with lowered artifacts at the expense of resolution and contrast.

The choice of the regularization parameters is tricky and we have adopted the so-called “L-curve”

method for choosing λr [92, 152, 173, 174].

Another point is worthy of note in connection with image reconstruction; many of our mea-

surements are differential. For example, diffuse optical data are typically obtained before and after

some perturbation. In this case the experimental measurements use the exact same geometry within

a short time of one another, thereby minimizing positional and movement errors and instrumen-

tal drift. Furthermore the use of differential measurements minimize systematic errors associated

with the effect of surface absorbers such as hair or skin. Under these circumstances the differential

signal ∆Φ, can be related to the differential changes in optical properties, and can be reconstructed

using essentially the same formalism described above.
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2.1.6 Two Layer Model in k-Space

In order to investigate the signals from layered media, I have employed the angular-spectrum rep-

resentation of the DPDWs (k-space) [118, 227, 228, 247, 248, 308]. This representation is ideal

for the representation of cylindirically symmetric geometries because of the nature of the two-

dimensional fourier transforms employed. Here, I follow the formalism of Ripoll et al [307, 309]

and Li et al [228] and present the solutions of equation 2.3 for a two layer medium in k-space.

If the source (at the origin, (0, 0, 0)) is taken to be a point emitter on the planar input surface

(source plane, (xs, ys, 0) ), the expansion of the Green’s function in the k-space is written in the

following form:

G0(rd, r) =

∫ ∫

dpdqĜ0(p, q, zd, z)e
−i(p(xd−x)+q(yd−y)) , (2.18)

where the z-axis is defined in the direction normal to the plane surfaces, and (p, q) are the 2D

spatial (k-space) frequencies conjugate to the x- and y-coordinates. The angular spectrum (Weyl

expansion) representation of the Green’s function is [21, 284]

Ĝ0(p, q, zd, z) =
i

2m
eim|zd−z| , (2.19)

where m =
√

k2
0 − (p2 + q2) is the complex propagator wavenumber and the imaginary part of m

is positive, =(m) > 0. Hat (ˆ) indicates quantities in k-space and subscript d indicates coordinates

in detection plane. The normal, total flux in the k-space is then given as

Ĵn(p, q, zd) = −D∂Ĝ0(p, q, zd, z)

∂z
= −iDmĜ0(p, q, zd, z) , (2.20)
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Figure 2.3: Schematic of a 2-layered diffuse medium. The media are characterized by their indices
of refraction (n0, n1, n2), absorption coefficients (µa1, mua2), scattering coefficients (µ′s1, µ

′
s2)

and the thickness of the top medium (L = z2 − z1). Sources and detectors are at the source plane
(xs, ys, 0).

which corresponds to the Fick’s law in the k-space.

Figure 2.3 demonstrates the modeled two-layer geometry. Now, I denote the incident, reflected

and transmitted amplitudes as:

A0 : Incident amplitude (2.21)

A1r : Reflected amplitude from air/diffuse boundary (2.22)

A2r : Reflected amplitude from diffuse/diffuse boundary (2.23)

A2t : Transmitted amplitude through diffuse/diffuse boundary (2.24)

with L = |z2 − z1| as the thickness of the top layer (medium 1). Subscripts, 1 and 2 denote the
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first and second media respectively. The photon fluences in the media are then written as;

Φ1 = A0e
im1z +A1re

im1(z1−z) +A2re
im1(z2−z) (2.25)

Φ2 = A2te
im2(z2−z) . (2.26)

If the boundary conditions at two interfaces (air/diffuse, diffuse/diffuse) are defined, these equa-

tions can be solved for the unknown amplitudes (or the “reflection coefficients” and “transmission

coefficients”). Using partial current [8, 226, 307] boundary condition, I write the boundary condi-

tions as;

αΦ1 +
∂Φ1

∂z
= 0 at z = z1 (2.27)

α =
1 −Reff

1 +Reff

v

D1
(2.28)

D1
∂Φ1

∂z
= D2

∂Φ2

∂z
at z = z2 . (2.29)

The diffuse/diffuse boundary condition is given by the conservation of the total flux density (see

Equation 2.20). The photon fluence anywhere in this two-layer system can be obtained by solving

the resultant equations simultaneously. This formalism can easily be transformed into the diffuse

photon correlation by adopting the relevant properties and wavenumbers. For a more complete

treatment see Ripoll [307] and for an alternate two-layer solution for DCT see Boas [37]. The

angular spectrum approach is often chosen over the alternate approaches for its simplicity and

computation speed of the solutions since fast Fourier transforms and Hankel transforms can be

employed.
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2.1.7 Multi-Spectral Spectroscopy and Tomography

The previous formalisms relied on individually “inverting” or fitting the solutions to the diffusion

equation (Equation 2.3) at each wavelength employed, and then combining the thus obtained ab-

sorption coefficients according to Equation 2.8 to obtain Yt and THC. However, in the presence

of experimental noise, errors in tissue modelling and “amplitude-phase cross-talk” (in case of fre-

quency domain measurements) contaminate the measurements. Therefore, inter-parameter cross-

talk wherein variations in one parameter (e.g µa) are mistakenly observed as variations in another

parameter (e.g µ′s) is induced. This problem is related to the well-known “non-uniqueness” prob-

lem that DPDWs suffer from in the continous wave (ω = 0 domain) [13]. It is, therefore, natural

to try to obtain better estimates of the physiological parameters by employing constraints [119].

The work described here employed one such constraint extensively. Namely, I have used a priori

information about the wavelength dependence of the parameters. In this section, I formulate this

algorithm and present few examples demonstrating its utility and superiority over the conventional

method. Recently, we have also shown how this type of approach can be used to select the “correct”

wavelengths for CW domain imaging and thus overcome the non-uniqueness problem [86].

I begin by re-writing equation 2.8, i.e.

µa (λ) =
∑

i

εi (λ) ci. (2.30)

The reduced scattering coefficient can also be written in its wavelength dependent form as

µ′s (λ) = axbλ−b . (2.31)

Equation 2.31 was obtained from a simplified Mie-scattering approximation [268,270] and has
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been shown to be applicable to tissues, such as the breast tissue [65, 88, 117]. Here a, b are free

parameters. a is proportional to the density of the scattering centers and b depends on their size.

x = 2πrnm where nm is the index of refraction of the medium and r is the homogeneous sphere

radius for a “typical scatterer”. For the tissues with a distribution of different size scatterers, we

define a “Mie-equivalent radius” (r = re) as an “average” scatterer size [268], and use a simplified

version of equation 2.31, which has been shown to be a reasonably good approximation over the

wavelength range we employ and wherein the x dependence is lumped into the coefficient A, then

µ′s(λ) = Aλ−b . (2.32)

With this formulation, the scattering properties are described by paremeters A and b. b has been

shown to be of some utility for optical spectroscopy and imaging of the breast [65] where it is

referred to as the “scatter power”. Its reported values range from 0.23 to 2.

2.1.7.1 Spectroscopy using a priori Spectral Information

Equations 2.8 and 2.32 can be used to recast equation 2.4 with ci’s, a and b as the free-parameters.

In these calculations, I minimize χ2 =
∑

s,d |Φm(rs, rd) − Φc(rs, rd)|2 where Φm is the mea-

sured fluence and Φc is the calculated fluence. The sum is over the source-detector pairs and all

wavelengths. We use the Nelder-Mead simplex (direct search) method implemented in MATLAB

function “fminsearch” to fit for the unknowns by minimizing χ2. We then calculate blood oxygen

saturation and blood volume from the relevant hemoglobin concentrations. For most applications,

we have assumed average values for a and/or b, unless otherwise noted. For a successfull im-

plementation of this algorithm in the context of the bulk optical properties of healthy breast, see

Durduran et al [117].
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The differential spectroscopy problem can also be formulated in a similar manner where one

would fit for ∆ci and ∆a (formulation of ∆b is more tricky) directly. In that case, the χ2 is re-

written as χ2 =
∑ | Φm

Φm0
− Φc

Φc0
|2. This differential formulation of the spectroscopic problem is

prefered for the analysis of time-series data because it avoids many issues about probe and instru-

ment calibration. However, it may be error prone due to the selection/estimation of the baseline

optical properties (used to calculate Φc0). To overcome this problem, different variations of χ2 have

been tested and it was found that under different experimental conditions and using different exper-

iments, variations should be used. For example, for some applications, I have found that the am-

plitude and phase measurements should be weighed differently when calculating the χ2, e.g χ2 =

χ2
amp+χ

2
phase = K1

∑ | Ampm

Ampm0
− Ampc

Ampc0
|+K2

∑

[(Phasem − Phasem0) − (Phasec − Phasec0)]

whereK1 andK2 are weight factors. See Appendix 2.4 and following Chapters for validations and

use of this method in simulated and in vivo data.

2.1.7.2 Image Reconstruction using a priori Spectral Information

The next step is to re-formulate the image reconstruction problem (Equations 2.10, 2.11, 2.12 and

2.15) in terms of ∆ci, ∆a and ∆b. This can be achieved by re-writing W in Equation 2.15 by

taking the appropriate partial derivatives as

WCk

ij =
∑

g

G(rdi, rj , λg)U0(rj , rsi, λg)εk(λg)h
3

U0(rdi, rsi, λg)
(2.33)

W a
ij =

∑

g

∇G(rdi, rj , λg) · ∇U0(rj , rsi, λg)(λ
b0
g )h3

−3U0(rdi, rsi, λg)a2
0

(2.34)

W b
ij =

∑

g

∇G(rdi, rj , λg) · ∇U0(rj , rsi, λg)ln(λg)(λ
b0
g )h3

−3U0(rdi, rsi, λg)a0
(2.35)
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where the sum over g is over all the measurement wavelengths, Ck are the kth chromophore, h3

is the voxel volume, subscripts i refer to the ith source-detector pair and j to the jth voxel. These

equations formulate the inversion problem completely. A formalism can also readily be developed

to regularize the weight matrix. The results from spectroscopy and segmented-tomography suggest

this formulation should reduce the inter-parameter cross-talk in image reconstruction.

It is also informative to consider the number of unknowns and measurements in both cases.

For the “traditional” imaging each inversion has 2 Nv unknowns and NsNd measurements. There

are at least Nλ (number of wavelengths) independent inversions to carry out. Finally, resulting in

2Nλ Nv unknowns. The factor two comes from reconstructing ∆µa and ∆µ′s. For “multi-spectral”

or “wavelength dependent” imaging, there is only one inversion with (2+NC)Nv unknowns where

NC is the number of chromophores and the additional two unknowns are a and b. When (2+NC) <

2 Nλ, the “wavelength” dependent method has fewer unknowns. For example, if only oxy- and

deoxy-hemoglobins (∆Hbr and ∆HbO2), water and lipids are reconstructed, then (2 +NC) = 6.

In this case, ifNλ > 3, then there is a clear advantage to use the “wavelength dependent” algorithm.

The advantage of the “multi-spectral” method can further be seen by considering that there are

NλNsNd measurements employed in both cases. This means that the number of measurements

per unknown is greatly increased by use of the “multi-spectral” method.

To illustrate this point, I use an extreme example which is the parallel plate optical mammogra-

phy system used in our laboratory [77,89], where for a median breast thickness of 6.5 cm, a 16 x 16

x 6.5 = 1664 cm3 tissue volume is imaged. This volume is divided into Nv = 50000 nodes in the

finite-element calculations. There are 48 source fibers, 570 x 400 detectors and six wavelengths. In

“traditional imaging”, we would reconstruct 600,000 unknowns in six independent inversions. The

number of measurements per unknown in this system is 110, and is independent of wavelength.
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On the other hand, the “multi-spectral” approach reduces the number of unknowns greatly, to Nv

x (# of chromophores + 2) = 300,000. This gives 220 measurements/unknown and scales linearly

with the number of wavelengths.

To demonstrate this algorithm, I have simulated two identical spherical objects with radius

∼ 0.3 cm. Its properties were defined by Yt = 35% and THC = 50µM . The background

properties were Yt = 75% and THC = 35µM with 50 : 50 ratio of water to lipids. Random

1% noise was added to the amplitude and random 0.1o noise was added to the phase. Three

wavelengths, 690, 785, 830 nm , were simulated. This geometry is illustrated in Figure 2.4(a). The

resulting images are shown in Figure 2.4(b), the concentrations are recovered fairly accurately for

both objects. This method is used for image reconstruction for our experiments in rat brain (see

Section 4.2)

2.1.8 Differential Pathlength Formulation of Photon Migration

In order to estimate changes in hemoglobin concentrations in a rapid and simple manner, an-

other method was used, which I refer to as the “differential pathlength method” or “DPF method”

[110, 373]. In this formulation, the standard Beer-Lambert law is modified to account for the

lengthening of the mean photon pathlength due to scattering. A “differential pathlength factor”

(DPF) is introduced, which is the ratio of the mean photon pathlength to the physical separation of

the sources and detectors in a given.

DPF =
∂A

∂µa
r−1 , (2.36)
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(a)

(b)

Figure 2.4: (a) Illustration of the simulated data, (b) Wavelength dependent image reconstruction
of rHb and rHbO2
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where A is the logarithm of the ratio of the signal intensity corresponding to a change in µa (I) to

the baseline intensity (I0) as follows;

A(λ) = log
I

I0
∆µa(λ)DPF (λ)r . (2.37)

Here r is the source detector separation, A, ∆µa and DPF are all wavelength dependent and

subscript 0 denotes a baseline measurement. In a similar manner to spectroscopy using diffusion

approximation, changes in hemoglobin concentrations can be calculated by solving for ∆µa(λ) at

several wavelengths. For example, for two wavelengths they are given by

∆Hb =
εHbO2

(λ2)
A(λ1)

DPF (λ1)
− εHbO2

(λ1)
A(λ2)

DPF (λ2)

(εHb(λ1)εHbO2
(λ2) − εHb(λ2)εHbO2

(λ1))r
(2.38)

∆HbO2 =
εHb(λ1)

A(λ2)
DPF (λ2)

− εHb(λ2)
A(λ1)

DPF (λ1)

(εHb(λ1)εHbO2
(λ2) − εHb(λ2)εHbO2

(λ1))r
. (2.39)

Both intensities (I ,I + 0) are measured, A is calculated and using values from the literature for the

extinction coefficients and DPF values, the changes in hemoglobin concentrations are calculated.

It is straightforward to apply this formulation to the data in real-time and with careful choice of

the variable parameters, useful qualitative as well as quantitative information can be obtained. This

method was chosen for some studies of the brain and muscle since only a single source-detector

pair was available and it provided a more robust method than analytically fitting diffusion models.

Furthermore, it is the most common method used in near-infrared spectroscopy of brain. A great

deal of literature exists on the weaknesses and strengths of this formulation [40,277,346,351] and

experimental tabulations of the differential pathlength factor are available for several organs [110].

This formulation can be derived from diffusion approximation by use of Green’s function solutions
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Figure 2.5: Schematic of a 2-compartment diffuse medium as an illustration of the partial path-
length factor.

[11].

However, this formulation ignores the heterogeneity of the tissues. If we assume a compart-

mentalized or layered tissue, DPF can be replaced by a “partial pathlength factor” (PPF), redefin-

ing A as

A(λ) = r
N
∑

i=1

∆µai(λ)PPFi(λ) (2.40)

where i denotes the ith compartment. PPF is a measure of the mean pathlength of the photons that

travelled through the ith compartment normalized by the source-detector separation. Following

Strangman et al [351], it is straightforward to show that without accounting for PPF , the changes

in µa would be underestimated for focal activity such as functional activation in the brain or activity

in a lower layer as in the case of exercising muscle. For example, Figure 2.5 shows a simplification

of diffuse optical measurements of local activation in the brain where V ′ and V ′′ are different

“compartments”. I have used this information in the following Chapters and relevant approaches

that I took to account for this understimation is explained there.

31



2.2 Diffuse Correlation Spectroscopy and Tomography

2.2.1 Introduction

So far, I have concentrated on “static” properties of the tissues, however, even more information is

impressed upon these diffusing optical fields if we consider the dynamics of the particles, i.e red

blood cells in tissue. The so-called “dynamic” methods essencially monitor the speckle fluctuations

of the scattered light, which in turn are sensitive to the motions of scatterers such as red blood cells.

2.2.2 Correlation Diffusion

Speckle fluctuations of the scattered light are sensitive to the motions of scatterers such as red blood

cells. In most flow experiments the quantity of interest is the electric field temporal autocorrelation

function G1(r,τ) = 〈E(r,t) E*(r, t + τ )〉 or its Fourier Transform. Here the angle brackets 〈 〉

denote ensemble averages or averages over time for most systems of practical interest. τ is called

the correlation time. The field correlation function is explicitly related to the motions of scatterers

within the samples we study. Figure 2.6 illustrates a DCT measurement configuration in a turbid

medium in the semi-infinite geometry.

The study of these motions in deep tissues is made possible by the fact that the electric field

temporal autocorrelation function for light traveling in highly scattering media also obeys a diffu-

sion equation [39, 41, 44]. In steady-state (i.e. CW light sources, ω = 0), and in homogeneous

media this correlation diffusion equation is quite simple:

(

D∇2 − vµa − αk2
oµ

′
s

〈

∆r
2 (τ)

〉/

3
)

G1 (r, τ) = −vS (r) . (2.41)

Here kois the wavevector of the photons in the medium. 〈∆r2(τ )〉 is the mean-square displacement
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Absorbers: Hemoglobins, Water, Lipids
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Figure 2.6: (a) Schematic of a of diffuse correlation tomography in a turbid medium. Sources and
detectors are placed on the “air-side” of the tissue. The photons undergo scattering, absorption and
experience Doppler shifts when they scatter from moving particles. The motion of the scatterers
leads to fluctuations in intensity which are detected by a photon counting detector. (b) The temporal
autocorrelation functions of the intensity are then calculated using an autocorrelator.
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in time τ of the scattering particles (e.g. blood cells); this is the quantity we measure and attribute

to blood flow or changes thereof. S(r) is the source light distribution, and α represents the fraction

of photon scattering events in the tissue resulting from moving cells or particles. The correlation

diffusion equation can have different forms depending on the nature of the particle motion, and

on the variations of these motions with position in the sample. The mean-square displacement

〈∆r2(τ )〉 = 6DBτ , for organelles or cells undergoing Brownian motion with “particle” diffusion

coefficient DB . For the important case of random flow which can arise in the tissue vasculature,

〈∆r2(τ )〉 = 〈V2〉τ2where 〈V2〉 is the second moment of the cell speed distribution. In the latter

case the correlation function will decay exponentially as τ .

It is instructive to rewrite Equation 2.41 in the following format for a point source located at

(xs, ys, zs) as before;

(∇2 −K2(τ))Gr(r, τ) = −vS0

D
δ3(r − rs) , (2.42)

where K2(τ) = v(µa + 1
3αµ

′
sk

2
0 < ∆r2(τ) >)/D. Notice that for τ → 0, 〈∆r2(τ )〉 → 0,

Equations 2.41 and 2.42 reduce to the steady-state diffusion equation for diffuse photon fluence rate

(i.e. Equation 2.3 with ω = 0). Formally, the equations for transport of diffuse photon correlation

and diffuse photon fluence rate are the same. Thus the same sorts of general analyses applied in the

case of photon fluence rate will be valid for photon correlation. Multi-distance measurements of

G1(r,τ ) on the tissue surface provide dynamical information about the motions within the sample

in exactly the same way that multi-distance measurements of diffusive waves on the tissue surface

provide information about scattering and absorption properties. The layout of the sources and

detectors is similar to the diffusive wave schemes, but the correlation measurements are more

complex. One needs a special piece of equipment called an autocorrelator for the measurements.

The autocorrelator takes the detector output and uses the photon arrival times to compute G1(r,τ ),
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or (more precisely) its light intensity analog. The photon correlation technique has an advantage

over its Fourier counterpart (i.e. LDF) in the low signal limit, because the photon correlation

instruments are essentially single photon counting devices. This advantage is important for us,

because it enables the experimenter to probe more deeply into the tissue samples. Blood flow is

derived from the temporal decay of the diffuse light intensity temporal autocorrelation function.

Typically this autocorrelation function can be fit with an exponential decay. Its decay rate, Γ

(sec−1), depends on the parameter α (proportional to the tissue blood volume fraction), and on the

motion of blood cells. Relative changes in Γ (sec−1) correspond to relative changes in blood flow.

For more details on instrumentation see Chapter 3.

2.2.3 Correlation Spectroscopy in the Semi-Infinite Approximation

The solutions for DCT in a semi-infinite geometry would resemble those in Equation 2.4 as follows

G1(r, τ) =
3µ′s
4π

(

e−K(τ)r

r
− e−K(τ)r2

r2

)

, (2.43)

where r and r2 are defined in equation 2.6. Experimentally, we measure the intensity autocorrela-

tion function, g2(r, τ) =< I(t)I(t + τ) > / < I >2 which is related to g1(r, τ) = G1(r, τ)/ <

E(t)E∗(t) > by the Siegert relation;

g2(r, τ) = 1 + β|g1(r, τ)|2 , (2.44)

where β is a parameter that depends on the source coherence, detection optics, ambient light and

other external factors. Figure 2.7 shows sets of autocorrelation functions for different source-

detector separations and DB . The curves decay faster with increasing DB , i.e. increased flow, and
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increased source-detector separation. The slope and/or the decay rate provides information about

the optical properties and the motion of the scatterers.

By comparing the extensive set of data from many different tissues and phantoms under dif-

ferent conditions, we have determined empirically that the “Brownian motion” model fits the data

more accurately than the “random flow” model (see Figure 2.8) Therefore, all the data presented in

this manuscript reports eitherDB or ∆DB . We stress once more that the formulation of the diffuse

correlation tomography is identical to the continous wave (CW) formulation of DOT.

2.2.4 Two Layer Approximation for Diffuse Correlation Tomography

The application of diffuse correlation spectroscopies for quantification of blood flow has not been

reported through human skull. This is partly a result of the fact that fewer people are familiar with

the technical advances of DCT, but is also due to the new challenges in applying DCT to humans.

Most significantly, the DCT measurements must have adequate signal-to-noise at the large source-

detector separations necessary to probe through a skull whose thickness varies between ∼0.4cm

and ∼1cm.

As a first step toward application of DCT in human brain I have conducted two preliminary

studies: (1) have modified two layer analytical solution for light diffusion (see Section 2.1.6) so

that it can be used to predict correlation diffusion in layered media [309] , and have theoretically

investigated the temporal autocorrelation functions as a function of layer thickness and source-

detector separation, (2) have carried out a DCT experiment using a human skull filled with In-

tralipid solution. In both investigations a thick (∼0.6 cm) highly scattering static medium was

placed over a dynamic highly scattering medium. This confirmed that the temporal correlation

functions were indeed measurable, and that a two-layer model was useful to extract the flow of the
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Figure 2.7: Assuming µ′s = 10 cm−1, µa = 0.1 cm−1, (a) Autocorrelation functions for r = 0.5
cm for different DB , (b) Autocorrelation functions for DB = 1 x 10−8 cm2/s for different r
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Figure 2.8: Three autocorrelation functions showing the measured data from muscle tissue, fit-
ted data with Brownian motion and random flow models. Brownian motion model fits the data
significantly better than the random flow model

dynamic medium.

A k-space solution to the diffusion equation was used to model two layer turbid medium as

described in details in Section 2.1.6. The medium was homogeneous with µ′
s = 10cm−1 and

µa = 0.05cm−1. The thickness of the static layer was 0.5 cm. The dynamic medium was taken

to be governed by Brownian motion with Brownian diffusion coefficient DB = 1x10−8cm2/s;

in practice the correlation functions would be expected to decay even faster for blood flow in the

brain (upto 4x10−8). The resultant decay curves are shown in Figure 2.9 for three source-detector

separations (1 cm, 2 cm and 3 cm), with and without the static layer. The main effect of the layer

is to reduce the decay time as expected. Importantly however, even for media with the static layer,

the shape of the curve reveals information about the lower dynamic region. This is a significant

finding since it indicates that diffuse correlation methods will be able to probe flow through thick

static layers whose optical properties resemble those of the human brain.

Later, a human skull was filled with Intralipid solution (µ′
s = 10cm−1, µa = 0.05cm−1,
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Figure 2.9: Calculated diffuse, temporal autocorrelation functions as a function of source-detector
separations, with and without the static over-layer.

DB = 1.4x10−8cm2/s), and we used our contact probe to measure flow with source detector sep-

arations of 1, 1.5, 2, 2.5, 3, 4, 4.5, 5 cm. Figure 2.10 shows a photo of the measurement geometry

and apparatus. The skull was held inverted so that the Intralipid solution did not leak out. At 3

cm source-detector separation ∼27 seconds of data gave high signal-to-noise ratio (laser power

was 40mW). The same data can be post-processed to filter noise, in which case the measurement

range extended to 4.5 cm. Therefore, 256 correlation curves (each curve takes 106 msec to obtain)

were averaged to derive an adequate signal-to-noise ratio at these source-detector separations. Ob-

viously, this is an unacceptably long data acquisition time, but, in the future, this problem can be

tackled by bundling four detector fibers together at each location to obtain the same number of

curves in ∼7 sec. I have empirically determined that source detector separations > 2 cm were

sufficient to measure functional activation in the human brain (see Chapter 4.4) with only ∼ 3

seconds of averaging with a single detector fiber. Hence measurement of motor cortex activation

is possible. Bundling four fibers together reduced the acquisition time to ∼ 2 seconds. Similarly,
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Figure 2.10: Human skull model filled with Intralipid solution. The lighter fiber is the source fiber
and the 8 black fibers are the detector fibers. The skull is held inverted, filled with Intralipid. The
probe is secured tightly to the skull with elastic bandage.

with measurements on human calf muscle, we have shown it is possible to separate the response

of skin/fat layers and deep muscle (see Chapter 5.2).

In Figure 2.11 the correlation functions are shown, again for separations between 1 cm and

3 cm. Fitting the data with the two-layer model, gives a best fit for thickness =0.53 cm and for

DB = 1.2x10−8cm2/s, close to the expected value considering that skull curvature and refractive

index mismatches were ignored. In carrying out these fits we found that the recovered Intralipid

particle diffusion constant was relatively insensitive to the assumed optical properties of the skull

(µa = 0.1cm−1 and µ′s = 8cm−1 at 800 nm).

2.2.5 Tomography with Diffuse Correlation

Image reconstruction with auto-correlation functions, i.e diffuse correlation tomography (DCT),

follows a similar formalism as DOT. However, the instrumentation involved, the signals, the noise

and the type of data acquired are different. Therefore, I will briefly outline a linearized image

reconstruction method for DCT based on DOT (see Section 2.1). Then I describe how to optimize

the selection of the data set. Finally a spatially dependent regularization scheme is implemented.
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Figure 2.11: Correlation functions taken at different source-detector separations. Probe is on the
human skull filled with Intralipid. The skull thickness was measured to be about 0.6 cm

This formalism is used extensively to image blood flow in rat brain in Chapter 4.2.

I begin by making an assumption, relying on the fact that changes in blood flow are ∼ 3 − 20

times larger than changes in oxy- and deoxy-hemoglobin concentrations for the models studied,

that ∆µa(r) = 0 and ∆µ′s(r) = 0. The changes in flow are considered (as before) to be per-

turbations from a constant, homogeneous “background” as DB(r) = D0
B + ∆DB(r). In Rytov

approximation, this leads to a result equivalent to Equation 2.15, i.e.

W
DB

ij = − 1

G10(rd − rs, τ)
G10(r − rs, τ)G(r − rd, τ)

(

2vhµ′sτ

D0

)

(2.45)

for ith source-detector pair and jth voxel. G10 is the autocorrelation function for the background

and G is the corresponding Green’s function. Two observations are notable: (1) formally this

weight matrix is identical to W
µ
a , (2) a particular τ should be chosen for reconstruction. The

choice of τ effects the properties of the weight matrix and therefore, the resultant image. It is not

practical and not readily apparent that it is advantageous to employ multiple delay times should be
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Figure 2.12: Choice of “n” to parameterize the autocorrelation curves.

employed in the reconstruction. Previously [91] we have have chosen τ such thatG1 has decayed to

e−1 of its initial value, and we were able to obtain dynamic images of CBF during focal ischemia.

Instead, we now, look at the condition number of the weight matrix which is the ratio of the largest

singular value to the smallest singular value and can be used to “tune” the noise amplification in the

reconstruction [416]. The variation of the condition number is investigated by parametrizing the

curve by a parameter n which defines a value of τ (τc) for which the correlation function decays to

e−n of its original value (see Figure 2.12). n is related to the other variables in this problem, i.e.

(K(τc) −K(0)) · |rs − rd| = n (2.46)

which gives τc:

τc =
1

µ′sk
2
0DB

(

n2

|rs − rd|2
+

2n
√

3µaµ′s
|rs − rd|

)

. (2.47)

Figure 2.13 shows the variation of the condition number vs “n” for a semi-infinite imaging
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geometry. This reveals that the condition number is independent of n for n < 0.5 and decays

rapidly for larger n. Suprisingly (at least to us), the minimum condition number is around n = 100

which is a point where the curve decays to an unreasonably low value. At high n the curve is

dominated by noise. Therefore, we pick n (generally n = 1 − 8) such that the curve is still many

standard deviations higher than the noise level. Different τc is picked for different source-detector

pairs, but n is kept constant.

After the selection of the data set (τc), a depth dependent regularization is applied as described

in Section 2.1.

2.3 Metabolic Rate of Oxygen Extraction (MRO2/CMRO2)

One aim of the hybrid optical methods in this thesis is to derive estimates of the variations in

metabolic rate of oxygen extraction in tissues. In the realm of cerebral hemodynamics, cerebral

metabolic rate of oxygen (CMRO2) is one of the most sought after quantities and is the subject

of extended research for decades. Similar quantities are becoming prominent in other paradigms

such as the exercising muscle as it is understood that blood flow and/or blood oxygenation are not

sufficient as stand-alone measures to adequately characterize the tissue status.

In this section, I describe a basic model for synthesizing our measurements to calculate dy-

namics of relative CMRO2. An extended discussion of metabolic measures for other tissues is

beyond the scope of this thesis, however, the basics described here were shown to be generally

applicable to muscle and tumor metabolism and are used in the experiments. This description

is compiled from a set of recent papers on CMRO2 which cover the modern understanding of

CMRO2 models for synthesis of hemodynamic data [58,59,145,155,190,253,254,368,415]. The

differences between these models is not relevant for our measurements because of the timescales
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Figure 2.13: (a) Imaging geometry with a spherical inclusion, (b) Variation of the condition number
of W vs “n”. for small “n” it is independent of “n” whereas the minimum is at a fairly large “n”
(n ≈ 100).
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Figure 2.14: Compartmentalized model of the vasculature; oxygenated blood flows in from the
arterial end through the capillaries and out from the venuous end.

and paradigms employed.

Following Valabregue et al [368], a compartmentalized model of the vasculature is assumed

as shown in Figure 2.14. Oxygenated blood enters the capillary from the arterial end, and flows

through the capillary with a given flow rate (F (t) or CBF (t)). In the capillaries, oxygenation is

reduced by passive diffusion through the blood-brain barrier which depends on the concentration

gradient between capillary and tissue compartments. Finally, mostly deoxygenated blood flows out

the venous end.

The oxygenation changes of the capillaries is due to blood flow supply and passive diffusion

through the blood-brain barrier into the tissues. Tissue oxygen concentration (taken to be zero

by earlier models [58, 155, 190]) depends on intake from capillaries and consumption by the cells

(CMRO2). Non-zero tissue oxygen concentration allows for the backflux from the tissue. In
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addition to this model, one could consider the variations in oxygen concentration in blood and

plasma and relate that to the gradients accross the blood-brain barrier.

Given these relationships and set of approximations about the blood distribution in capillaries

a coupled set of equations can be derived from mass conservation and Fick’s law. In steady state,

we get

dC(x)

dx
= − K

CBF
(CP (x) − CT ) (2.48)

CMRO2 = K(< CP > −CT ) (2.49)

where x is distance along the capillary, C(x) is the blood oxygen concentration in capillary, K is

a constant related to surface area and permeability of the capillaries, CP (x) is the oxygen concen-

tration in plasma, CT is the tissue oxygen concentration, CBF is blood flow and < CP > is the

mean of CP (x). Cerebral metabolic rate of oxygen (CMRO2) is given in mL.min−1.(100 g)−1 or

1/0.0224 µmol.min−1.(100 g)−1. The cerebral blood flow (CBF) is given in mL.min−1.(100 g)−1.

All the oxygen concentrations are given in mmol.L−1. Constant K is 3000 mL.min−1.(100 g)−1.

The position along the capillary is denoted by a coordinate (x) normalized to the capillary length

which is unitless. It is interesting to note that these equations allow for uncoupling of CBF and

CMRO2 below a certain range.

For stationary state, which is assumed by the studies in this work, Equation 2.48 can be inte-

grated along the capillary and by substituting into Equation 2.49 we get

CMRO2 = CBF (Ca − Cv) = (OEF )(CBF )(Ca) (2.50)

where OEF is the oxygen extraction fraction , OEF = (Ca − Cv)/Ca, Ca and Cv are oxygen
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concentrations in the arterial and venous ends. CMRO2 in the stationary state is related to the

oxygen extraction fraction and blood flow. Diffuse optical tomography, however, does not mea-

sure arterial or venous oxygenation, rather it is sensitive to the oxygen saturation of the complex

medium, which is an average of different vessels such as capillaries, arteries and veins. There-

fore, in order to estimate CMRO2 based on knowledge of CBF , we must assume a steady-state

balance between Ca and hemoglobin concentration which gives

OEF =
(Ca − Cv)

Ca
≈ (Yta − Ytv)

Yta
. (2.51)

The measured blood oxygen saturation (Yt) can be written as

Yt = k1Yta + k2Ytc + k3Ytv (2.52)

where k1...3 are the weights of arterial, capillary and venous saturations to total hemoglobin concen-

tration respectively. Subscripts a, c, v correspond to arterial, capillary and venous compartments.

Another simplification is to write the capillary saturation as a weighted average of arterial and ve-

nous saturations, i.e. Ytc = k4Yta + k5Ytv with k4 + k5 = 1. With this approximation Equation

2.52 becomes

Yt = (1 − γ)Yta + γYtv (2.53)

where γ = k3 +k2k5 is the percentage of blood volume in the venous compartment of the vascular

system. So finally Equation 2.51 becomes

OEF =
(Yta − Yt)

γYta
. (2.54)
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Yta can be estimated from blood gases or from the literature and is generally constant. γ is unknown

but if we assume that it is unchanged, rOEF and, therefore, rCMRO2 can be calculated from the

measured oxygen saturation (Yt) and relative blood flow (rCBF ).

Whenever oxy- and deoxy-hemoglobin concentrations are measured instead of oxygen satura-

tion, another formulation can be derived by using Yt = HbO2/THC and 1 − Yt = Hb/THC

as

rCMRO2 =

(

Yta +
∆Hbr

Hbro

)(

Yta +
∆HbT

HbTo

)−1

rCBF (2.55)

where o corresponds to baseline values. For an extendend analysis of modelling assumptions and

limitations relevant to our measurements, see Culver et al [91].

2.4 APPENDIX: Segmented Tomography using a priori Spectral In-

formation

Another problem where the utilization of the a priori spectral information is expected to be use-

ful is the segmented tomography problem where a secondary modality (such as ultrasound, MRI

or x-ray in case of optical mammography) provides an approximate position and shape/size of a

heterogeneity whose optical properties are to be measured. I have investigated this problem using

numerical simulations. The simulated data was generated using a finite-difference method which

was also used as the forward model for the inversion. The inversion was non-linear in the sense that

at each iteration the Green’s functions were updated. It is considered to be segmented tomographic

because even though the whole volume is modelled with a heterogeneity, the properties of only the

pre-determined heterogeneity volume are allowed to vary and, even then, as a whole unit.

I have considered cases of single-heterogeneities for (1) the measurement of “bulk properties”
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Figure 2.15: Optical properties of the simulated heterogeneity corresponding to a THC=35µM ,
Yt = 75%

of healthy breast considering its shape information, (2) characterization of a spherical “tumor”.

Amplitude and phase noise, a so-called “off-set” noise (see Chapter 3) which causes a amplitude-

phase cross-talk, errors in boundary conditions and incorrect estimation of the heterogeneity geom-

etry were considered as sources of error to compare the “traditional” and “wavelength dependent”

methods. Five wavelengths , 690, 750, 786, 810 and 830 nm, were used. The optical properties of

the heterogeneities are illustrated in Figure 2.15.

First case considered mimics characterization of a tumor which is an ellipsoidal heterogeneity

in a parallel plate transmission geometry as illustrated in Figure 2.16. Single source (x) with a grid

of 90 detectors with random noise added (5% amplitude, 2o phase) is simulated. The tumor volume

is estimated to be a sphere rather than an ellipsoid in the inversion which mimics an error due to

estimating a volume from 2D images such as ultrasound. Figure 2.17(a) shows the obtained prop-

erties with both methods. Inter-parameter cross-talk is clearly apparent using the “old” method.

Even though the wavelength dependent method is unable to recover the correct properties, we are

able to recover their wavelength dependence accurately. Therefore, it is possible to recover the

THC (39% vs 25% error) and Yt (20% vs 2%) more accurately using the latter method as shown

in Figure 2.17(b).
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Figure 2.16: Ellipsoidal heterogeneity mimicing a tumor in parallel plate transmission geometry.
Single source (x) with a grid of 90 detectors with random noise added (5% amplitude, 2o phase).

The second case considered mimics a problem that is applicable for optical mammography

when estimating the “background” fluence. The geometry is illustrated in Figure 2.18 where a

whole breast including a chest-wall is considered as a heterogeneity in a parallel plate geometry

(red-volume). 90 detectors are arranged in a grid and a single source (x) with five wavelengths

is used. Optical properties are same as before. 1% random noise is added to the amplitude, 1o

random noise is added to the phase, 1% of maximum amplitude is taken as off-set noise and the

geometry is underestimated by 20% in volume. This time we consider the effect of fixing b.

Figure 2.19(a) shows the obtained properties with both methods. Inter-parameter cross-talk is

clearly apparent using the “old” method. This time, when b is kept free, even the new method is not

doing well. However, if b is fixed (either correctly or by ∼ 10% error), a significant improvement

is visible. Even though the wavelength dependent method is still unable to recover the correct

properties, we are able to recover their wavelength dependence accurately. It is not possible to

achieve a signficant improvement for the recovery of THC (7.5% vs 7% vs 8.5% error). However,
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(a)

(b)

Figure 2.17: (a) “Measured” optical properties from both methods, (b) comparison of two methods
for the recovery of the physiological parameters
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Figure 2.18: A whole breast including a chest-walll as a heterogeneity in a parallel plate geometry
(red-volume). 90 detectors are arranged in a grid and a single source (x) with five wavelengths is
used.

Yt is recovered significantly better when b is free (8% vs 5% error) and even better when it is fixed,

only 1.5% error as shown in Figure 2.19(b).

Finally, a more extreme case was considered with 10% random error in amplitude, 2o error in

phase, 10% underestimation of geometry by volume, 10% error in boundary conditions and 1% of

maximum amplitude is taken as off-set noise.

Figure 2.20(a) shows the obtained properties with both methods. Inter-parameter cross-talk

is clearly apparent using the “old” method with a significant improvement visible with the new

method. Even though the wavelength dependent method is again unable to recover the correct

properties, we are able to recover their wavelength dependence accurately. As seen in Figure

2.20(b), the “old” method does poorly with 18% error in THC and 17% error in Yt, whereas

with the wavelength dependent method the errors are reduced to 11% and 2% for THC and Yt

respectively.
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(a)

(b)

Figure 2.19: (a) “Measured” optical properties from both methods, (b) comparison of two methods
for the recovery of the physiological parameters
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(a) (b)

Figure 2.20: (a) “Measured” optical properties from both methods, (b) comparison of two methods
for the recovery of the physiological parameters
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Chapter 3

Hybrid Instrumentation

3.1 Introduction

The hybrid instrumentation scheme that was used for the measurements described in this manuscript

was first introduced by Cheung et al [76]. A frequency domain (70 MHz) diffuse optical tomogra-

phy instrument with 12 source positions, 3 wavelengths (690nm, 786nm, 830nm) and four detector

channels working in parallel were hybridized with a diffuse correlation tomography instrument

with similar characteristics, but with a continuous wave, long coherence length laser source work-

ing at 800nm. Source positions and wavelengths were multiplexed by a series of optical switches.

A frame rate of 2.5 minutes per frame was obtained in these initial experiments. The measurements

were validated by extended hypercapnia on rat brains and relative cerebral metabolic rate of oxygen

extraction (CMRO2) was estimated. It was shown that the results were in good agreement with the

blood gas measurements of PaCO2. A second validation study including hypoxia, hypercapnia

and cardiac arrest was later carried on, again, showing good agreement with the literature and other

measurable parameters [90]. The measured CBF changes were also compared with simultaneous
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laser Doppler measurements on the contra-lateral site during extended hypercapnia/hypocapnia,

again showing good agreement between the two. We have demonstrated the first DOT and DCT

images of ischemic stroke in rats due to middle cerebral artery occlusion (MCAO) [91]. The de-

velopment of the ischemic hemodynamic response was monitored continuously in a large field

of view (≈ 10mm2) and the ischemic penumbra was imaged. The simultaneous measurement of

blood oxygen saturation and relative cerebral blood flow allowed continuous imaging of CMRO2.

These measurements quantitatively demonstrated the need for multi-parameter imaging since the

monitoring of only one parameter would not have allowed the distinction between hypercapnia,

hypoxia and ischemia be made. Finally, the response of implanted mouse tumors to tumor necro-

sis factor (TNF) treatment was measured and compared to measurements with a Doppler ultra-

sound [258]. This instrument is referred to as “Generation I”. I will describe some of these results

in the following sections.

These earlier results have answered important design, physiological and technical questions

regarding diffuse correlation tomography: (1) It is possible to design DCT systems with similar

characteristics to previously employed DOT instruments. Therefore, development of similar mea-

surement schemes are possible. (2) The reported blood flow changes, specially in the brain, agree

very well with physiological expectations. (3) DCT is capable of penetrating through intact skull

in animal models. This latter point distinguishes DCT from previously available optical methods

for monitoring of CBF, such as laser Doppler flowmetry and laser speckle imaging.

These results have enabled the development of faster, more robust systems for the measure-

ment of a large variety of physiological systems described in this thesis. Newer generations of

instrumentation were developed in three, somewhat distinct directions, which I will now describe

in brief details. The designs were chosen to address different physiological problems;
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1. A portable, relatively fast (several seconds per frame), large field of view instrument was

necessary for more advanced imaging of cerebral hemodynamics (e.g cortical spreading de-

pression) in rat brains and monitoring of photodynamic therapy of RIF tumors. This was

the first upgrade of the Generation I instrument. We have achieved this by optimizing the

signal-to-noise, upgrading to faster optical switches and using a faster correlator board. This

instrument was used extensively for the work described here, and is referred to as the “Gen-

eration II” device.

2. A highly parallelized, high spectroscopic content, large field of view, fast imaging instrument

for imaging of rapid cerebral hemodynamics in rats and other small animal models was

desirable. A full frame for such an instrument should be obtained in less than a second to

image fast hemodynamics. It has to be able to distinguish oxy- and deoxy- hemoglobin as

well as water concentrations accurately – hence the need for high spectroscopic content. It

has to cover the whole brain (> 10 mm2) and perform regional imaging. A modular design is

necessary to combine fast tomographic abilities with even faster (up to 50 Hz) spectroscopic

measurements. We were able to address these problems by combining frequency domain

multiplexing (FDM) of the wavelengths with time domain multiplexing (TDM) of the source

and detector positions for DOT. This instrument is now built and characterized and is referred

to as the “Generation III” device. I will describe the DOT part of this instrument in great

detail since it is a unique design and is descriptive of the earlier designs.

3. The sensitivity of the above instruments was optimized for small tissue volumes . However,

in order to transfer these technologies to human tissues, we need to probe into deeper tissue

layers. Therefore, it is necessary to use larger source-detector separations, which bears a
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significant cost, in the achievable signal-to-noise. After doing a feasibility study in human

muscles and brain, where for the first time, we have used the hybrid instrumentation to mea-

sure oxygen metabolism, a new instrument design was apparent. This instrument should be

able to do basic spectroscopy with the ability to distinguish layered response while being

adequately fast to monitor hemodynamics. A prototype was recently built where large di-

ameter (3 mm) APDs and low noise equivalent power (NEP) PMTs were used with larger

detection area fibers (3 ∼ 6 mm) . DCT instrument was more challenging since the detection

required single-mode fibers (diameter ∼ 7µm at 800nm) and fast photon counting detectors.

This was overcome by longer averaging times and parallelizing several detector channels.

The signal-to-noise increase roughly as
√
N , where N is the number of correlation curves

measured. This instrument was completed very recently and obtained very promising results

in the human muscles and brain. It is currently capable of basic spectroscopy and is referred

to as the “Generation IV” device.

In this Chapter, I first describe how to characterize the instruments and the common modules.

Then, the design issues for each Generation is briefly outlined. Generation I instrument is used as

the basis for the validation of the new DCT method. A basic phantom experiment is described as

the validation and extensive in vivo validations are presented in the following Chapters.

3.2 Common Instrument Characteristics and Modules

All the instruments employed, had to be modular in design since we aimed to use them under a

large variety of experimental conditions. Nuclear Instrumentation Bins (NIM BINs) were found

to be ideal for this purpose. They provided reliable wiring for power supplies, robust mounts
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and designs and most importantly, decent shielding against electro-magnetic fields. This latter

point was particularly crucial for radio frequency (RF) circuitry used in the DOT instrumentation

where RF leakage would have otherwise contaminated the signals. Therefore, the instruments

were housed in a series of NIM BINs (Mech-Tronics, IL), and powered by stable, low noise DC

power supplies (Astrodyne, MA). The pin-layout of the power supplies into each NIM BIN was

also mostly kept constant.

Prior to designing and testing an instrument a set of goals which would define the minimum

specifications had to be developed. We have roughly kept a common denominator for different

generations of instrumentation while varying others such as the temporal, spatial and spectral in-

formation content. In order to assess whether a given instrument design met these goals, a set of

tests were also needed.

3.2.1 Instrument Characteristics

1. Stability: All laser sources should have a long term (> 3 hours) stability of less than 1%

variation in signal amplitude. Furthermore, for the DCT , the probability of “mode-hopping”

should be very low for many hours of operation. The optical switches and electronic attenua-

tors must be repeatable with respect to light delivery levels and signal attenuation for similar

durations of operation in order to achieve these levels of stability. This was assessed by op-

erating the lasers, switches and attenuators for hours in a cyclic manner shining on a static

phantom and measuring the transmitted DC and/or AC signals with photodetectors.

2. Electronic and Optical Linearity: These parameters were again defined empirically for

the DCT instrumentation by repeated measurements. The fast, photon counting, avalanche

photo diodes (APDs) employed are linear up to count rates of ≈ 10 MHz. However, it was
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found that the correlation curves were distorted for count rates larger than ≈ 3.5 MHz. This

provides about 30 dB of dynamic range in power. This range can be extended by the addition

of optical attenuators which were used whenever necessary.

On the other hand, DOT instruments are characterized very thoroughly for electronic and

optical linearity. Electronic linearity is defined to be the input RF signal range for which

the output from the demodulators (explained in details below) is linear. This was tested

by disconnecting the APDs and connecting a 70 MHz signal that is phase locked to the

reference signal through a series of variable, electronic attenuators (Weinschel, MA). By

varying the attenuation of the input signal, the output signal can be tested for linearity. The

output signal is plotted vs input signal, both in units of dBm. The usable range was defined

to be range where the deviation from the “linear line” (slope=1) is less than 1%. A single

detection circuit was found to be linear in amplitude over a range > 80 dB. The linearity in

phase is harder to test, however, these attenuators are phase compensated and once a small

calibration factor is applied at each step, it should stay constant. The linear range can be

further constrained by specifying the standard deviation of the phase to be less than 1o. This

shortens the linear range by < 10dB.

Optical linearity is defined in a similar manner, this time the APDs are connected and are

in contact with a thin diffusing medium. The input laser source is adjusted such that the

read-out is well above the saturation level. A variable optical attenuator, either a manual one

(Oz-Optics, Canada) or a series of electronic ones (Oz-Optics, Canada), are attached at the

end of the source fiber before the medium. The output from the attenuator is split into two

by an optical splitter (Oz-Optics, Canada) and one end is connected to a power meter. The

manual optical attenuator is a better choice since it effects the phase minimally, however, it
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is cumbersome to use and is very slow. The electronic attenuators on the other hand require

calibration for the phase but can be controlled by a computer and a whole curve is obtained

in a few minutes. The linear range is defined in the same way as above by plotting the output

voltage (dBmV) vs input power (dBmW). Finally, once the center of the curve is roughly

known, the detection fiber is fed into an optical power meter to calibrate the measurement of

the input power to the detectors.

3. Noise-Equivalent Power (NEP) / “Off-set Noise”: For the DCT instrumentation, the noise

level was defined by the combination of APD and correlator board parameters. For our

measurements, a signal of ∼ 10 KHz (photons per second) with ∼ 1 second averaging

was empirically determined to be adequately above the noise level (signal-to-noise ratio

� 1). Better signal-to-noise levels were achieved by averaging more curves (S/N improves

as ≈
√
N ) either by increased collection time or by bundling several fibers together. This is

not equivalent to the definition of NEP but was nevertheless used.

NEP for DOT instrumentation was defined by the “offset” and “offset noise” which are in

this type of radio frequency circuitry derived from the voltage read-out when no sources

were turned on. The offset noise (∼5 µV) was minimized by careful shielding of all the

components. An offset of < 1 mV was measured at the beginning of each frame and sub-

tracted from the signal. The noise equivalent power (NEP) was determined by converting

the offset noise level to units of power using the measured linearity curve.

4. Interchannel Cross-Talk: Interchannel cross-talk is not an issue for the DCT instrumenta-

tion as long as the detection fibers are isolated from each other and external lighting. This

is achieved by a thick, black tubing around each single-mode fiber. It is, however, a major

61



design issue for the DOT since RF signals are employed. Each major part should be ade-

quately shielded from external RF signals as well as against leakage out from the module.

NIM BINs, coupled with a series of filters and chokes were employed to achieve good levels

of isolation. This was tested by looking at the largest change in signal in other channels

when the signal in one channel is varied through a large range. We were able to achieve

< −40dBmW cross-talk even for the worst case scenario (the frequency encoded system).

5. Phantoms: The use of phantoms for testing various aspects of instruments and algorithms

is commonplace in diffuse optics as in other modalities. We have tested each instrument and

algorithm by liquid (Intralipid + ink + methyl cellulose) and solid (silicone + carbon black +

TiO2) phantoms. The optical and flow properties were varied and the ability to recover both

the absolute and relative changes were tested. The details of these methods are described

elsewhere [76, 89].

3.2.2 Common Modules

1. Basic DOT Detection Module:

In-phase/Quadrature (I/Q) homodyne technique [399] was used for the detection of the am-

plitude and phase of the diffuse photon density waves. The basic detection module was

mostly kept common for all the generations. The exceptions were the variation of a single

detector channel in the Generation III instrument where a frequency encoding method was

used. I will now describe a single detection module which is illustrated in Figure 3.1.

I/Q technique was chosen because of its simplicity and low-cost. Many years of experi-

ence in our laboratory under different experimental conditions made this choice ideal for

the development of this instrumentation. A 70 MHz, local oscillator (Wilmanco, CA) is
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Figure 3.1: Basic DOT detection module.
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used to drive the lasers and provide the reference signal to the I/Q demodulator (MIQY-

70D; Mini-Circuits, NY). The signal is collected by a fast APD (C5331-03; Hammamatsu,

NJ), band-pass filtered (70 MHz center frequency, SBP-70, Mini-Circuits, NY), ampli-

fied (ZFL-1000HLN, Mini-Circuits, NY), passed through a variable, electronic attenuator

(ZFAT-51020, Minicircuits, NY), amplified again (ZFL-500HLN, Mini-Circuits, NY) and

fed to the I/Q demodulator. The demodulator has a 0o and a 90o power splitter connected to

a double balanced mixer. Thus, the phase-shifted and unshifted signals from the reference

(sin(ωt)) and detector output (Asin(ωt+ φ) are mixed and fed to two outputs as

I(t) = 2A sin(ωt+ φ)sin(ωt) + Io (3.1)

= Acos(φ) −Acos(2ωt+ φ) + Io (3.2)

Q(t) = 2A sin(ωt+ φ)cos(ωt) +Qo (3.3)

= Asin(φ) +Acos(2ωt+ φ) +Qo (3.4)

where ω is the modulation frequency, A and φ are the output amplitude and phase, Io and

Qo are the so-called “off-sets”. These signals are then fed to a series of low pass filters

(SLP-1.9, Mini-Circuits, NY) eliminating the parts oscillating at 70 MHz (see equation 3.4).

Finally, they are digitized by two channels of a 16-channel 16-bit data acquisition board

(PCI-6032E, National Instruments, TX). The off-sets are subtracted, amplitude (
√

I2
c +Q2

c)

and phase (tan−1 Qc

Ic
) are calculated. Ic and Qc correspond to the off-set corrected signals.

The whole unit, except the A/D board is housed in a 1 inch wide NIM BIN. High-quality,

metallic, coaxial cables with gold SMA connectors are used to connect different components.

The accurate measurement of the off-set with the sources blocked and keeping a low noise
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in the off-set signal is crucial for the working of an I/Q system.

2. Basic DOT Source Module

The source module consists a laser diode that is coupled to a F.C connectorized fiber and

a driver circuit which takes the output of the local oscillator as input. There are two main

requirements for the lasers: (1) the above-mentioned long term stability, (2) high modulation

depth. The modulation depth is defined as the ratio of the amplitude of the AC part to the

DC amplitude. The higher this ratio is, the more detectable signal is delivered to the tissues.

Many factors effect this ratio and if not tuned to its optimal value, effects the stability of the

system. There are many varieties of laser diodes and therefore each laser diode should be

fine-tuned carefully. When using the single frequency system, it is possible to house several

laser diodes and drives in a single NIM BIN to save space and weight. Otherwise, it is better

to isolate each diode.

3. DCT Detection Module

DCT detection module is fairly simple as shown in Figure 3.2. It is important to use high

quality single-mode fibers that work in the right wavelength (800 nm) which are isolated

from light leaks by thick, black tubing. The detector is a fast, photon counting APD (SPCM-

AQR-14, Perkin-Elmer, Canada) with low dark current. The APD is factory-packaged with

an amplifier-discriminator unit and outputs a standard TTL signal corresponding to the num-

ber of photons counted. This signal is fed into a custom build, fast, multi-Tau correla-

tor board (Correlator.com, Bridgewater, NJ). These boards are software configured and are

available in multi-channels (here 4 and 9 channels used). One curve is obtained every 106

ms. It is possible to read-out each individual curve or a longer average which is effectively

65



an average of many curves. The signal-to-noise ratio increases with the square root of the

number of curves averaged. The multi-Tau technique [54] uses a quasi-logarithmic spacing

of the temporal bins allowing collection of a large range of delay times with a limited (255)

number of channels which is essentially equivalent to using 255 independent correlators with

increasing delay times (doubled at each octave). They rely on the assumption that as long as

the delay time is much longer than the sampling time, there is no need to sample the signal

over time scales that are orders of magnitude less than the delay time. This can be charac-

terized by the ratio of the delay time (τ ) and the integration time over which the signal is

averaged. This reduces the number of calculations to be made and is specially effective for

long delay times. Correct choice of the bin spacing is important to avoid triangular averaging

related errors and is defined by the correlator hardware. The above scheme , doubling the in-

tegration time at each octave (every eight bins) is common in hardware correlators. Finally,

the output from all correlators is combined to obtain the desired autocorrelation function.

This method improves the signal-to-noise while keeping a large dynamic range (in delay

times) and therefore, the efficiency. Even though, there are recent attempts at making soft-

ware correlators, the smallest delay times that are accurately measurable are still not optimal

for the fast decaying autocorrelation curves in our measurements [235, 236].

4. Other Modules

Many other modules are necessary depending on the complexity of the instrument. Sev-

eral NIM BINs host the fast optical switches for wavelength and position switching. These

switches are controlled by dedicated digital input-output (DIO, 777387-01, National Instru-

ment, CA) boards. The connector boards are also hosted in dedicated NIM BINs. Other

modules include low-pass filters, local oscillators and attenuators.
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Figure 3.2: Basic DCT detection module.

3.3 Generation I: Hybrid Instrumentation/Non-Contact Probe

This system was first introduced by Cheung et al [76]. A frequency domain (70 MHz) diffuse

optical tomography instrument with 12 source positions, 3 wavelengths (690nm, 786nm, 830nm)

and four detector channels working in parallel were hybridized with a diffuse correlation tomog-

raphy instrument with similar characteristics but with a continuous wave, long coherence length

laser source working at 800nm. Source positions and wavelengths were multiplexed by a series of

optical switches. A frame rate of 2.5 minutes per frame was obtained. Each DOT amplitude and

phase were the result of averaging of one second, whereas autocorrelation functions were averaged

for six seconds. A novel non-contact light-delivery/detection probe was developed and used in

studies on rat brains and mouse tumors [76, 90, 91, 258]. The custom built probe with a grid-like

pattern of source/detector fibers was mounted on the film-plane of a 35 mm camera body. The

camera body acted as a light sealed, robust box to hold the lens system and the probe. DCT (≈ 7µ

m) and DOT (1 mm) detection fibers were packed closely. The depth-of-focus of the camera lens
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reduces the motional artifacts along the optical axis of the lens. Furthermore, in most probe designs

cross-polarizers where used to eliminate surface reflections from the tissue. The non-contact probe

is desirable when contact pressure must be eliminated or when sterile conditions are crucial. The

source fibers were shared by the optical switches. The position switches used (Dicon, CA) took

> 500 ms to change channels and settle. A schematic of the hybrid system and the non-contact

camera probe is shown in Figure 3.3.

The DOT system was characterized and tested using the methods described above. It has

conformed to the expected linear range, signal-to-noise and stability conditions. This DCT system

was the first clinical, multi-channel, portable system that was employed extensively. The ability to

characterize changes in flow or rather changes in the brownian motion of suspended particles was

demonstrated in a liquid phantom by varying the concentration of methly cellulose concentration in

an Intralipid-ink solution. Methly cellulose is a water-soluble polymer that increases the viscosity

of the solution exponentially. This expected increase was measured by the DCT instrument (see

Figure 3.4 ) [76]. The technique, in general, has been validated extensively on phantoms and

simulations by Boas et al [37, 44]. Further, validations in in vivo measurements are described in

following Chapters.

3.4 Generation II: Hybrid, Portable, Small-Tissue Imager

A portable, relatively fast (several seconds per frame), large field of view instrument was necessary

for more advanced imaging of cerebral hemodynamics (e.g cortical spreading depression) in rat

brains and monitoring of photodynamic therapy of RIF tumors. This was the first upgrade of the

Generation I instrument. We have achieved this by optimizing the signal-to-noise, upgrading to

faster optical switches and using a faster correlator board.
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Figure 3.3: (a) A schematic of the hybrid system with the non-contact camera probe. A typical
experiment on the rat-brain is shown with the rat on a stereotaxic frame. (b) A photo of the system
showing the non-contact probe during measurement of an intralipid phantom with instrumentation
NIM BINs in the background. (c) A close-up of the camera-back showing the fiber holder, the
source and detector fiber array and the cross-polarizers.
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Figure 3.4: Decrease in DB vs Methly Cellulose concentration follows the expected exponential
curve. Data courtesy of Cheung [76].
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The optical switches used for positional switching were upgraded to a series of faster 1x4

switches (switching time < 15 ms (Dicon, CA). The number of available positions was increased

to 15. The averaging time was reduced to 20 ms for DOT and to 520 ms (rat brain, PDT) for

DCT. A 9-channel correlator board that is controlled through the USB port was used along with

five new APDs. Finally, three wavelengths (690 nm, 785 nm, 830 nm) and four detectors were

available for DOT and one wavelength (800 nm) and nine detectors were available for DCT. Other

characteristics such as the linearity and stability were kept constant. This instrument was used for

rat brain studies reported in Chapter 4.2 and mouse tumor studies reported in Chapter 5.3.

3.5 Generation III: Frequency Domain Multiplexing System

This instrument was developed in two stages. First, a two channel prototype was built, charac-

terized and tested in animal studies. Later, an 8 channel, 5 wavelength system was built. I will

describe this system in more details than the others since the frequency encoding technique that

was employed is unique to our system. The DCT part is same as Generation II. The advantages of

this system are yet to be exploited in more extensive studies. This section is developed along the

lines of our recent publication [407].

Previous generations of instrumentation used time-division multiplexing (TDM) which can be

used to encode each source, detector, or wavelength, and thus perform many measurements nearly

simultaneously to increase the data acquisition rate. Franceschini et al reported a fast imaging sys-

tem in the frequency domain with eight source positions, two detectors and two wavelengths using

16 laser diodes [143]. Sixteen laser diodes (two wavelengths) were electronically time-division

multiplexed (TDM) at a rate of 100 Hz (10 ms on-time per diode) yielding a frame acquisition
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time of 160 ms (6.25 Hz). Wolf et al have recently reported a fast instrument working in the fre-

quency domain with four source positions, four detectors and one wavelength utilizing the TDM

method to change the source positions [392]. The sample rate for one frame was 96 Hz in this case.

In order to reduce the image acquisition time even further, several groups have employed

frequency-division multiplexing (FDM) instead of the TDM to access source positions and/or

wavelengths in their CW systems [216, 326, 339]. Siegel et al used the FDM technique to de-

rive one CW image with eight source positions, eight detectors and two wavelengths in 0.5 second

(2 Hz) [339]. Schmitz et al developed a similar CW instrument that provides one image with 25

source positions, 32 detectors and 1-4 wavelengths in 0.37 second (2.7 Hz) [326].

Prior to our instrument, Yang et al described the only frequency domain, FDM instrument

which is a dual wavelength homodyne system that employs the FDM method to determine the

optical properties of tissue [399]. They tested this system using Intralipid and ink, and they evalu-

ated the accuracy of the instrument in vitro for determining hemoglobin saturation at a rate of one

data point per minute with a single source-detector separation. The spatial, spectral and temporal

resolutions of their system were inadequate for in vivo DOT. Nevertheless they demonstrated that

the FDM technique could reduce the measuring time for frequency-domain devices significantly,

at the cost of moderate increased expense and complexity.

With this instrument, we introduce a combination of TDM and FDM to acquire rapid images in

the frequency domain. The FDM coding of spectral wavelength has no temporal skew; errors typ-

ically caused by channel-to-channel delay in the case of the TDM are reduced and the acquisition

time is significantly shortened. We then combine this method with TDM to optimize instrument

size and cost through sharing of detection electronics, electronic switches, and fast optical switches.

Here I describe an extensive characterization of a prototype instrument which operated with three
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wavelengths, six source positions and two detectors, achieving a full frame rate of 2.5 Hz with

adequate signal-to-noise ratio during in vivo measurements of rat brain stimulation.

3.5.1 Instrument design

3.5.1.1 Frequency division multiplexing method

A schematic of our frequency domain multiplexing system is shown in Figure 3.5. The FDM

method simultaneously codes for three laser diodes operating at 690 nm, 786 nm and 830 nm

respectively. Each wavelength operates continuously, but at slightly different modulation frequen-

cies ω1, ω2, and ω3 around 70 MHz with modulation frequency differences of ∼30 kHz. The

modulated light sources are combined and introduced into the turbid medium by optical fibers.

The reflected/transmitted light from the turbid medium contains three signals and is detected by

an avalanche photodiode (APD). Three in-phase and in-quadrature (I&Q) demodulators working

at center frequencies ω1, ω2, and ω3, are used to decode the superimposed signals in parallel. Two

low-pass filters with an 80 Hz cutoff frequency were used to obtain the dc components, in-phase

Ii−dc = Ai cos (θi) and in-quadrature Qi−dc = Ai sin (θi), from the outputs of the demodulators.

Here i = 1−3 represent particular wavelengths, θi is the phase shift, andAi is the AC amplitude of

the measured DPDW. The amplitudes and phases of the DPDW can then be determined as before.

3.5.1.2 Instrumentation

Figure 3.5 shows a diagram of the instrument. The instrument represents a compromise between

temporal and spatial resolution. Based on these considerations as well as circuit simplicity, cost

and instrument size we combined the FDM and TDM methods.

With the FDM method, three low noise RF signal oscillators (70 Hz, 13 dB; Wilmanco) drive
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Figure 3.5: A frequency domain multiplexing system with 3 wavelengths (690 nm, 785 nm and
830 nm), 6 source positions (S1, S2, ... and S6) and 2 detectors (D1 and D2). Three oscillators
(ω1, ω2 and ω3) drive 3 laser diodes and provide the reference signals to 3 demodulators (I&Q 1,
I&Q 2 and I&Q 3).
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three laser diodes, 690 nm (HL6738MG, 30 mW; Hitachi), 786 nm (DL7140-201, 70 mW; Sanyo)

and 830nm (HL8325G, 40 mW; Hitachi) at slightly different modulation frequencies (70.00 MHz,

70.03 MHz, 70.05 MHz). The modulated light is combined and switched into six source positions

by an optical fiber coupler (C TM-DL-01-0410-85-FC/FC; FOCI Fiber Optic Communications)

and several fast optical switches (1×4 Prism switch, switch time < 10 ms; Dicon Fiberoptics)

(TDM method). The signal from each of the two APD’s (C5331-03; Hammamatsu) is alternately

switched to IQ demodulators using electronic switches (8000 serials/DIP Reed Relay, switch time

< 0.5 ms; Coto Technology) to reduce detection hardware costs and instrument dimensions. Each

channel consists of three narrow-band I&Q demodulators (MIQY-70D; Minicircuits) to decode

the three modulated signals. A pair of low-pass filters with a cutoff frequency of 80 Hz are con-

nected with the output of each I&Q demodulator to filter out all high-frequency signals. The six

channel signals (one detector channel × three decoders × two) are then digitized by a 16-channel

16-bit data acquisition board (PCI-6032E; National Instrument). One frame (three wavelengths,

six source positions and two detectors) with signal averaging times of 20 ms can be obtained in

less than 0.4 second with this new instrument. The data acquisition time per source-detector per

wavelength of this instrument is a factor of 50 times shorter than that of our previous device [76].

The hardware was modularized according to function; for example, the lasers, detectors, switches,

I&Q, and low pass filters, were kept in different nuclear instrumentation boxes (NIM BIN). NIM

BIN modules adequately isolated radio frequency signals, keeping the instrument noise low. This

design also provides flexibility for enlarging the number of source-detector pairs in the system by

increasing the APDs and optical switches.
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Figure 3.6: (Left) The dynamic range test result (measured amplitude vs power through medium)
for the 785 nm wavelength (only amplitude is shown); noise level: < -85 dBm, saturation level: -15
dBm, Dynamic range: > 70 dB (amplitude in vertical axis). (Right) Percent deviation of amplitude
from a least-squares-fit line (is less than 1%).

3.5.1.3 Instrument performance characteristics

The systems were characterized according to the recipe described in Section 3.2. The experimental

evaluation of the prototype system performance is shown in Table 3.1. Figure 3.6 shows one

measurement of the dynamic range (amplitude only, at 786 nm). The voltage range (amplitude in

vertical axis) defines the dynamic range (> 70 dB). Our noise equivalent power (NEP = 2 pW)

is reasonable compared with the specified NEP of the APDs. A dynamic range of > 70 dB is

similar to other instruments [76] and is adequate for imaging the rat brain with our source detector

arrangement (< 50 dB, refer to Figure 3). The interchannel cross-talk of< -40 dBmV is much less

than the expected signal variations.

The prototype system was tested on an in vivo setting where the oxygenation and blood volume

response to electrical stimulation was imaged and measured under two different conditions (see

Appendix 3.8 for details).
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Parameter Value
Noise Equivalent Power 2 pW (rms)
Dynamic Range >70 dB
Cross-Talk > -40 dBmV
Stability ±1% in amplitude, < 1o in phase
Temporal Response 80 Hz

Table 3.1: Performance characteristics of the prototype system

3.5.2 Outline of a higher temporal and spatial imaging system

The modular instrument design makes possible the enlargement of our current system. Having

successfully built and evaluated the instrument discussed above, we are now developing imaging

systems with higher temporal and spatial resolution. This system combines FDM and TDM into

one instrument with 5 wavelengths, 16 source positions and 8 detectors operating in the frequency

domain. With the FDM method, five wavelengths (675 nm, 786 nm, 830 nm, 860 nm and 980

nm) are modulated at five different frequencies while with the TDM method, the modulated light

is switched into 16 source positions by optical switches. Four detector channels are multiplexed

to eight fiber coupled APDs using eight electronic switches (TDM) to cut down detection hard-

ware costs and instrument dimensions. Each detection channel consists of five narrow-band I&Q

demodulators to decode the five modulated signals. The total 40 channel signals (4 detector chan-

nels × 5 decoders × 2) are collected by a 64-channel 16-bit data acquisition board. One frame (5

wavelengths, 16 source positions and 8 detectors) with signal averaging times of the order 20 ms

can be obtained in less than 1 second (1 Hz). This novel design provides great flexibility to balance

the temporal resolution and spatial resolution as source-detector pairs can be easily selected by

software without changing any hardware. Table 2 3.2 lists different possible temporal and spatial

resolutions achieved by the Generation III system. The highest data acquisition rate depends on

the measurement time for each source-detector pair and on the temporal response of the system
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Number of λ Number of Sources Number of Detectors Acquisition Rate (Hz)
5 1 4 50.0
5 1 8 25.0
5 9 4 2.5
5 16 8 1.0
5 45 24 0.16

Table 3.2: Temporal, spectral and spatial resolutions of Generation III system

(80 Hz). In order to reduce the noise level and increase the dynamic range of the current instru-

ment, we use 20 ms (dwell time) to average the detected signal for each source-detector pair; thus,

the highest data acquisition rate of our instrument is 50 Hz. The design is very modular allowing

addition and removal of sources, detectors and wavelengths by simply swapping different NIM

BINs.

We evaluated the performance of the Generation III system using the same method as described

for the protoype and we achieved similar results shown in table 1: the NEP < 10 pW, dynamic

range > 70 dBmV, interchannel cross-talk < -40 dBmV. The instrument is further optimized and

animal studies are underway for in vivo verification of the system efficacy.

3.6 Generation IV: Portable, Deep-Tissue Spectroscopy

A natural extension of our studies was to begin transferring the hybrid techniques to measurements

on humans which was a new challenge because of the large tissue volumes to be probed. The DOT

part of the problem is well known and we had significant expertise in that. In order to probe large

volumes, it is necessary to use larger source-detector separations which is a significant cost in the

achievable signal-to-noise. After doing a feasibility study in human muscles and brain, where for

the first time, we have used the hybrid instrumentation to measure oxygen metabolism, a new in-

strument design was apparent. This new instrument should be able to do basic spectroscopy with
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the ability to distinguish layered response while being adequately fast to monitor hemodynam-

ics. The distinction of layered response is critical for tissues (muscles and human brain) we are

interested in measuring, because there are thick (∼ 0.5 − 1 cm) overlayers.

These problems were solved by (1) adapting more sensitive detectors, (2) averaging more sig-

nals, (3) modelling the layered structure by phantoms and simulations, and finally, (4) by employ-

ing a large range of source detector separations. We have identified that the smallest separation

should be around 0.5 cm while the largest should extend upto 6 cm (if possible). This last require-

ment necessitates either a larger dynamic range (both optically and electronically) or a mixture of

different sensitivity detectors arranged on a carefully designed probe. A prototype was recently

built using a mixture of detectors where large diameter (3 mm) APDs and low noise equivalent

power (NEP) PMTs were used with larger detection area fibers (3 ∼ 6 mm). DCT instrument was

more challanging since the detection required single-mode fibers (diameter ≈ 7µm at 800nm) and

fast photon counting detectors. This was overcomed by longer averaging time and parallelizing

several detector channels. The signal-to-noise increases roughly as
√
N , where N is the number

of correlation curves measured. This instrument was completed very recently and very promising

results in the human muscles and brain were obtained. It is currently capable of basic spectroscopy

and is refered to as the “Generation IV”.

3.7 Few Words on Instrumentation

I have outlined the design and applications of four different generations of hybrid instrumentation.

This work has taken the hybrid instrumentation a long way towards clinical applications. However,

there are still challanges and opportunities for improvement.
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DOT instrumentation has been developed in many flavours to which I have alluded in the Intro-

duction (Chapter 1). Newer designs have been continously introduced improving signal-to-noise,

temporal and spatial resolution and spectroscopic content. It is feasible to use ideas described

in this work to hybridize those instruments with DCT. It is also feasible to combine DCT with

other optical methods such as optical intrinsic imaging [146, 162–165] and laser speckle flowme-

try [45,52,53,112,113] to take advantage of high resolution mapping of the surface hemodynamics

and combine it with deep tissue capabilities of the diffuse optical methods.

DCT instrumentation is relatively new and therefore, it has not yet been exploited to its fully

potential. Improvements in signal-to-noise ratio and spatio-temporal resolution are conceivable.

Some ideas can be borrowed from the extensive literature of correlation spectroscopy and from

literature of dynamic light scattering experiments in soft-condensed matter physics. It is now,

important to review developments in other similar areas to compare and contrast to the opportuni-

ties offered by diffuse correlation spectroscopy. New technological advances in laser source and

detector design also offer promise to develop more compact instrumentation.

3.8 APPENDIX: In vivo measurements of somatosensory cortex acti-

vation by forepaw stimulation on rat brains using Generation III

system

In order to verify the system efficacy in vivo, we used the Generation III instrument to measure

blood oxygen changes in the rat somatosensory cortex during periodic electrical forepaw stimula-

tion.

Adult rats (300-350 g) were anesthetized with halothane (1 % to 1.5 %) in a mixture of 70 %
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Figure 3.7: Scheme for measuring the oxy- and deoxy-hemoglobin concentrations in rat so-
matosensory cortex during periodic electrical forepaw stimulation. The left part of the figure shows
the optical probe map with 6 source positions (S1, S2, .. and S6) and 2 detectors (D1 and D2).

nitrous oxide and 30 % oxygen. An arterial catheter was inserted to monitor the blood pressure and

heart rate and a catheter was inserted into the femoral vein for drug delivery. The body temperature

was maintained at 37o C using a temperature controlled heating pad. After a tracheostomy, the

animal was placed on a mechanical ventilator and the head was secured in a stereotaxic frame to

reduce motion artifacts. The scalp was reflected to avoid the fur induced distortion onto the near-

infrared signals. Following the surgical procedures, halothane was withdrawn and anesthesia was

maintained with α-chloralose (60 mg/kg), followed by supplemental dose of 30 mg/kg every hour.

A periodic electrical stimulation signal (5 Hz, 2.0 mA) was applied to the median nerve between

the forepaw to produce a localized neuronal activation of the brain.

The source (circle) and detector (square) optical fibers assembled on a non-contact probe were

arranged in a two-dimensional planar pattern as shown in Figure 3.7

Initially, measurements were taken at 2.5 Hz (frame acquisition rate) using six source positions

and two detectors. A series of images were obtained to locate the response area stimulated by
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Figure 3.8: 2D images of absorption perturbation at 690nm, reconstructed at 2mm deep (from
the top of the skull). Decrease in absorbtion at 690nm (due to decrease in deoxy-hemoglobin
concentration) is apparent in the middle image shown at peak of stimulation. Left and right images
correspond to baseline and recovery periods.

forepaw stimulation. Figure 3.8 shows three images of absorption coefficient changes at 690 nm

before (-4 s), during (5 s at peak response) and after (25 s) forepaw stimulation (8 s stimulus

duration with an intra-stimulus time of 30 s). The images show that the response area is at the area

around the source position 4 (S4) and the two detectors (D1 and D2). When the source-detector

pair was identified with a strong differential signal, further measurements were taken at 20 Hz

using that source position and two detectors (i.e. S4, D1 and D2, ∼3 mm apart). Measurements at

three wavelengths (690 nm, 786 nm and 830 nm) were used to extract hemoglobin concentrations

and blood oxygen saturation.

Figure 3.9 shows the relative concentration changes of the HbO2, Hbr and [HbT], induced

by a series of stimulations. The stimulus duration was 8 s with an intra-stimulus time of 30 s.

The stimulus frequency was 5 Hz at 2 mA. Data was collected at 20 Hz with one source and

two detectors (S4, D1 and D2). The corresponding change of StO2 is also shown. During the

stimulation, the total hemoglobin concentration increased 5 µM - 7 µM from baseline, while the

StO2 increased 9 % - 11 % relative to baseline. The average half-width half-maximum (HWHM)

of the peaks was 4.5 seconds. The short duration, small amplitude response signal induced by
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forepaw stimulation required the measurement system’s high sampling rate, low noise and long-

term stability. The results shown in Figure 3.9 demonstrate that our instrument was able to achieve

good signal-to-noise ratio (SNR > 10) and dynamic sampling (20 Hz).

We also measured the relative change of StO2 during periodic forepaw stimulation of either

8 seconds or 4 seconds. Figure 3.10 shows changes of StO2 induced by two different stimulus

durations (8 s or 4 s). Data was collected at 20 Hz with one source and two detectors (S4, D1

and D2). The average delay to response (DR), defined as the latency from stimulus onset to initial

response, was 2 seconds for both of the two stimulation series. Note that longer stimulation (8

s) causes an activation response consisting of an initial peak followed by a plateau whereas the

4 seconds stimulation led to a peak response only. Increasing the duration of stimulation to 60

seconds produces a more prolonged response with a distinctive initial peak, followed by a plateau

which slowly decreases toward the baseline level during the second half of the stimulation period

(not shown). These temporal characteristics demonstrate the temporal resolution of our device and

are consistent with studies using laser Doppler [103], O2 microelectrodes [2] and laser speckle

flowmetry (see Chapter 4.3). DOT has potential for 3D imaging which is a major advantage.

83



Figure 3.9: (Top) Concentration changes (relative to baseline) of HbO2, Hbr and THC for the serial
stimulation. (Bottom) The change (relative to baseline) of tissue blood oxygen saturation (StO2).
The stimulus duration was 8 s with an intra-stimulus time of 30 s; stimulus frequency was 5 Hz at
2 mA. The sampling rate was 20 Hz using one source and two detectors (S4, D1 and D2). StO2 is
given in percentage and concentrations are given in micromole.

Figure 3.10: StO2 changes for 8 s (open circles) or 4 s (solid dot) of forepaw stimulation with 30
s or 34 s inter-stimulus interval. Stimulus frequency was 5 Hz at 2mA. The sampling rate was 20
Hz using one source and two detectors (S4, D1 and D2).
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Chapter 4

Cerebral Hemodynamics

4.1 Introduction

The coupling between functional stimulation and regional changes in cerebral blood flow (CBF),

often referred to as activation flow coupling (AFC), has been known for over a century, but is still

poorly understood [232, 376]. Since most neuroimaging methods rely on AFC as an indicator of

neuronal activity, a detailed characterization of AFC under normal conditions improves our under-

standing of normal as well as pathological brain physiology. Thus far numerous methods have been

employed to measure blood flow changes in brain during functional activation, including positron

emission tomography (PET) [141], single photon emission computed tomography (SPECT) [374],

magnetic resonance imaging (MRI) [211, 219] , autoradiography [323] and laser Doppler flowme-

try [4, 267], but there is still a need for relatively simple and inexpensive techniques with high

spatial and temporal resolution. Changes in oxygenation are also a by product of AFC and relevant

optical methodologies were reviewed in Chapter 1.
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This Chapter focuses on optical measurements of cerebral hemodynamics in a developmen-

tal order (i.e. in order of degree of difficulty) from validation in animal models to translation of

the technology to humans. The hybrid optical method was first used in rats for measuring global

changes during hypercapnia and hypoxia, middle cerebral artery occlusion (MCAO) induced local

ischemia, and cortical spreading depression under different ventilation states. A new instrument for

Laser speckle flowmetry was also build and new analysis techniques were introduced characteriz-

ing the spatio-temporal response to forepaw stimulation in rats with high spatial resolution. Finally,

an all-optical method was used to measure blood flow and blood oxygenation simultaneously in

human brain through intact skull detecting a robust hemodynamic response to sensorimotor cortex

activation by finger-tapping.

4.2 Diffuse Optical Measurements of Cerebral Hemodynamics of Rats

Rats have been employed as a model for the study of normal and diseased physiology for decades.

Cerebral hemodynamics of the rat brain during functional activation and abnormal conditions is

of special interest and provides valuable information for the understanding of cerebral physiology.

To this end, we have conducted a series of experiments where we first validated the accuracy of

the hybrid optical for measurements through intact rat skull, and then proceeded to investigate

interesting physiological phenomena. We were able, for the first time, to obtain 3D, dynamic

images of CMRO2 by all optical methods through the intact skull. The basic set-up for these

experiments is shown in Figure 3.3.

The hybrid optical method used, as previously mentioned, had several advantages over other
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available methodologies: the measurements (1) were performed through the intact skull enabling

long term studies without much discomfort to the animal, (2) have provided some amount of depth

specificity several millimeters into the brain tissue, (3) have enabled low resolution imaging of

hemoglobin concentrations, blood oxygen saturation, total hemoglobin concentration, blood flow

and cerebral metabolic rate of oxygen extraction.

This section first describes previously published studies [76, 90] that validate the accuracy of

our oxygenation and flow measurements during basic global alterations such as hypercapnia, hy-

poxia and cardiac arrest. Then imaging capabilities are demonstrated via dynamic images of sev-

eral parameters including CMRO2 during transient, focal ischemia. Finally, the effect of altering

the cerebral pCO2 on cortical spreading depression (CSD) is studied dynamically. It is shown that

pCO2 levels and previous episodes of CSD cause significant changes in brain metabolism during

and after CSD. These findings can be significant in understanding and treating clinical cases where

CSD-like phenomena play an important role such as in migraine headaches and ischemia. The last

subsection describes the development of a Laser speckle flowmetry instrument for characterization

of the spatio-temporal cerebral blood flow response to somatosensory cortex activation by forepaw

stimulation.

4.2.1 Validation of Hybrid Measurements During Hypercapnia, Hypoxia and Car-

diac Arrest

These results were published in two papers by Cheung et al. [76] and Culver et al. [90]. Global

alterations of the cerebral oxygenation and flow were chosen as models as a result of their sim-

plicity and robustness. In addition to those studies where blood gases were used to correlate the

results, I have carried out a comparative study where a laser Doppler (LDF) probe was placed on
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rCBF (%) rTHC (%) ∆Yt (%) rCBF/mmHg (%/mmHg)
Optical 77 17 16 2.1

Literature 74-130 12-40 n/a 2.0-3.5

Table 4.1: Comparison of hemodynamics measured by optical methods during hypercapnia and the
data available from the literature. The comparison is done between relative changes and correspond
to a 37 mmHg increase in PaCO2 during hypercapnia.

the contralateral side of the brain to the hybrid probe during hypocapnia (reduced pCO2). The

Generation I instrument, with the novel non-contact, light-delivery/detection probe, was used as

previously described in Section 3.3 and shown in Figure 3.3. The data was taken at a frame rate

of 2.5 minutes per frame, where a frame consisted of twelve source positions, three lasers at three

wavelengths for DOT and one long-coherence CW laser for DCT shared sequentially. Four DOT

and four DCT detectors worked in parallel.

The first in vivo validation was carried on rat brains during extended hypercapnia. The relative

cerebral metabolic rate of oxygen extraction (CMRO2) was estimated [76]. It was shown that

the results were in good agreement with the blood gas measurements of PaCO2. Figure 4.1(a)

shows changes in the cerebral blood flow (CBF), the total hemoglobin concentration (THC) and

the tissue blood oxygen saturation (Yt) during and after 8% CO2 was introduced to the breathing

mixture. As shown in Table 4.1, the PaCO2 increased from 38 mmHg to 75 mmHg resulting in an

average increase of 77% in CBF, 17% increase of THC and 16% increase of Yt. The CBF increase

corresponded to 2.1% per mmHg which is in the range of other measurements (2.0 − 3.5% per

mmHg) of CBF increase due to hypercapnia [130, 131, 136]. THC measurements also fell within

the range of other measurements (12 − 40%) with microvascular techniques [23, 168, 377]. In

another group of rats, a study including hypoxia, hypercapnia and cardiac arrest was carried on,

again, showing good agreement with the literature and other measurable parameters [90]. Figure

4.1(b) shows changes in three quantities during hypercapnia, hypoxia and cardiac arrest. It is
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Figure 4.1: (a) Time course of changes in CBF, THC and Yt during extended hypercapnia, (b)
Relative changes during hypercapnia, hypoxia and death.
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Figure 4.2: CBF changes observed by a single Laser Doppler (squares) probe compared to changes
measured by DCS (diamonds) in seven animals. DCS found changes that are 10 ∼ 15% higher
than LD.

interesting to note here that it is not possible to fully characterize these three manipulations using

only a single parameter. It is useful to measure them simultaneously.

Furthermore, in yet, another set of animals, a standard laser Doppler (LDF) probe was placed

on the contralateral hemisphere of the brain during extended hypercapnia and hypocapnia. The

LDF technique has an information content similar to the correlation method. Since it is a frequency

domain analog of the correlation technique. However, the commonly employed LDF methodolo-

gies are sensitive to surface tissues only because of the small source-detector separations employed,

and their analysis is based on single-scattering models. Therefore, as expected, we did not observe

absolute quantitative agreement between DCS and LDF except in the simplest of models. As

seen in Figure 4.2, DCS found changes 10 ∼ 15% greater than those measured by LD during

hypocapnia in seven animals, while both followed a very similar time course. These small absolute

differences are tolerable and further studies may improve our understanding of them.
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Figure 4.3: (Left) a brain section illustrating the imaging volume (rectangle) and the core infarct
zone (light). The imaged tissue volume is right adjacent to core and covers the penumbra extending
to the contralateral side. (Right) A schematic showing the bregma, the selected regions of interest
and the source-detector lay-out.

4.2.2 Transient Focal Ischemia Induced By Middle Cerebral Artery Occlusion

4.2.2.1 Introduction

First DOT and DCS images were demonstrated on an ischemic stroke model in rats due to middle

cerebral artery occlusion (MCAO). Here I briefly outline our results following Culver et al [91].

The development of the ischemic hemodynamic response was monitored continuously in a large

field of view (≈ 10mm2) and the ischemic penumbra was imaged. The simultaneous measure-

ment of blood oxygen saturation and relative cerebral blood flow allowed continuous imaging of

CMRO2. Stroke physiology provides a widely studied heterogeneous hemodynamic and metabolic

imaging model in rat brain. To date there have been few quantitative spatial-temporal studies of

stroke pathophysiology based on diffuse optical signatures. The measurements were again ob-

tained through the skull, and spanned brain tissue within the infarct volume, adjacent to the infarct

volume, and just outside the infarct volume (penumbra). In addition an equivalent brain tissue

volume on the contralateral side was probed, see Figure 4.3.
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4.2.2.2 Animal Preparation

Adult male Sprague-Dawley rats weighing 300-325 g were fasted overnight with free access to wa-

ter. They were anesthetized with a 1 − 1.5% halothane, 70% nitrous oxide, 30% oxygen mixture.

Catheters were placed into a femoral artery for monitoring of arterial blood pressure. Body temper-

ature was maintained at 37 ± 0.5o C by a controlled heat pad. The animals were tracheotomized,

mechanically ventilated, and the head was fixed on a stereotaxic frame. The scalp was reflected

to avoid additional complications due to the fur. A custom stereotaxic stage was used which al-

lowed the animal to be turned around for easy access for the MCAO occlusion. Blood gases were

obtained at regular intervals.

Intraluminal suture occlusion was used to block the middle cerebral artery and induce focal

ischemia [217, 231]. A nylon filament was inserted through the external carotid through the com-

mon carotid artery into the internal carotid artery until resistance was noted. The nylon filament

was custom made with enlarged tip. Before the final advancement of the filament, inducing the

ischemia, the rat was placed on the stereotaxic frame and twenty minutes of baseline was obtained.

The acquisition was not stopped and the filament was further advanced and left in place for sixty

minutes. Following sixty minutes of occlusion the filament was pulled back and allowed to reper-

fuse. After reperfusion data was acquired, the animals were sutured and returned to cages. Twenty

four hours later, they were killed and the brains were removed and stained with 2,3,5 triphenylte-

tazolium chloride (TTC) following Takahashi et al [353].

4.2.2.3 Results

Histological analyzes confirmed focal ischemic damage on all rats, for example, Figure 4.3 shows a

TTC stain of the infarct region. The white rectangle illustrates the volume reconstructed by diffuse
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rCBF (%) ∆Yt (%) rCMRO2 (%)
Optical 42±4 11±4 59±4

Literature 20-30 7 70

Table 4.2: Comparison of hemodynamics measured by optical methods during ischemia and the
data available from the literature. The comparison is done between relative changes.

optical methods. As expected, a volume adjacent to the ischemic core (penumbra) was imaged and

an equivalent volume on the contralateral (undamaged) side was also covered. After images from

all animals were averaged over the group, three time points, baseline (−16.8 to −11.2 minutes),

occlusion (+5.6 to +56 minutes), and reperfusion (+75.6 to 92.4 minutes), are shown in Figure

4.4. The reconstruction volume shown, consists of a slice of tissue extending from 1.5mm anterior

of bregma to 7.5mm posterior of bregma, from 4.5mm on either side of midline, and from a depth

of 1.0mm to 2.5mm below the top of the skull (i.e. the upper ∼ 1.5mm of brain tissue). Time curves

of THC ([HbT ]), Yt (StO2), rCBF and rCMRO2 (top to bottom) during MCAO induced ischemic

stroke are shown from selected regions of interest are shown in Figure 4.5. The ischemic region

is clearly visible as indicated by reduced CBF, Yt and metabolism which recovers to baseline after

reperfusion.

In the first region of interest (ROI-1) shown in Figure 4.3, the relative flow decreased to 42±4%

of baseline which, following reperfusion, rapidly increased close to the pre-ischemic levels. In

peri-infarct regions, the flow decreased to 63% and 83% of baseline. Reperfusion was observed in

all regions. The control hemisphere (contralateral side) did not show a significant change in blood

flow throughout the experiment (102 ± 10% of baseline). Oxygen saturation changes followed

a similar trend with a largest change of 59 ± 2% in ROI-1. rOEF in ROI-1 showed the largest

change of 1.39 ± 0.06 as opposed to smaller ∼ 1.29 change in ROI-2 and ROI-3. A small change

was observed in the contralateral side of 0.89 ± 0.12. rCMRO2 changes follow a similar pattern
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with rCBF in ROI-1 as 0.59±0.07, in ROI-2 as 0.8±0.1, in ROI-3 as 1.1±0.11 and in ROI-4 as

0.87±0.12. rCMRO2 recovered to baseline following reperfusion. A summary of the comparison

with the literature is shown in Table 4.2.

Again, the numbers obtained with the diffuse optical methods compare favorably with more

established measurements of the same animal models using different experimental techniques.

For example, the baseline measurements of tissue oxygen saturation (StO2 or Yt) were in very

good agreement with the cryomicrospectrophotometric measurements of Weiss et al [386] and

changes were comparable to the other cryomicrospectrophotometric measurements (i.e. 11 ± 4%

compared to 7% [264]), as well as to PET measurements of relative oxygen extraction fraction-

rOEF [181, 182]. Our measurements of relative cerebral blood flow, a decrease to ∼ 40% of

pre-ischemic levels, is somewhat less than the reduction to 20− 30% of pre-ischemic levels which

is generally accepted as the standard response for this animal model [1,353]; however since we did

not sample the core of the ischemic region completely, it is likely that our experiments measured a

response that effectively average the ischemic region with penumbral regions. Similarly, our ”cal-

culations” of relative cerebral metabolic rate of oxygen consumption are in the same range as the

cryomicrospectrophotometric measurements (∼ 0.72 [264]) and similar PET studies in cat brain

(which gave ∼ 0.70 [181, 182]). Various approximations that effect these results are discussed in

detail elsewhere [91].

With this investigation, the power of dual diffuse optical modalities is evident. In the long run

it may be possible to assess tissue damage (and response to therapy) more effectively by following

metabolic changes rather than oxygenation or flow by themselves.
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Figure 4.4: Images of THC, Yt, rCBF and rCMRO2 (top to bottom) during MCAO induced
ischemic stroke are shown during baseline, occlusion and reperfusion (left to right). The ischemic
region is clearly visible as indicated by reduced CBF, Yt and metabolism.
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Figure 4.5: Time curves of THC, Yt, rCBF and rCMRO2 (top to bottom) during MCAO induced
ischemic stroke are shown during baseline, occlusion and reperfusion from selected regions of
interest. The ischemic region is clearly visible as indicated by reduced CBF, Yt and metabolism.
The recovery after reperfusion is also measured.
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4.2.3 Cerebral Hemodynamics during Cortical Spreading Depression at different

cerebral PCO2

4.2.3.1 Introduction

Cortical spreading depression (CSD) was first related to migraine in 1944 by Leao [223] and has

since gained considerable attention. It is a wave of excitations and depolarizations of neuronal cells

that spreads radially at 2-6 mm/min over the cerebral cortex (Figure 4.6(a)) 1 It leads to temporary

loss of specific cell function and is associated with migraine headaches and auras, peri-infarct

depolarizations during cerebral ischemia which lead to increased damage and transient impairment

of function. Furthermore, it has also been identified as a neuro-protector against ischemic damage

and epileptic attacks – although the mechanisms are unknown. CSD was only recently observed

in humans [251] and first MRI images of CSD during migraine were also obtained [171]. For

an excellent review of the physiology of CSD see a recent review by Gorji [159]. Most of the

physiological discussion I present is based on this paper. For a recent review of mechanisms of

CSD see Somjen [344].

During CSD the neuronal ion pumps are activated, leading to increased metabolic activity and

therefore a rise in oxygen demand. The recovery of CSD depends on energy metabolism and the

status of cerebral auto-regulation. Normal tissue responds to this increase in demand by increasing

cerebral blood flow. However, different oxygenation states of the tissue such as stroke, alter this

metabolic-flow coupling. Mayevsky et al [345] studied the effect of brain oxygenation (hypoxia,

partial ischemia) during CSD in rat brain using a multi-parametric probe. They found that during

hypoxia, electrical and ionic responses were similar to that seen in normoxia, but the wave duration

1Here I concentrate on cortical spreading depression as opposed to spreading depression in general
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was significantly longer and the recovery was slower. Similar results were seen during partial is-

chemia. They concluded that the metabolic and hemodynamic responses could be reversed (at least

initially) during hypoxia. Measurements of cerebral blood flow and oxygen consumption during

CSD indicate an increase in oxygen consumption was matched by a comparable increase in local

blood flow so that substrate delivery was not limiting [250,252]. This indicates that a parametrical

approach to investigating the hemodynamic changes during CSD may reveal significant physiolog-

ical information, i.e the speed with which CSD spreads, the duration of each depression wave, its

amplitude, and the delay between each wave, measured through their hemodynamic signatures.

CSD causes very large changes in cerebral blood flow and relatively smaller changes in total

hemoglobin concentration and blood saturation. We have induced CSD with KCl during different

ventilation (hypocapnia, hypercapnia, normocapnia) states where the tissue partial pressure of car-

bon dioxide (PCO2) is varied. This method was chosen since alterations of CO2 cause changes in

blood flow and other physiological parameters without changing CMRO2. Using a model, along

with the simultaneous measurements of total hemoglobin concentration (THC), tissue averaged

blood oxygen saturation (Yt) and cerebral blood flow (CBF), we estimate changes in cerebral

metabolic rate of oxygen (CMRO2) due to CSD during these different states (see Section 2.3).

Both time course curves and three dimensional images are used for the analysis. These images are,

to the best of our knowledge 2, the first three dimensional images of rCBF (and CMRO2) using

all optical methods. Finally, the observed hemodynamic response is parametrized as above and its

correlation with PCO2 status is investigated revealing strong effects on CSD peak-frequency and

peak-amplitude but not on duration.

2Note that in our previous work we have segmented the brain into layers for analysis [91] and 3D imaging of
oxygenation during forepaw activation was achieved by Culver et al [93]
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4.2.3.2 Materials and Methods

4.2.3.3 Instrument and Probe

Near infrared spectroscopy was previously used to monitor CSD related changes [214, 393–395].

Our measurements with DCT and the hybrid instrument were the first of its kind. The Generation

II instrument (see Section 3.4) was used; DOT with 15 source and 4 detector positions, and, DCT

with 3 source and 8 detector positions (see Figure 4.6(b)). The fibers were arranged on the back

of the non-contact probe and projected to the skull surface via a lens system. This non-contact

probe (described in Section 3.3) enabled manipulations to the animal without movement of the

probe, hence avoiding experimental artifacts. A full frame was acquired every ≈6.5 seconds. This

arrangement optimizes the temporal resolution while providing enough source-detector pairs to

enable dynamic, 3D imaging of the hemodynamics allowing us to investigate the spatial behavior

of the CSD wave.

4.2.3.4 Animal Preparation

Adult male Sprague-Dawley rats weighing 300-325 g were fasted overnight with free access to

water. They were anesthetized with a 1 − 1.5% halothane, 70% nitrous oxide, 30% oxygen mix-

ture. Catheters were placed into a femoral artery for monitoring of arterial blood pressure. Body

temperature was maintained at 37±0.5o C by a controlled heating pad. Blood gases were obtained

frequently and the respirator was adjusted in order to keep the blood gases within the normal physi-

ological range. The animals were tracheotomized, mechanically ventilated, and the head was fixed

on a custom stereotaxic, frame. The scalp was reflected to avoid additional complications due to

the fur. A 2-mm burr-hole was made over the frontal cortex of the right hemisphere leaving the
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Figure 4.6: (a) CSD waves originate at the KCl placement location and spread out radially, (b)
Sketch of the source-detector layout as projected on to the rat brain via the non-contact probe.
Details are indicated in the Figure legend.
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dura intact. CSD was evoked by placing a 1-mm2 filter paper soaked in 2 mol/L potassium chlo-

ride (KCl) onto the dura for the duration of the desired induction of CSD-waves (∼ 30 minutes).

The paper was changed rapidly every 15 minutes. The set-up is illustrated in Figure 4.6. After

measuring 5-10 CSD waves the KCL was removed and the brain was washed with saline. Some

animals were made hypercarbic by placing them on 8-10% CO2, or hypocarbic by increasing the

rate of respiration. In those animals, CSD was induced seven minutes after the change in PCO2.

A wide range of PCO2 was observed and could roughly be classified into three main cate-

gories; normoxic ([N ]), hypercapnic ([H]) and hypocapnic ([h]). Each category was measured on

four different animals. Furthermore, in an additional set of four (n=4) rats, CSD was produced

under normoxic conditions and hypercapnia was produced after three CSD waves were observed

([Ĥ]). For each animal, at least two sets of CSD was induced producing different combinations.

After the study, it became apparent that the second series of CSD was affected by the nature of the

first series. The analysis of this effect is beyond this stage of the study so I do not present data from

the second wave. We used the second series to qualitatively investigate the effect of PCO2 on the

hemodynamics by using the additional data.

4.2.3.5 Results and Discussion

Imaging of the Hemodynamics During CSD

Three dimensional (3D) images of relative cerebral blood flow, blood oxygen saturation and total

hemoglobin concentration were reconstructed using methods described in Chapter 2. Specifically,

blood flow images were obtained using the optimized data set and multi-spectral reconstruction

was used for direct reconstruction of oxy- and deoxy-hemoglobin concentrations from which oxy-

gen saturation and total hemoglobin images were derived. The flow data set was optimized by
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considering the condition number of the weight matrix and by selecting the value of the correlation

function at each source-detector pair based on this optimization criteria. Multi-spectral reconstruc-

tion uses all the data from different wavelengths simultaneously to directly reconstruct the chro-

mophore concentrations. This has reduced inter-parameter cross-talk and improved the fidelity of

the images as discussed previously.

The reconstructed volume extended ± 3mm in lateral direction (x), ± 6mm along midline

(y) and 4mm deep from the middle of the skull (z) with ∼ 0.1 mm3 voxel volume. A spatial

dependent regularization was employed and the parameters were chosen with an L-curve analysis.

Images of contrast-to-noise (CNR) which are obtained by dividing each image by an image of the

standard deviation of the baseline were built [93]. These were then used to identify the regions of

highest contrast for selection of regions of interest (ROIs). CNR increases contrast in the image

and reduces artifacts due to source-detector coupling coefficients. These ROIs were applied to

original images and time traces were obtained.

A series of example images corresponding to layers illustrated in Figure 4.7 of rCBF are shown

in Figure 4.8. The burr-hole is located at the top, slightly to the left of the midline (roughly at

x=0). Each panel is reconstructed by averaging over 0.5 mm (∼ 2 reconstructed slices) in depth

direction (z) at top of the skull, 0.9±0.25mm, 1.9±0.25mm and 2.9±0.25mm from top to bottom

respectively. Images (from left to right) are shown every 20 seconds from immediately before

KCl was applied until the end of the first CSD peak as shown in the time trace from a middle

ROI in Figure 4.9(a). The panel titles indicate the corresponding time point in this figure. Along

the surface of the cortex (∼ 1 mm deep), a strong increase in blood flow appears from the top

and proceeds to the bottom. After the peak, there is a sustained decrease in blood flow which

covers the most of the image area. The sustained decrease was observed previously [159] and

102



Figure 4.7: 3D Imaging Geometry for CSD showing the reconstructed layers. Elevated blood flow
region is indicated by the filled circle.

is compatible with the inhibition of the neuronal activity. Lauritzen studied [221] this effect in

detail under different PCO2 conditions and concluded this hypoperfusion is due to a vasconstrictor

stimulus which is stronger than the pH related effects of brain CO2. It is important to point out

here that no significant activity is visible in the top panel, which corresponds mostly to the skull

and in the bottom panel which penetrates below the cortex (although, the lessened sensitivity of

the optical method accounts for some of this). On the bottom part of the cortex, a CSD-wave is

visible but of much lower intensity. Figure 4.9(b) shows the dependence of maximal rCBF on

depth using the same middle ROI as before. The maximal change occurs around 1mm deep from

the surface of the skull which corresponds to the surface of the cortex. The peak spreads ± 0.5mm

around the surface as expected from the broadening due to the diffuse nature of photons. There is

no significant change at the surface and in deeper regions. Clearly, 3D information was revealed

by this method. Similar observations are made in images of changes in hemoglobin concentrations

and CMRO2.

Figure 4.10(a) shows oxy- and deoxy-hemoglobin changes during CSD in normoxic condi-

tions. Same region of interest was used as in Figure 4.9. Oxy-hemoglobin increased more than

de-oxyhemoglobin decreased, leading to an overall increase in total hemoglobin concentration

suggesting hyperemia [395]. These changes were much smaller than changes in CBF.

Figure 4.10 shows the obtained changes in CMRO2 from the same ROI. There are strong
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Figure 4.8: Images at selected time points at different depths; from top to bottom, surface of the
skull,, 0.9±0.25 mm, 1.9±0.25 mm and 2.9±0.25 mm deep into the brain.
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Figure 4.9: (a) rCBF temporal profile from a central region of interest. (b) Dependence of maxi-
mal rCBF on depth, from same region of interest.
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changes in oxygen metabolism as expected which are potentially de-coupled from changes in CBF

(compare Figure 4.9(a) and Figure 4.10(b)). The observed changes are in quantitative agreement

with multi-parametric, point measurements of others [250, 252]. The uncoupling was previously

studied in the context of the glucose consumption and an impairment of the coupling was observed

following CSD [222].

Effect of Brain PCO2 On CSD Hemodynamics

Figure 4.11 shows the time traces under three different ventilation states. We use the normoxic state

(Figure 4.11(a)) as a reference. As seen in Figure 4.11(b) hypercapnia led to a sustained increase

in blood flow consistent with results described in Section 4.2.1. Once CSD was induced, peaks

that appear different than normoxic state are visible on top of an elevated flow baseline. However,

unexpectedly, hypercapnia (increased PCO2) led to two distinct behaviors. Figure 4.11(c) shows

the variant behavior which was visible in roughly 50% of the series. In this variant behavior, once

KCl was applied the flow dropped down from its elevated state to near the baseline and CSD peaks

are visible over this new baseline. This is an interesting hemodynamic response which is currently

being studied further. In the hypocapnic state, the behavior was simple, the blood flow was reduced

due to the onset of hypocapnia and yet more different hemodynamic responses are visible in this

lowered baseline (see Figure 4.11(d)). Note, for this qualitative analysis we used secondary (even

tertiary) CSD series which are qualitatively in agreement with the primary series.

In order to quantify these observations, we have parametrized the observed hemodynamic re-

sponse and described it by three parameters (1) peak-duration based on the full-width at half max-

imum, (2) peak-amplitude as the maximal change, (3) peak-frequency as the inverse of the mean

time between peaks. At least three peaks are identified for each CSD series prior to the removal of
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Figure 4.10: (a) Changes in oxy- and deoxy-hemoglobins and total hemoglobin concentration, (b)
changes in CMRO2. Both curves obtained using the same ROI as in Figure 4.9
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Figure 4.11: rCBF for CSD under different ventilation states; (a) normoxia [N ], (b) hypercapnia
[H], (c) variant of hypercapnia [H], (d) hypocapnia [h].
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Figure 4.12: Hemodynamic response to CSD is parametrized and described by three parameters;
(1) peak-duration based on the full-width at half maximum, (2) peak-amplitude as the maximal
change, (3) peak-frequency as the inverse of the mean time between peaks. At least three peaks
are identified for each CSD series prior to the removal of KCl and the mean values are reported.

KCl and the mean values are reported. Figure 4.12 illustrates this process. This generated twelve

parameters (three parameters for each of the following; rCBF, ∆Hb, ∆HbO2, rCMRO2) and we

identified four representative ones for further study. Figure 4.13 shows effect of PCO2 on rCBF.

As seen in Figure 4.13(a) and Figure 4.13(c) peak-amplitude (in qualitative agreement with Wolf

et al [394]) and peak-frequency depend inversely (R=-0.8 and R=-0.72 respectively) on the brain

PCO2. However, peak-duration is independent (R=0.1) of PCO2 (Figure 4.13(b)). Interestingly,

peak-amplitude of rCMRO2 was also independent (R=-0.07) of PCO2 level (Figure 4.14). Al-

though, more work is necessary to ensure that the observed large deviations in peak rCMRO2 is

not effected by different signal-to-noise in measurements of blood flow and oxygenation.

4.2.3.6 Conclusions

We obtained first three dimensional images of CMRO2 using all optical methods in rat brains by

combining 3D images of rCBF and hemoglobin concentrations by use of a model. Images obtained

during cortical spreading depression under different ventilation states, i.e different cerebral PCO2

revealed significant dependence of hemodynamic parameters on PCO2. These results may help to
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Figure 4.13: Effect of cerebral PCO2 on (a) rCBF peak amplitude, (b) rCBF peak width and
(c) rCBF peak frequency

Figure 4.14: Effect of cerebral PCO2 on rCMRO2

110



explain important physiology about the nature of the coupling of hemodynamic parameters during

cortical spreading depression which in turn has a wide-range of clinical implications. Currently,

further studies are being conducted to explain these observations.

4.3 Spatio-Temporal Quantification of Cerebral Blood Flow During

Functional Activation in Rat Somatosensory Cortex Using Laser

Speckle Flowmetry

4.3.1 Introduction

The coupling between functional stimulation and regional changes in cerebral blood flow (CBF),

often referred to as activation flow coupling (AFC), has been known for over a century, but is still

poorly understood [232, 376]. Since most neuroimaging methods rely on AFC as an indicator of

neuronal activity, a detailed characterization of AFC under normal conditions will improve under-

standing of normal as well as pathological brain physiology. Thus far numerous methods have been

employed to measure blood flow changes in brain during functional activation, including positron

emission tomography (PET) [141], single photon emission computed tomography (SPECT) [374],

magnetic resonance imaging (MRI) [211, 219] , autoradiography [323] and laser Doppler flowme-

try [4, 267], but there is still a need for relatively simple and inexpensive techniques with high

spatial and temporal resolution.

Laser speckle flowmetry [52, 53] offers high spatio-temporal resolution imaging of CBF, es-

pecially for small animal models, and it is closely related to the laser Doppler technique [50]. In

speckle flowmetry, scattered laser light with different paths produce a random interference pat-

tern known as speckle, whose fluctuations contain information about the motion of particles in
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the underlying medium. A variety of methods [52] use this effect for tissue studies, including

deep tissue laser Doppler flowmetry [46] and diffuse correlation spectroscopy [44, 76, 91]. Laser

speckle flowmetry has also been utilized to measure blood flow in near surface tissues such as

skin [147, 320], retina [355], optic nerve [401] and recently brain [45, 112].

In this study, laser speckle flowmetry was used to characterize the near surface AFC following

electrical somatosensory stimulation of forepaw and hindpaw in the rat. Statistical analyzes of

the images were carried out, and “correlation coefficient images” were used to extract regions of

interest (ROIs). Basic functional mapping was demonstrated by separating the activation following

forepaw and hindpaw stimulation. Using high resolution temporal (5 Hz) and spatial sampling (32

µm), the affects of stimulus amplitude and duration were investigated. This information was then

utilized to characterize the spatial extent of the activation, the shape of its evolution with time, and

its dependence on distance from the centroid of activation. The spatio-temporal characteristics of

the AFC response across the whole somatosensory area was thus determined. The discussion here

closely follows our paper in press [115].

4.3.2 Materials and Methods

4.3.2.1 Surgical Preparation and Stimulus Presentation

Eight male Sprague-Dawley rats (250-300 g) were anesthetized with halothane (1%) in nitrous ox-

ide:oxygen (70:30). They were tracheotomized, mechanically ventilated and a catheter was placed

into a tail artery for monitoring blood pressure and measuring blood gases. Body temperature was

maintained at 37.5±0.2o C and PaCO2 levels were kept between 30-40 mmHg by periodic arterial

blood gas sampling and adjustment of the respirator. A 5 mm diameter craniectomy was performed

with its center over the forepaw/hindpaw somato-sensory area (2.5 mm lateral and 1 mm anterior
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to the bregma) using a saline-cooled dental drill. Following surgical preparation, the halothane was

discontinued and the animals were administered 60 mg/kg of α-chloralose ip., followed by hourly

supplemental doses of 30 mg/kg. Electrodes for stimulation were inserted subdermally into the

forepaw/hindpaw contra-lateral to the craniectomy site as described previously [103].

A rectangular constant current stimulus of 4 or 8 seconds was applied at 5 Hz and with am-

plitudes of 0.5 mA, 1 mA, and 2 mA. The stimulus protocol consisted of 20 seconds of data

acquisition at 5 Hz, with the 4 or 8 second stimuli starting after 4 seconds. This protocol was

repeated 10 times for each stimulus condition. Each condition was repeated twice and analyzed

independently. Forepaw stimulation was completed in all animals (n=8), and in two animals (n=2)

a single series of 4 second stimulations at 2 mA was also obtained with the electrode inserted in

the hindpaw contra-lateral to the craniectomy site.

Two animals were discarded from the data analysis (n=6) because a very large vessel ran di-

rectly over the forepaw area and dominated the CBF images. For the analysis of the spatial re-

sponse, the data from two animals were not used (n=4) because, it was found that the activation

area extended outside our field of view precluding accurate measures of the activation area.

4.3.2.2 Laser Speckle Flowmetry Instrument

Figure 4.15(a) shows a sketch of the experimental set-up. A collimated, laser diode (Hitachi, HL

785 1G, 785nm, 50mW, Thorlabs, Newton NJ) driven by a custom made driver illuminated the

exposed cortex (≈ 5 mm diameter) at about 30 − 40o from vertical. The laser beam was adjusted

to provide uniform illumination of the surface of the brain tissue. Images were recorded by a 12-

Bit, TEC cooled CCD camera (QImaging, Retiga 1350EX, B. C., Canada) using imaging software

(StreamPix, NorPix, Montreal, Canada). A 60 mm lens (AF Micro-Nikkor 60mm f/2.8D, Nikon,
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NY) was used to focus the image and the aperture was adjusted so the speckle size matched the

pixel dimensions (6.45x6.45 µm) [112]. The camera was externally triggered at 5 Hz using the

digital output of an A/D board (DataWave Technologies, CO). The A/D board was programmed

to trigger the camera continuously (for 20 seconds); after the first four seconds it also triggered

the stimulator with an identical signal for the chosen duration (i.e. for 4 or 8 seconds), thereby

co-registering in time the data acquisition and stimulation. There was a 5 second interval between

repeated stimulations during which data was not acquired. The camera streamed output frames

continuously through an IEEE 1394 port to the computer and a fast RAID array was used to store

the frames. This prevented frame drops and allowed acquisition of ∼ 1000 x 1000 pixel images at

a rate up to 10 Hz, and for smaller regions of interest at even higher frame rates. Approximately

24 Gb of data were collected per animal.

4.3.2.3 Data Analysis

Theory of Laser Speckle Flowmetry

The theory underlying laser speckle flowmetry has been described in detail [51,52]. Laser speckle

is a random interference pattern that arises when coherent laser light is scattered from a diffuse

medium such as tissue. If the scattering particles in the medium are in motion (e.g. Brownian

motion or flowing blood), then the speckle pattern fluctuates randomly. These intensity variations

contain information about the velocity distribution of the scatterers. In laser speckle flowmetry,

blurring of the speckle pattern during the exposure time of a single image is used to extract blood

flow information. Depth sensitivity depends on the optical wavelengths employed and may extend

up 1 mm, albeit with decreasing information at larger depths. The spatial resolution of the method

is dependent on the speckle and camera pixel size, on the tissue surface, and on tissue scattering in
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Figure 4.15: (a) A sketch of the laser speckle imaging set-up. The CCD camera is positioned
over the exposed area with a slightly larger field of view than the craniectomy site. A collimated
beam from a 785 nm laser diode illuminates the exposed brain tissue. (b) White light image of the
craniectomy at the contra-lateral side showing the location of bregma with the AFC response from
the forepaw and hindpaw stimulation superimposed. The forepaw centroid is ∼ 4 mm lateral to
the bregma and is separated 1.8 mm from the hindpaw centroid.
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the deeper tissues.

A window function of 5 pixels by 5 pixels (32.25 µm x 32.25 µm area) was scanned across the

raw data, and the ratio of the standard deviation (σ) to the mean intensity (< I >) was calculated

in each window. This quantity is referred to hereafter as speckle contrast, C(i, j), where i, j denote

the pixel position. Images of C(i, j) show remarkably clear maps of the vasculature. In order to

reduce the data to be processed to a manageable 2 Gb per animal, the images were smoothed using

a bi-cubic intrapolation method by 5 x 5, thus reducing our spatial resolution to 32.25 µm.

The relative mean velocity of moving particles (i.e the relative CBF) was extracted using the

relation [46, 51],

C(i, j) =
σ

< I >
=
( τc

2T

(

1 − e
−2T
τc

))2
(4.1)

where τc = 1/(akov) is the correlation time, T is the camera exposure time. Here a is an unknown

factor related to the Lorentzian width of the scattered spectrum and the scattering properties of

the medium, v is a mean velocity and ko is the input light wavenumber. The mean velocity (v)

was assumed to be proportional to CBF, and relative changes in flow (∆CBF ) were obtained by

dividing each image by the baseline image. Twenty repeat stimulations were collapsed to one

representative stimulation by aligning time points and calculating the mean/standard deviation of

the images.

Correlation Coefficient Imaging

The speckle images suffer from substantial physiological and instrumental noise. A simple differ-

ence/ratio method neglects useful a priori information about the stimulus presentation. Therefore,

we computed “correlation coefficient images” by calculating the correlation coefficient for each

pixel (cci) with a simple step function describing the stimulus presentation (ri(i = 1...N)) [20] as
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Figure 4.16: Illustration of correlation coefficient imaging where the dashed line represents the
stimulus presentation and the solid line represents the variations of CBF over time for a given
pixel.

illustrated in Figure 4.16. The correlation coefficient is defined as

cci =

∑N
n=1(fi − µf )(ri − µr)

√

∑N
n=1(fi − µf )2

√

∑N
n=1(ri − µr)2

(4.2)

where fi(i = 1...N) is the time course of ∆CBF for a given pixel, µf and µr are the mean values

of f and r, and N is the number of frames. This was applied to all pixels in an averaged series,

producing a single image representing the activation area. These images, re-scaled (now cc′i) by

proportionally stretching the range to extend from 0 to 1, were used to calculate the centroid of the

activation and to pick a region of interest (ROI) for the analysis of temporal and spatial response.

Temporal and Spatial Response

The temporal response was reduced to a curve by defining an arbitrary but consistent ROI of all

pixels with cc′i > 0.95, which are averaged at each time point per series per animal. A low pass

filter was applied to reduce physiological noise including the cardiac rhythm at ∼ 5 Hz, and an

average across animals was calculated. Larger regions of interest were also examined and the

qualitative shape of the response did not change with the choice of ROI.

In order to investigate the spatio-temporal response simultaneously, other ROIs were defined

by either thresholding at varying ∆CBF levels, or as a function of distance from the activation

centroid. The number of pixels within a given ROI at each time point was used to calculate an
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“area of activation”.

The area of activation was first defined by the number of pixels with ∆CBF above the half-

maximum (threshold at half-height) response. In order to investigate the effect of the choice of

threshold on this result, the threshold ∆CBF was varied from 2% to 20% in 3% increments.

To quantify this response, the curves were averaged over 1 second around the peak (Areamax),

and then normalized by the total mean over the three stimulation currents (0.5, 1 and 2 mA) (<

Areath >) plotting Areamax

<Areath> vs the stimulus current. This normalization brought out the salient

features by keeping the same scale for different thresholds. The time to reach maximum-area was

defined to be the time to reach the peak in these plots.

Statistical Analysis

Data were tested for statistical significance (when applicable) with repeated measures ANOVA.

p-values were reported with p < 0.05 as the significance threshold.

When the linearity of the dependence on stimulus amplitude was being tested, a Pearson’s

correlation coefficient was further calculated and the corresponding R2 and p-value is reported

with p < 0.05 as the significance threshold.

4.3.3 Results

Figure 4.15(b) shows a white-light photo of the craniectomy site with the location of bregma in-

dicated and the AFC responses from a forepaw and a hindpaw stimulation superimposed. The

forepaw centroid is ∼ 4 mm lateral to bregma and is separated 1.8 mm from the hindpaw centroid.

A similar result was obtained in the other rat where the two centroids were separated by 1.6 mm.

Thus, the functional areas corresponding to forepaw and hindpaw areas are mapped as discrete,
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Figure 4.17: Time-series (200 ms/frame) of images showing the spatio-temporal evolution of the
AFC response to 8 sec, 2 mA stimulation of the forepaw. The ROI defined by ∆CBF > 7% is
overlaid on the speckle contrast image. The stimulation is presented between 0th (ON) and 8th

seconds (OFF). L=Lateral, A=anterior, P=posterior

anatomically separate regions.

Figure 4.17 exhibits a sequence of images (200 ms/frame) showing the spatio-temporal evo-

lution of the AFC response to an 8 sec, 2 mA stimulation of the forepaw. The ROI, defined by

∆CBF > 7%, has been overlaid on the speckle contrast images. The stimulation was presented

between the 0th (ON) and 8th sec (OFF). The response reached a maximum after about four sec-

onds and was followed by a relatively rapid drop which was sustained for about one second after

the stimulus was turned off.
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Figure 4.18: An image of cc′i for a 2 mA, 8 seconds stimulation in one animal. The correlation
coefficient (cci) between an input step function and the temporal evolution of the ith pixel was
calculated and re-scaled to obtain cc′i.

Figure 4.18 shows an image of cc′i for a 2 mA, 8 seconds stimulation. Regions of interest, for

which cc′i > 0.95 were defined to obtain integrated temporal response curves corresponding to the

blood response to activation. Examination of the amplitude of the response to stimulation revealed

a nearly linear peak response as a function of stimulus amplitude for the 8 second stimulus duration

(Figure 4.19(a) and Table 4.3). Similar results were obtained for the 4 second stimulus duration.

Normalized responses (Figure 4.19(b)) from the two stimulus durations (4 and 8 sec) were the

same for the first four seconds of the temporal trace. Blood flow decayed rapidly after reaching the

peak and returned to the baseline after the end of the four second stimulus. The 8 second stimulus

showed a delay of ∼ 1 second decaying at a similar rate as the shorter stimulus curve until the end

of the stimulus. After that point, the decay rate slowed down by a factor of four for ∼ 2 seconds,

which was followed by a more rapid decay over the next two seconds reaching the baseline four

seconds after the end of stimulus. This was independent of the stimulus amplitude.

Table 4.3 summarizes our findings in a parameterized manner for each stimulus condition.
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Figure 4.19: (a) ∆CBF in response to 8 seconds of stimulation at three different amplitudes; 0.5
mA (black), 1 mA (blue) and 2 mA (red) averaged over pixels with > 0.95 of maximal correlation
coefficient. The peak response is nearly linear with stimulus amplitude. (b) Temporal character-
istics of ∆CBF in response to two different stimuli durations (4 seconds (green) and 8 seconds
(red)) at 2 mA averaged over pixels with > 0.95 of maximal correlation coefficient. Color coded
horizontal bars indicate the stimulus presentation. Both curves are normalized by their peak value
to bring out salient features related to the stimulus duration.

Table 4.3: Time-to-peak and peak amplitude of ∆CBF as a function of stimulation duration and
current.

Duration Current Time-to-Peak∗ Peak∗

(sec) (mA) (sec) (%)
4 0.5 4.0±1.2 10.2±2.0

4 1 3.5±1.2 13.4± 2.5
4 2 3.2±1.5 20.0±3.0
8 0.5 4.1±1.3 10.2±1.5
8 1 4.8±1.1 13.2±2.0
8 2 4.0±1.2 21.4±4.5

∗ Mean ± standard deviation.
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Current Max. Area∗ Time to Max.-Area∗

(mA) (mm2) (sec)
0.5 6.5±3.3 4.5±1.4
1 5.4±3.8 4.6±0.9
2 4.4±3.5 4.2±0.7

∗ Mean ± standard deviation.

Table 4.4: Activation area and time to reach maximal-area for different stimulus levels.

Time-to-peak was independent of stimulus duration and current (p > 0.2). Peak flow was linearly

dependent on stimulus current ( R2 = 0.999, p < 0.005 for 4 seconds, R2 = 0.994, p < 0.05 for

8 seconds).

The area of activation was defined by the number of pixels with ∆CBF above the half-

maximum (threshold at half-height) response. Data for the 0.5 mA stimulus included a good deal

of noise, because the threshold was close to the noise floor of the frames, but there was no qualita-

tive difference (p > 0.2) in the shape of the temporal evolution of the activation area with respect to

stimulus amplitude (Figure 4.20(a)). This effect, however, was threshold dependent. Low thresh-

olds produced a larger activation area independent of stimulus amplitude, whereas high thresholds

produced a smaller activation area with a dependence on stimulus amplitude (p < 0.05). To quan-

tify the response, the curves were averaged over 1 second around the peak, and then normalized

by the total mean over the three stimulation currents (0.5, 1 and 2 mA). Areamax

<Areath> vs stimulus cur-

rent for different CBF thresholds are shown in Figure 4.20(b). This normalization brought out the

salient features by keeping the same scale for different thresholds. For thresholds below 8%, the

thresholded area of activation is independent of stimulation current (p = 0.5 (2 %) , p = 0.06 (5

%) ). The highest threshold (20%) measured mainly noise and was also independent of current (20

%, p > 0.1). Table 4.4 summarizes the findings for half maximum threshold. The time to reach

maximum-area was independent of stimulus current (p > 0.2).
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Figure 4.20: (a) Area of activation obtained from the number of pixels with ∆CBF above the
half maximum response for three different stimuli amplitudes during 8 seconds stimulation. The
stimulus period is shown by the black bar. There is no statistically significant difference in the
activation area as a function of the stimulus amplitude. (b) Maximal area averaged over 1 second
around the peak normalized by its mean over the three stimulation currents (0.5, 1 and 2 mA).
The ( Areamax

<Areath> ) vs current for different CBF thresholds. Half-Maximum (HM) ∆CBF is shown
by the dashed line. For thresholds below 8%, the thresholded area of activation is independent of
stimulation current.
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Figure 4.21: Equal area rings around the centroid of activation with radii indicated in the legend
were chosen as regions of interest. The time course of ∆CBF (%) does not depend on the distance
from the center of the activation. The solid bar represents the duration of stimulation.

Images of ∆CBF indicate regional dependence of the activation. To determine whether the

shape of the temporal evolution of this response is constant with distance from the activation cen-

ter, ROIs were defined as non-overlapping, concentric rings of equal area around the activation

centroid. The radius of the first filled ring was chosen to be ∼ 0.5 mm. Twenty rings with increas-

ing radii (maximum radius 2.29 mm) of equal area increments were used. The temporal response

from every fourth ring is shown for simplicity in Figure 4.21. Qualitative changes in temporal

features of ring diameters were not observed, but the peak response decreases with increasing ring

diameter.

4.3.4 Discussion

The blood flow response to electrical forepaw stimulation has been extensively characterized in our

laboratory with laser Doppler methods, identifying the stimulation frequency (5Hz) for maximal

response [103], demonstrating a linear increase with amplitude [103], mapping the central location
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of maximal response [3, 4], modeling the nonlinear effects [7], combining with changes in O2 to

estimate CMRO2 [2, 6], and investigating the effect of carbon dioxide on the CBF response [5].

Even though these studies have provided a great deal of information about the AFC response to

forepaw stimulation, they were limited in various aspects since laser Doppler is essentially a point

measurement. The other available alternative, scanning laser Doppler imaging, offers high spatial

resolution with a trade-off in temporal resolution which limits its applicability in studies of the

AFC [4]. A high spatio-resolution imaging technique which is relatively simple and inexpensive

to implement is clearly desirable.

These results demonstrate laser speckle flowmetry is able to effectively measure, map and

characterize the CBF response to forepaw/hindpaw stimulation with high temporal and spatial

resolution. The statistical methods employed including signal averaging and correlation coefficient

imaging improved the method’s signal-to-noise ratio. This relatively simple technique, requiring

only a laser diode, a CCD camera and a computer, has provided new insights into previously

relatively inaccessible aspects of the AFC.

A notable feature common to most images of relative blood flow is the presence of a large vessel

above the threshold. This vessel appears to be a draining vein based on its width and proximity

to the brain surface. This feature may hinder the identification of the activation area in relation to

the neural representation but also delivers potentially useful physiological information. A region

of interest chosen on the large vessel away from the central activation yielded a time course very

similar to that in the paranchyma. It is possible to resolve vessels with diameter ∼ 32µm with the

present system/analysis method. For an interesting, preliminary result using principal components

analysis to separate details about the response of the vessels see Appendix 4.6.

Measurements of the temporal behavior of AFC at the center of activation yielded results that
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qualitatively agree with our previous data from laser Doppler studies. However, the peak blood flow

response measured with speckle contrast imaging is approximately 30% lower than that measured

previously with laser Doppler flowmetry [103]. The physical and theoretical equivalence of the

two techniques has been discussed at length by Briers [50,52]. Recently Dunn and colleagues have

found a high correlation between the two techniques under conditions of spreading depression and

ischemia [112]. This high correlation may be attributed to the laminar homogeneity of the vascular

response to both of these perturbations. Other studies, however, have shown some discrepancies

between laser Doppler flowmetry and laser speckle flowmetry. Kharlamov and colleagues [207]

reported an underestimation of up to 35% by laser speckle flowmetry in comparison with laser

Doppler during hypercapnia. In a comparison study between the two techniques for measuring

blood velocity in the optic nerve head Yaoeda et al. [401] also found a poor correlation.

We believe the differences seen in our forepaw activation studies may be due to factors includ-

ing variations in animal preparation (open vs closed skull), and differing depth sensitivity. During

functional activation, the AFC response may not extend to the topmost layers, with the maximal

response occurring at layers III-IV (∼ 600µm below the cortical surface) [72, 85, 114]. Laser

Doppler flowmetry, with near infrared source wavelengths, was shown to be highly sensitive to

layer IV, but had lower sensitivity to shallower levels [129]. The depth sensitivity of laser speckle

flowmetry begins immediately below the observed speckle and degrades rapidly from the surface.

This has been modeled by Monte-Carlo methods revealing that most of the information comes

from the top ∼ 300 µm of the cortical tissue when the illuminating wavelength is 785 nm [215].

Although both techniques probe to similar depths, their partial volume effects are different. As the

laser speckle flowmetry is further tested in the brain, a better understanding of these differences

should emerge.
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The amplitude of the response was found to monotonically increase with increasing stimulus

current in a linear fashion. As expected, the longer stimulus duration (8 seconds) led to a CBF

response that had behaved in a somewhat complex manner, suggestive of a peak-plateau time

course [7]. The activation decayed in amplitude with distance from the centroid. By examining

regions of interest surrounding the central peak, it was observed that the AFC response behaves

temporally similarly in all regions activated by the forepaw stimulation. It has a spatially decaying

profile across the field of view, but with the same temporal properties.

The AFC response was well localized and different functional representations of the forepaw

and hindpaw were separated by 1.6− 8 mm in close agreement with previous results from electro-

physiology wherein the areas were determined to be approximately 1.8 mm apart [72].

Another characteristic of the response that has not been possible to measure with point laser

Doppler probes, is the dependence of activation area on stimulus parameters. It was found that

stimulus area does not change with either the stimulus amplitude or duration. As expected, this

result is threshold dependent. Half-height values provide a normalized threshold; the area of acti-

vation at this threshold level was independent of the stimulus amplitude. However, measurements

above an ∼ 8% threshold showed that the activation area depended on stimulus amplitude. This is

a common issue in imaging modalities and extra care should be taken when comparing results from

different experiments. The attempt at normalization by using the half-height of the flow response

as the threshold level as well as statistical approaches can provide a way to cross-validate results

between different modalities.

The AFC area at half-height evaluated by laser speckle flowmetry was between 4.4±3.5 mm2

and 6.5 ± 3.3 mm 2. Assuming that our stimulus extends to several digits, this area is similar

to electro-physical measurements which found that the cortical area activated was about 1.5 mm2
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per digit stimulated [72, 85]. It is also qualitatively similar to other hemodynamic measurements,

such as those of diffuse optical tomography [93], fMRI [114, 189, 239] and optical intrinsic signal

imaging [263].

4.3.5 Conclusion

Laser speckle flowmetry was used for the first time to characterize activation flow coupling fol-

lowing somatosensory stimulation. This technique provides high spatio-temporal information and

is ideal for the study of basic functional mapping as well as for characterizing the AFC response.

It can easily be combined with other optical techniques including optical intrinsic imaging [113],

diffuse optical tomography [93, 407] and diffuse correlation tomography [91] for simultaneous

measurement of tissue oxygen saturation, total hemoglobin concentration and oxygen consump-

tion as well as for low resolution three dimensional imaging. Future studies of fundamental brain

pathophysiology in animal models and in human subjects are feasible.

4.4 Hybrid Measurements of Hemodynamics of Human Brain

4.4.1 Introduction

In Section 4.2, I have described the importance of estimating oxygen consumption in the brain,

and described a hybrid optical method for imaging its dynamics in the rat brain. I now describe

the application of these techniques to the human brain. The discussion here follows Durduran et

al [121].

Cerebral well-being is strongly dependent on adequate and continuous delivery of oxygen, and

on clearance of the by-products of oxygen consumption, e.g. carbon dioxide. An understanding

of the normal and pathologic conditions of oxygen supply and consumption is critical for clinical
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applications such as traumatic brain injury (TBI), subarachnoid hemorrhage (SAH), migraine and

epilepsy [412]. In intensive care units (ICUs), patients suffering from SAH or TBI are continuously

monitored by multi-modality instruments following single-shot measurements by techniques such

as computed tomography and MRI. Maximization of their brain physiology is critical and treatment

decisions are made based on these parameters such as global cerebral blood flow, tissue pO2 and

blood pressure. Local and/or global measurements of hemodynamic parameters are critical to this

end [208, 240, 413]. Optical methods are promising to fill in an important gap in this clinical

application.

Despite systematic attempts at measuring CBF for many decades [413] with varying degrees

of success, the optimal method is yet to be developed. There is a strong need for relatively in

expensive, continuous, non-invasive measurement of CBF. This is where the methods described

in this chapter offer a great deal of promise. Diffuse optical tomographic methods have been

demonstrated in research and clinical settings for measurements of blood volume, blood oxy-

gen saturation, changes in hemoglobin concentrations and through some maneuvers for the mea-

surement of blood flow [156–158, 224, 265, 313, 330]. It has been particularly successful in in-

fants [49, 55, 83, 84, 101, 123, 178, 184]. The development of diffuse optical correlation tomogra-

phy allowed us, for the first time, to use all optical methods non-invasively, and to continuously

measure several hemodynamic parameters which made it possible to estimate changes in oxygen

metabolism. Although this is a natural extension of the methods previously described, there are

many new technical complications that had to be addressed. Both as a hybrid method and on its

own, diffuse correlation spectroscopy has the potential of addressing some missed issues of mea-

surements of cerebral hemodynamics in the clinic. The feasibility of these measurements are now

demonstrated in humans.
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Main advantages of this technology can be outlined as follows;

1. The technique is non-invasive and involves no risk to the patient (no ionizing radiation, no

gases to be inhaled or drugs to be injected).

2. The technique is able to sample in real-time or close to real time.

3. The technique is able to track changes over long periods unlike “single shot” modalities (e.g

MRI, PET etc).

4. The technique is able to sample more than one point to examine regional differences in the

brain simultaneously.

5. The technique is able to be at the bedside so critically ill patients do not have to be moved.

6. The technique is readily combined with other modalities so that blood flow and oxygen can

be measured simultaneously.

I will, first briefly, re-introduce the instrumentation used, then describe the phantoms used for

the calibration studies. After describing the the optical probe, I describe the protocol employed.

The results and their implications are, then, presented. The ability to measure functional activa-

tion during global (hyperventilation) (see Appendix 4.7) and local (sensorimotor cortex activation)

paradigms are demonstrated. Variations in oxygen metabolism are calculated using a basic algo-

rithm and future applications and developments of the technique are outlined.
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Figure 4.22: Placement of fibers; source (red) at the center of a circle (r=3cm), DOT detector (blue)
placed at periphery, DCT detectors (green) at 2 cm (x2), 2.5 cm (x2) and 3 cm (x4).

4.4.2 Materials and Methods

4.4.2.1 Instrumentation

The instrumentation employed for these studies was described in details in Chapter 3, Section

3.6. Briefly, light from three amplitude modulated lasers operating at three near-infrared (NIR)

wavelengths (690-830nm) (which were shown to optimize signals from brain tissue in similar

experiments [43, 351]) were coupled onto the tissue surface with fiber optics. Photons transmitted

into the brain were detected in reflection using fiber optics and a photomultiplier tube. These

wavelength dependent data were used to determine oxy- and deoxy-hemoglobin concentrations

by NIR spectroscopic analysis [110]. A high coherence length CW laser, eight photon-counting,

fast avalanche-photodiodes, and an eight channel autocorrelator board facilitated measurements of

blood flow; the temporal autocorrelation functions of the reflected light were used to derive flow

information [91]. The time-sharing of the systems was fully automatized.

A single detector fiber at 3 cm separation for DOT was shown to provide good DOT signal [43].

DCT was more of a challenge, therefore, eight flow detectors; four at 3 cm, two at 2.5 cm and two

at 1.5 cm were employed. The signal from multiple fibers at same separation were averaged to

improve the signal-to-noise ratio. Furthermore, the DCT signal was averaged for three seconds at
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each frame. This arrangement is illustrated in Figure 4.22.

The instrument was approved for human studies by the Radiation Safety Committee of Univer-

sity of Pennsylvania.

4.4.2.2 Protocol

Seven male volunteers (ages 38-73) participated in the sensorimotor cortical activation studies.

Two volunteers were studied twice in intervals of two weeks in order to assess repeatability. One

subject also participated in a 3 Tesla functional magnetic resonance imaging (fMRI) study [383]

in which activation data based on BOLD and arterial spin labeled (ASL) perfusion using the same

task were obtained sequentially before the optical study using pulsed ASL and gradient-echoplanar

imaging with TR=3 sec, TE=17 msec, and T1=1 sec.

The subjects were first asked to sit while one investigator localized the hand sensorimotor

cortical area contralateral to the dominant hand according to the 10-20 system [195] and the probe

(Figure 4.22) was placed and secured over this region. The subject lay comfortably on a bed with

his head slightly tilted so a monitor could be viewed for stimulus presentation. The subject was

instructed to tap index and middle fingers against the thumb at 3 Hz, in time with an auditory

cuing signal. The room was kept dark and quiet for the study duration. A one minute baseline

was recorded prior to and after each stimulus, and a blocked design of fifteen such stimuli was

used. One subject was asked to repeat the study using the ipsilateral hand in order to confirm the

contralateral nature of the optical response, and in another subject thirty seconds of stimulus was

obtained and signals were compared to those of one minute stimulus duration. In two subjects, the

probe was placed slightly off the sensorimotor area and no response was obtained.
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4.4.2.3 Data Analysis

Blood oxygenation data was analyzed using the differential pathlength factor (DPF) method (see

Ref [110] and Section 2.1.8). Blood flow data was analyzed by fitting each source-detector pair

to a semi-infinite diffusion model [44, 91]; the flow measurements yielded relative CBF, rCBF.

For quantification, all of the measured data were corrected for partial volume effects as described

below. Relative changes in CMRO2 (rCMRO2) were derived from the measured variation in blood

flow, deoxy-hemoglobin concentration, and total hemoglobin concentration [43,91]. In this model

(Section 2.3), a constant arteriol-venous tissue compartmentalization is assumed, and for slow

variations (∼ seconds), rCMRO2 is found to be proportional to the product of rCBF and relative

changes in deoxy-hemoglobin and total hemoglobin concentration. The hemodynamic parameters

were block averaged over repeated stimuli and further averaged over the whole group. We present

mean and standard error where applicable. Further details of data analysis was described in Chapter

2.

4.4.3 Results

4.4.3.1 Partial Volume Effects

Figure 4.24(a) shows the observed changes from one volunteer. Even though, our hemoglobin

concentration results are in agreement with other optical measurements [142, 257], the observed

changes in hemoglobin concentration and blood flow are underestimated because of partial volume

effects. In essence, the diffuse optical spectroscopies probe large tissue volumes without discrim-

inating between tissue types, e.g bone and brain tissue as shown in Figure 4.23. Mehagnoul-

Schipper et al [257] conducted a comparative study of diffuse optical tomography (DOT) and

magnetic resonance imaging (MRI) and found that partial volume effects caused a significant (i.e.
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Figure 4.23: Sketch of photon paths in brain. Two source-detector separations are shown. Larger
separations probe deeper into the tissue. A small activation area is shown for illustration and
the partial volume effects are related to the percentage of photons passing through the activation
volume

> 2x) reduction in optical signal variation compared to MRI signal variation. Similarly, Boas and

colleagues [40, 351] demonstrated diffuse optical spectroscopic methods are subject to errors due

to tissue heterogeneity when measuring focal changes. Since these spectroscopic approaches have

been used in the bulk of brain optical studies thus far, various methodologies have been suggested

to account for these discrepancies [277, 346]. We have implemented the findings of Strangman

et al [351] who empirically showed that differential pathlength analyses used in our geometry

and protocol overestimate DPF by a factor of ∼ 20. For more details on differential pathlength

formulation of photon diffusion see Chapter 2.

We also determined a correction factor for the flow data based on numerical simulation and

laboratory experiments. By approximating the layered structure of the head (scalp, skull, brain)

using a two-layer model [309], we simulated a series of diffuse light temporal autocorrelation

curves for the in vivo probe geometry. The top layer (skull) thickness was set at 1 cm with a flow

less than 1% of the bottom layer (brain). We varied the dynamical properties of the brain layer and
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computed an estimate for the flow in the bottom layer using a semi-infinite medium model. This

simulation underestimated flow by a factor of 5.0 ± 1.2 over the entire range of parameters due

to partial volume effects. This underestimation was verified with in vitro measurements using a

human skull filled with an Intralipid/ink solution that mimicked the optical and flow properties of

the human brain. For more details on this measurement and two-layer approximation see Section

2.2.4.

4.4.3.2 Partial Volume Corrected Results

Figure 4.24(b) shows the corrected hemoglobin concentration and flow changes from the study

shown in Figure 4.24(a). As expected there was a sustained rise in oxy-hemoglobin, a decrease

in deoxy-hemoglobin and an increase in CBF. If the probe is place ∼ 2 cm frontal to the motor

cortex, the effect of the finger tapping is clearly absent, thus demonstrating the local nature of the

response (Figure 4.24(c)).

FMRI images using the same blocked finger tapping paradigm allowed us to localize the activa-

tion more precisely. Statistical maps show perfusion (Figure 4.24(d)), and BOLD (Figure 4.24(e))

activation. The CBF increase was 48% compared to the optically measured mean increase of 42%.

The BOLD change was 1.7% compared to the mean ∆Hb decrease from optical data of 3µM.

Although, BOLD signals do not directly correspond to either of the measured parameters, they can

be used to estimate a range and shape for the hemoglobin concentration variation.

Figure 4.25 shows the corrected hemodynamic curves averaged across all subjects. The cor-

rected mean flow change is 39 ± 10% which is well within the range of values determined by

MRI [206, 402], [H2
15O] PET [81], [133Xe] [314] and [11CH3] PET [332] for similar measure-

ment stimuli, i.e. 21% − 60%. Corrected mean oxy- and deoxy-hemoglobin changes were
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Figure 4.24: (a-c) Change in oxy- and deoxy-hemoglobins (right) and rCBF (left) (a) prior to
partial volume correction, (b-c) corrected data with the probe placed (b) on the motor cortex, (c)
∼ 2 cm frontal. Block averaged over fifteen trials. (d-e) Representative MRI slices through motor
cortex showing (d) perfusion, and (e) BOLD activation using a blocked paradigm from the same
volunteer.

136



0 50 100
60

80

100

120

140

160

180

Sec

%

0 50 100
−5

0

5

10

15

µ 
M

∆HbO
2

∆Hb

rCMRO
2

rCBF

Figure 4.25: Partial volume corrected, block and group averaged results showing change in oxy-
and deoxy-hemoglobins (right) and rCBF (left).

12.5 ± 2.8 µM and −3.8 ± 0.8µM respectively, while the total hemoglobin concentration change

was 8.3±2.3µM. Again, these observations agree quantitatively with increases reported by BOLD

of 2 − 4% [206, 257].

The increase in CMRO2 due to finger tapping was 10.1 ± 4.4% within the range of values

(9% to 29%) from hybrid MRI measurements (Figure 4.25) [206]. The ratio of rCBF to rCMRO2

is 3.8 ± 1.1, in agreement with data reported by hybrid MRI techniques [186, 206] which range

from two to four. Note that our calculations of rCMRO2 rely on approximations of baseline optical

properties, vascular compartmentalization, as well as the partial volume correction. It is, however,

a good first estimate and paves the way for future studies of oxygen metabolism by all-optical

methods.

When the stimulus duration was 30 instead of 60 seconds, the measured amplitude did not
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change significantly but the peak duration was halved. No response was visible on the side ipsi-

lateral to the stimulated hand, and measurements when the probe was placed far away from the

sensorimotor cortex did not exhibit any significant changes in signal. The results from all studies

showed signal changes were repeatable to within 5% over a period of two weeks.

4.4.4 Conclusion

We have demonstrated a hybrid instrument which combines diffuse optical and correlation spectro-

scopies to measure concurrent variations of blood flow, blood oxygenation and oxygen metabolism

through the intact skull of adult human brain during sensorimotor cortical activation. Our obser-

vations are consistent with other studies of the same stimuli employing different measurement

techniques. Due to ease of use and portability of this instrument, we anticipate this all-optical

experimental approach may become useful in the management of patients with brain disorders and

for assessing functional physiology in normal subjects.

4.5 Future of Hybrid, Diffuse Optical, Cerebral Hemodynamic Mea-

surements

A few words on the future of hybrid , optical, cerebral hemodynamic measurements are necessary

to put the issues in perspective. In this Chapter, I have presented results which demonstrate the

feasibility of diffuse optical methods for continuous measurement of critical hemodynamic pa-

rameters. It is possible to use these parameters to estimate one of the long desired parameters of

neurophysiology, CMRO2.

There is obviously a desire to improve the fidelity of these measurements. Better understanding
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of the origins of the optical signal is possible with further experiments of combined methodolo-

gies. This could be combined with detailed calibration methodologies to enable absolute measures

of tissue hemodynamics. The amazingly rapid developments in MRI related techniques can also be

adapted for optical methods. For example, the optical signal can be calibrated in a similar manner

described by Hoge et al [185] in which changes in the relationship between BOLD and perfu-

sion with and without functional stimulation are used to infer oxygen metabolism. Furthermore,

numerical and experimental techniques from DOT can be transferred to DCT to improve the accu-

racy of the measured signal. The present instrumentation is capable of acquiring basic tomographic

data with a trade-off in temporal resolution. This would readily enable a better quantification in

applications where this trade-off is tolerable [40].

One could immediately consider applications of the present state of this technology. Here I

list a few of these applications outlining the shortcomings of existing methods and how this hybrid

technology could be useful.

1. Bed-side monitoring unit in the neuro-intensive care unit (NICU) for trauma patients:

Currently, trauma patients admitted to the NICU are monitored with a multi-probe assembly

which monitors the hemodynamics parameters as well as other indicators of the physiolog-

ical status of the injured brain [48, 82]. However, currently, the hemodynamic information

is accessible either through single-shot measurements ( MRI, Xenon-CT, PET) or probes

attached directly onto the brain surface through a burr hole drilled on the skull such as Li-

cox brain tissue O2 monitor (Integra NeuroSciences, Plainsboro, NJ) [105,367], intracranial

pressure monitor, jugular venous oximeter, central venous or Swan-Ganz catheter, and arte-

rial blood pressure monitor. Both options are obviously undesirable since the former does

not provide adequate information and some patients can not be transfered to the instruments
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and the latter is invasive and limited to one position on the brain.

Our instruments can provide important additional data as well as having the potential to

replace the oximeters. This technique is unique in being able to monitor changes in cerebral

blood flow through the intact skull, on many locations over the brain and through extended

periods over hours and even weeks continuously. Previously optical techniques (without

flow) have been applied to this patient population with some success [157, 158].

2. Pediatric Neuro-Intensive Care Monitoring of Infant Brain

Many sick infants are admitted to the pediatric neuro-intensive care unit (PNICU) with se-

vere cerebral hypoperfusion due to cardiac disease as well as other conditions. The man-

agement of these individuals is complicated due to their age and fragility. There are no

easily accessible non-invasive methods that allow for long-term, continuous monitoring.

This population is particularly accessible to our technology since the skull is thinner and

even transparent. Previous studies with instrumentation of similar nature measuring cere-

bral oxygenation have shown that these measurements have great potential in the care of

infants [28, 178]. Therefore, we expect that our technology can be readily applied to the

monitoring of cerebral hemodynamics in these infants.

Furthermore, this technique can provide the ability to do extensive research on the nature

and progress of disease in comparison to the development of healthy infants.

3. Sleep studies of patients with sleep disorders

Patients with symptoms indicating sleep disorders such as sleep apnea are regularly diag-

nosed through a series of doctor visits with different specialties (e.g physicians, pulmo-

nologists, neurologists) and tests of varying complexity. The diagnosis of sleep apnea is
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complicated because many factors can disturb sleep. A common test called multiple speed

latency test is mostly an empirical test since it relies on the time to fall asleep. Another, more

objective test is polysonmography which is a multi-function probe recording cerebral elec-

trical activity , heart rate, respiratory function, air flow, blood oxygen levels and the muscle

activity. It has the potential to not only diagnose the disorder but also to indicate its severity.

Our technique can improve the data available to the latter test. Cerebral blood flow can be

monitored regionally and continuously and can be related to the brain metabolic state.

4. Monitoring of stroke patients

A critical improvement to the treatment and management of patients who had suffered a

stroke would be the ability to monitor the brain metabolism locally and continuously. Physi-

ological problems associated with a stroke are similar to that of TBI described above [48,82].

Currently, there is no non-invasive method of this monitoring and our technique can fill in

this gap.

5. Functional studies

Functional activation studies are of great importance to neurology and neuro-science in the

development of both the fundamental understanding of brain physiology and disease. It is

desirable to improve upon invasive (as in bolus injections for some PET and MRI studies)

and non-invasive but uncomfortable methods. One main disadvantage of other available

methods for measuring regional blood flow is that it is not possible to take data in natural

surroundings which impact the value of functional studies.

6. Cerebral Monitoring of Cardiac Surgery Patients

It is widely believed that cardiac surgery patients undergoing by-pass surgery have cerebral
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injury due to surgery [193,266,312,358]. Currently, there are no efficient means of monitor-

ing the cerebral well-being of these patients. A major obstacle is that invasive methods such

as Licox probes described above can not be implanted since these patients are all placed on

heparin (a blood thinner) at surgery which induces a high risk of a brain hemorrhage.

Our technology, could prove to be of critical use in this patient population since it does not

pose any risks to the patients and the results are available real-time.

Finally, this technique can be compared to other methodologies for measuring cerebral blood

flow;

1. Laser Doppler

Laser Doppler (LD) methods are physically very similar to our techniques, and the basic

principles are essentially the same [52]. However, mainly due to practical problems in de-

tection, there is an important limitation of LD probes where point by point or scanning (Laser

Doppler Scanning, LDS) is carried out with very closely spaced source-detector fibers. This

limits the penetration to about ∼ 0.5 mm below the surface. Therefore, the skull has to be

removed to access the brain. Recently, there has been some developments which has enabled

the penetration to go up to about ∼ 5 mm in laboratory settings in skeletal muscles [34] but

this is still prohibitive for applications on human brain where the skull thickness can exceed

10 mms.

2. Laser Speckle Flowmetry

Laser speckle flowmetry (LSF) is another optical technique that deals with the same physics

as our technique [52]. It is a camera based technique that has recently been introduced to
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examine cerebral hemodynamics in rodents. It has not yet been commercialized and its ap-

plication in humans is limited mostly to measurements during open-skull surgery. The pene-

tration depth is limited to about ∼ 0.5 mm and there is no apparent technique for increasing

the penetration depth [112].

3. Doppler Ultrasound

Modalities based on Doppler ultrasound use the frequency shifts in an ultrasound beam to

image blood flow. However, due to technical issues, it has, so far , been able to only measure

blood flow through large vessels [36, 212]. The present status of the technology limits its

application to short, point measurements limiting its applicability. In contrast, the diffuse

correlation methods measure an average tissue blood flow, sensitive mainly to the smaller

(e.g capillaries) vessels and can be used in a regional manner and longitudinally. Further-

more, optical probes can be secured tightly on the tissue and are relatively insensitive to

movements [411].

4. Arterial Spin Labeling MRI (ASL), Flow-Sensitive Alternating Inversion Recovery MRI

(FAIR) and other developing MRI modalities

ASL [22,102,104] and FAIR [211] are two modalities of magnetic resonance imaging (MRI)

that are sensitive to perfusion/flow and have been used extensively in the brain. Additional

MRI modalities are available for perfusion measurements but they require bolus injections

making them less desirable. Although they offer a “full-head” imaging capability and can

readily be co-registered with the high-resolution anatomical information of MRI and other

functional MRI modalities (e.g blood oxygen level dependent, BOLD), their use in some
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clinical settings is limited due the nature of the measurement. The presence of strong mag-

netic fields makes them difficult to use in some settings such as the intensive care unit.

Therefore, they are generally single-shot measurements where the patients are transferred

into the magnet and held still for ∼ 30 − 60 minutes. Furthermore, the instruments them-

selves and instrument-time is expensive. Additional difficulties arise due to patient specific

problems. It is sometimes difficult to hold infants still and some patients are claustrophobic.

Our techniques do not provide the rich anatomical information and “full-head” imaging ca-

pabilities of MRI modalities but instead provide long-term, non-invasive and relatively inex-

pensive local measurements.

5. Xenon Computer Tomography (Xenon CT)

Xenon CT is used in the clinics for measurements of “full-head” maps of cerebral blood

flow [293, 406]. It is a modality which dynamically scans the head using a CT system while

the patient inhales Xenon gas. Although Xenon inhalation carries very little health risks,

there is some risk due to the radiation exposure from the CT scans.

It is gaining acceptance as a complementary modality in some intensive care units in prefer-

ence over MRI and PET modalities. However, its use is still limited to several measurements

at distinct time-points (i.e still essentially a “single-shot” modality). The instrument and the

Xenon gas itself is quite expensive.

Although in theory more accessible than MRI instruments (can be present at the ICU), the

patients should still be transferred into the device and held still for ∼ 30 − 60 minutes.

Additional difficulties arise due to patient problems, such as infants that can not be held still

without great discomfort. There is only slight issue of claustrophobic patients. Furthermore,
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Xenon CT instruments are still relatively uncommon being present in only a few centers in

the USA.

Our techniques do not provide the rich anatomical information and “full-head” imaging ca-

pabilities of CT modalities but instead provide long-term, non-invasive and relatively inex-

pensive local measurements.

6. Positron Emission Tomography (PET)

PET is a modality that offers direct measurements of a variety of physiological parameters

including blood flow [141], glucose metabolism [305] and oxygen metabolism [141]. How-

ever, use of radioactive materials limits its applicability in some clinical settings such as the

intensive care unit [292]. It shares similar problems as MRI and Xenon CT modalities men-

tioned above in terms of expense, availability, patient discomfort and inability for long-term

monitoring. Furthermore, PET requires injection and/or inhalation of chemicals and uses

radioactive materials.

There are a lot of issues that are yet to be resolved. A long way has already been covered

for diffuse optical tomographical methods whereas diffuse correlation tomographical methods are

in their infancy. I believe that the recent advances in cerebral DOT are exemplary of the poten-

tial developments in DCT. In the following years, we will see a boom in research and clinical

applications.
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4.6 APPENDIX: Principal Components Analysis of Speckle Flowme-

try

As the analysis of the previous sections illustrates, the signal from changes in cerebral blood flow

is complex. Apart from instrumental noise, there is a strong background signal possibly due to

vegetative processes such as respiration and spontaneous fluctuations in blood flow. Furthermore,

changes in large vessels are intermingled with signals from the smaller vessels feeding the ac-

tive neurons. The speckle flowmetry technique does not distinguish depth and therefore, may be

even more contaminated with signals from a mixture of vessels. There is potential in looking for

methodologies that may separate response from different tissue types, extract signals from noise

and identify potential signals that are different in temporal qualities.

Previous experience with optical intrinsic signals (for a recent review see [166]), which are re-

lated to the oxygenation changes showed that it is possible and useful to separate different types of

responses. The data from these studies are similar to the laser speckle data sets in that they consist

of a temporal series of 2D CCD images. Researchers were able to extract an approximate repre-

sentation of the signal from the smaller vessels feeding the active neurons using algorithms such

as the principal components analysis [62, 128, 151, 341, 342, 405], repeated measures analysis of

variance [127] and independent component analysis [414]. They were able to effectively improve

the spatial resolution and signal-to-noise.

In this work, I introduce an algorithm using principal components for analysis of laser speckle

flowmetry data as post-script to the previous analyses described. This is a potential new path to

tackle the analysis of the speckle images. Here, I simply demonstrate its feasibility and point out

one additional information that became apparent at the end of this analysis. It should, however, be
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noted that this method requires substantial further development and similar results were obtained

on three of the animals mentioned above but not in all the series measured. This can be attributed

to the nature of the principal components and that each data set should be analyzed independently

of others.

For this analysis, the data set is represented as

d = d(r, t) (4.3)

where d is the gray level at time index t for pixel location r in 2D. In the “traditional difference”

imaging, we would select one image as a baseline or the mean of of several images as baseline

(d0(r, t)) and try to obtain images of the activation by subtracting this from each image either as

d(r, t) − d0(r, t) or (d(r, t) − d0(r, t))/d0(r, t).

The information contained in these set of images (d) can be re-organized by the Karhunen-

Loeve method or in its discrete form by a principal components expansion [341]. Following

Sirovich et al [128, 151] I write this expansion as

d(r, t) =
∑

n

an(t)ψn(r) (4.4)

where ψn(r) are images of the so-called principal components and an(t) are vectors corre-

sponding to temporal components. ψn(r) form an orthonormal basis for the representation of the

data. The principal components are the eigenvectors of the eigenvalue equation

1

N
(
∑

t

d(r, t)d(r′, t))ψn = σ2
nψn(r) (4.5)

where N is the number of images (or “snapshots”) and the covariance matrix (size MxM ) is
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multiplied by ψn on the left. σ2
n are the eigenvalues. an(t) are further obtained by the projection

of d on the corresponding ψn(r) by the inner product of the two. In our case the number of pixels,

M , is larger than the number of images, N , therefore we instead solve a smaller problem

1

M

(

∑

x

d(r, t)d(r, t′)

)

ψn = σ2
nan(t) (4.6)

where the matrix (size NxN ) on the left is proportional to the temporal correlation. We, now,

obtain ψn by the projection of d on the corresponding an as

ψn(r) =
1

σ2
n

(d(r, t), an(t))t (4.7)

where the inner product is denoted by (...)t.

Each an and ψn is uncorrelated to others and therefore, it is possible that the neuronal response

map is represented by one pair of components (ψn and an). However, in general, this is not true and

in trying to extract the neuronal response map a collection of components may have to be chosen.

This is similar to a technique called “truncated differences” [128, 151]. A decision has to be made

based the properties of the principal components and/or their visual inspection. In the simplified

form, to obtain “truncated differences”, one discards all the components above kth components to

eliminate noise.

The first eigenimage, ψ1(r), generally corresponds to the mean of the whole data set which

corresponds to a mean “baseline” flow map which was confirmed by calculating the true mean

of the images. Therefore, by excluding the first eigenimage while constructing the “truncated”

images, we obtain maps of changes from the mean.
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Figure 4.26: Eigenvalues vs eigenvalue index plotted as a “scree” plot. The first eigenimage has
disproportionately high eigenvalue. There are discontinuities at second and sixth eigenvalues and
beyond the tenth value the curve straightens out.

Generally, the eigenvalues are organized in descending order and the corresponding eigenvec-

tors are also organized similarly. They represent the variances of each components and one could

calculate the proportion of total variance (=1) described by first k components as

var =

∑k
i=1 σ

2
i

∑N
i=1 σ

2
i

. (4.8)

For laser speckle data we find that the first few components contain most of the variance.

Furthermore, a “scree” graph of eigenvalues vs eigenvalue index provides a visualization of the

components, their contribution to each image and their relationship to each other. Figure 4.26

shows an example scree graph. We see again see that first eigenimage has disproportionately

high eigenvalue. There are discontinuities at second and sixth eigenvalue and the curve flattens

rapidly beyond tenth value. The discontinuities indicate a natural way of grouping the data. Any

abnormalities in data such as few images with disproportionately high noise would show up as

outliers in such a graph.
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Figure 4.27: A selection of twelve eigenimages from an eight seconds, 2 mA stimulus. Eigen-
images 2,4 seem to correspond to large vessels whereas eigenimage corresponds to a network of
smaller vessels. Eigenimage 3 is similar to the AFC area visible from “traditional difference imag-
ing” and presumably corresponds to response from capillaries.

Now that we have visualized the contributions due to different components, we visually inspect

them to see if they contain any obvious information about the neuronal response.

First, we begin by inspecting the individual eigenimages (ψn(r)). Figure 4.27 shows a selec-

tion of twelve eigenimages from an eight seconds, 2mA stimulus. It is evident that the eigenimages

clearly separate response from large vessels (eigenimage 2,4), localized response presumably close

to the neuronal representation (eigenimage 3) and network of smaller vessels (eigenimage 5). Sev-

eral other images show large vessels and the images rapidly degenerate to noise. This type of

separation by single eigenimages was achieved in around sixty percent of the series investigated

from three animals. In others, few (2-4) eigenimages looked alike and reconstructed images by

their summation provided similar information. Most commonly the localized response was evi-

dent and was similar to the results obtained in the previous sections.

Figure 4.28 shows a selection of the temporal components (an(t)) corresponding to the shown

eigenimages. For clarity, we have averaged together 10 sets of 20 second activation paradigms.
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These plots correlate well with what was guessed from the eigenimages. In Fig 4.28, the third

component is immediately visible as the flow time curve similar to those obtained by Laser Doppler

methods and by statistical representation of “traditional difference” methods (see Figures 4.18 and

4.19). Components 2 and 4 resemble slower, flatter changes. Comparing these findings to the

eigenimages, it becomes evident that this process may have separated vascular response from larger

vessels and capillaries. The latter corresponding, presumably, to the capillaries that feed the active

neurons and the former to larger vessels feeding those capillaries. The response of the latter is

slower and does not have a peak-plateau. The mean response (component 1) has a similar temporal

behavior as component 2.

This may be a complete coincidence. To further convince ourselves, we again look at the cor-

relation of these results with the stimulus presentation. A box car is again defined as described in

Section 4.3.2.3. Furthermore, we have tested two more functions, namely a box-car function that

1 second forward shifted and extended in duration relative to the stimulation and finally a gaussian

curve which is visually matched to the laser Doppler curves. It was found that all three results were

qualitatively identical. Figure 4.29(top) shows correlation coefficients for the first 10 components

beyond which it oscillated around zero indicating that there is no correlation with the stimulation.

A close look reveals that Figure 4.29(bottom) shows the highest correlation at component 3 and

similar correlation for component 2 and 4. This observation supports our hypothesis that the vi-

sual inspection of the eigenimages and temporal components revealed information that is directly

related to the various components of the stimulus and are not the result of a random coincidence.

Other components with high positive or negative (negative coefficient is as significant as a positive

due to the nature of principal components analysis) coefficients correspond to significant vascular

coefficients.
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Figure 4.28: Selected temporal components from PCA corresponding to the eigenimages shown.
The curves are obtained by averaging ten sets of stimuli as before.
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Figure 4.29: (Top) Correlation with an unshifted box-car (blue), shifted box-car (green) and gaus-
sian (yellow) representation of the stimulus presentation. (Bottom) A closer look at only the first
ten components.
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The above analysis provided a basis for extracting a set of principal components for recon-

structing a “truncated” image that represents the neuronal response. In some cases, this was derived

from a single eigenimage, in others few eigenimages were used after inspection of the images, tem-

poral components and the correlation coefficients with the stimulus presentation. By reconstrucing

a dr(r, t) using only these components in Equation 4.4, we can generate a time series images

similar to Figure 4.17. This provides yet another way of separating signals from noise.

In conclusion, the principal components analysis has provided (1) a representation of the AFC

response area similar and potentially more accurate than “traditional difference imaging”, (2) an

identification of the shape of the temporal response was without any ambiguities about the choice of

thresholds, (3) a suggestion that the large vessels behaved differently than the smaller, presumably,

capillaries. This is a promising new algorithm to be employed in the analyzes of speckle flowmetry

images. With more experience in interpreting the PCA results, creating better input data sets and

with more statistical evidence, it may prove to be a useful tool to extract information that is not

easily visible (e.g the large vessel vs capillary response) from “traditional difference imaging”.

It should be noted here that we were not able to obtain similar results by choosing a ROIs that

corresponded to the large vessels only and that these results are so far mainly anecdotal.

4.7 APPENDIX: Hemodynamics of Hyperventilation Measured on

Human Brain

For the hyperventilation studies of global changes, four DOT and eight DCT detector positions

were used with six source positions for DOT and a single source for DCT (Figure 4.30). A non-

uniform range of separations were available for DOT and the inherent symmetry of the probe was
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used to calibrate the source-detector coupling coefficients. Thus, we were able to obtain absolute

values of the oxygenation as well as the baseline optical properties. DCT used four separations

which enables us to separate signals from the skin/skull and the brain. The largest separation was

3 cm for DCT and 6 cm for DPDW. The fibers were attached to a flexible, dark, silicone pad and

held in place tightly on the volunteer’s head by layers of straps. One frame was acquired every two

seconds.

Healthy volunteers were recruited and screened for history of previous neurological and cardio-

vascular diseases. None had a reported history. A certified physician/neurosurgeon was present at

all times. For the hyperventilation studies, an oxygen tank was available in case the subjects needed

oxygen following the experiment. The protocol was approved by the Internal Review Board (IRB)

of University of Pennsylvania.

The subject was asked to sit down comfortably and the probe was placed on the side of the

forehead, right below the hairline where the skull is thinnest (Figure 4.30. It was held tightly in

place with medical straps which also covered their eyes. The subjects reported a slight sense of

tightness initially. They were then asked to relax for few minutes while the signal levels were

tested. It was possible (in most cases) to identify problems with probe placement from the signal

level and the shape of the correlation curves. If necessary, the probe was readjusted until the

signals were judged to be adequate. Following a three minute baseline, the subject was asked to

take very deep breaths at 2Hz. The rate was controlled by auditory signals from the experimenter.

After 30 seconds of hyperventilation, the subjects stopped and relaxed for five minutes. This was

repeated twice on each subject. Some subjects noted increased pulse rate and one subject had a

mild sensation of dizziness. Longer baselines were obtained for subjects where abnormal shifts

were observed. Ten volunteers (n=10) were recruited for the hyperventilation study. Two were
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discarded because a great deal of motion was noted during the data acquisition and data analysis

revealed artifacts. They were, however, used to calculate the average baseline properties. Another

two were discarded because the data showed large shifts and noise, potentially a result of probe

misplacement.

Different data analysis methods were described in details in Chapter 2. A multi-distance,

wavelength dependent semi-infinite fit was used to extract the optical properties when using the

probe shown in Figure 4.30. Absolute values of Yt, THC and the optical properties were measured

during baseline. The relative values were calculated during the stimulus presentation.

Figure 4.31 shows the typical hemodynamic response to hyperventilation. As expected, there

is a distinct decrease in oxygen saturation (Figure 4.31(a) which recovers to baseline following hy-

perventilation. Figure 4.31(b) shows the change in cerebral blood flow normalized to the baseline

from one volunteer with a characteristic decrease. In some volunteers (n=3), an initial increase was

observed prior to the flow decrease during some runs (n=4) as also seen in the second run in Figure

4.31. This was unexpected and could potentially be due to increased heart rate that was reported,

or perhaps due to a lag time in volunteer response, i.e shallower breaths for the early period. A

small early increase in pCO2 was reported in one prior study [300] (although the protocols are not

identical) which may lead to an early increase in CBF. Better monitoring of physical parameters

such as the exhaled carbon-dioxide, heart rate and blood pressure may enable us to overcome this

ambiguity.

Two trials per volunteer were block averaged and the resulting curves were averaged over all

volunteers (n=6). This resulted in a mean CBF decrease of −45.5 ± 11.5%. Baseline oxygen

saturation was found to be 68 ± 5.3% and change was −3.75 ± 0.95%. Mean total hemoglobin

concentration was 85 ± 22 µ M. However, both the absolute value and changes depended on the
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Cz

Figure 4.30: Placement of sources (red), DOT (blue) and DCT (green) detector fibers are indi-
cated.(a) Placement of the probe for hyperventilation at the side of forehead below the hairline.
Source detector separations range from 0.5 cm to 6 cm for DOT and from 0.5 cm to 3 cm for DCT.
10-20 system is indicated by the black grid.

(a)

(b)

Figure 4.31: Change in (a) oxygen saturation and (b) cerebral blood flow (b) due to hyperventila-
tion.
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assumed values of the scattering (µ′
s = 10 cm−1) and background chromophores (water to lipid

ratio of 50%). Oxygen saturation was found to be independent of this assumption. This is the

result of our inability to calibrate the phase of the observed signals which could be avoided by

better modeling/calibration of the source detector coupling. For the purposes of this feasibility

study, this additional complication was not necessary. Observed changes in blood flow are similar

to that reported in the literature (≈ 40 − 50% reduction in CBF) [340, 369]. The oxygenation and

blood volume changes have the same trend observed elsewhere [137, 300].
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Chapter 5

Hemodynamics of Other Physiological

Conditions

5.1 Outline

In this chapter I present measurements of hemodynamics on two different physiological conditions;

(1) human arm and leg muscles, (2) mice tumors undergoing photodynamic therapy. These mea-

surements further demonstrate the utility of the hybrid method and the range of its capabilities. The

measurements on muscles are examples of dynamic and large tissue volumes under extreme condi-

tions, whereas mice tumors are relatively small, diseased tissue volumes undergoing hemodynamic

changes due to treatment. Optical techniques are validated in these measurements by comparing

to other modalities. In case of photodynamic therapy, a strong correlation was found between

hemodynamic changes measured and treatment efficacy, indicative of great clinical potential.
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5.2 Muscle oxygenation and flow during cuff occlusion of arm and

leg flexor muscles and during plantar flexion exercise

5.2.1 Introduction

In this section, I describe measurements of hemodynamics in arm and leg flexor muscles of adults

during exercise and cuff occlusion. After describing the clinical relevance of these measurements

and presenting a case for the utility of hybrid optical techniques in this field, important instru-

mentation/methodology questions are answered experimentally. Specifically, diffuse correlation

spectroscopy is shown to be able to penetrate through the upper layers and probe the muscle tis-

sue with adequate signal-to-noise and without intractable problems due to motion artifacts. The

hemodynamic response in healthy adults is characterized and an anecdotal study of a patient with

peripheral arterial disease (PAD) is presented. These results are first of a kind where flow and oxy-

genation is measured simultaneously in this setting, enabling estimation of the oxygen metabolism.

The results are compared to the literature as a preliminary validation. The presentation here follows

our previous and upcoming papers [120, 408, 411].

5.2.1.1 Clinical Relevance

Characterization of the oxygen consumption and metabolism with optical methods in skeletal mus-

cles has important implications in exercise medicine [269], for treatment, screening and under-

standing of diseases such as the peripheral vascular disease (PVD) or peripheral arterial disease

(PAD) [133, 259], as well as for fundamental understanding of the workings of the muscle within

the context of the cardiovascular system [64, 71].
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When muscles do work, energy is consumed, which, in turn, increases the demand for oxy-

gen. The body tries to meet the demand by supplying more oxygenated blood and by increasing

the blood flow speed. Different tissues respond differently and have a varying ability to com-

pensate for the increased demand. Skeletal muscles are particularly responsive and very large

changes in hemodynamics are possible. The measurement of hemodynamics is complicated due

to large changes in the physical shape of the muscle doing exercise [220]. The relationship be-

tween measurable quantities such as blood oxygen saturation (arterial, venous or tissue averaged),

total hemoglobin concentrations and blood flow speed and tissue metabolism is not trivial [64]. In

fact, the tissue metabolic rate of oxygen consumption (TMRO2) in the skeletal muscles has been

modeled in a similar manner to the cerebral metabolic rate of oxygen consumption (CMRO2) (see

Section 2.3) for the simplest paradigms [78, 187, 289].

In sports medicine, useful information can be obtained by monitoring the improvement of an

athlete’s maximum capacity [269,283]. Diffuse optical tomography/spectroscopy [35,71,111,172,

237, 322, 379, 397] has successfully been applied to measurements in a large variety of conditions

from simple plantar flexions to speed skating [26,27,32,68,87,97,196,237,249,282,303,319,354,

391].

In our laboratory, we are monitoring the progress and treatment of peripheral arterial disease

(PAD) which is a common circulation problem in which the arteries that carry blood to the legs

or arms become narrowed or clogged. PAD affects about 1 in 20 people over the age of 50, or

10 million people in the United States. More than half the people with PAD experience leg pain,

numbness or other symptoms. One of the simplest and most useful parameters to objectively as-

sess lower extremity arterial perfusion is the Ankle Brachial Index (ABI) and Thigh Brachial Index
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(TBI). The TBI and ABI help define the severity of the disease and successfully screen for hemo-

dynamically significant disease. TBI/ABI are easily reproducible indirect measures that roughly

correlate with clinical improvement. Non-invasive spectroscopic and imaging methods measuring

the hemodynamic response of PAD patients would enhance the screening and monitoring of treat-

ment by allowing simultaneous measurements of multiple parameters at multiple locations [379].

5.2.1.2 Need for Optical Techniques

Over the years, a variety of non-invasive techniques have been developed to study tissue hemo-

dynamics of the muscle; (1) Conventional venous occlusion plethysmography has been employed

for more than 50 years [318, 387], however, since venous occlusion interrupts the blood flow to

the whole organ, it does not provide regional information, and can only be used in the static state

or during brief exercise. (2) Ultrasound Doppler is another common clinical tool used to mea-

sure blood flow in large vessels [229, 230]. However it is not sensitive to blood flow in smaller

vessels, and does not readily allow continuous measurements during exercise. (3) Laser Doppler

can non-invasively monitor the flow change, but most systems measure the tissue surface only (i.e.

penetration depth < 500 µm) [33,201]. Very recently, Binzoni et al [34] have extended its applica-

tions to deeper tissues using a larger (1.5 cm) source-detector separation. However, they have not

reported results from larger separations and the current status of the published work limits its appli-

cability due to limitations in penetration depth (see Section 5.2.4.1). (4) MRI/NMR spectroscopy

has high temporal and spatial resolution, and so has become a standard technique for noninvasive

measurement of the metabolic response; however, its clinical use is limited due to high cost and

poor mobility [69, 70, 144, 304, 361, 362]. (5) Finally, PET [56] has similar clinical limitations,

and also has poor spatiotemporal resolution compared to MRI. NMR spectroscopy and PET can
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measure metabolic response directly which is not yet possible with optical methods and hence have

to rely on multi-parameter measurements (see Section 2.3).

Near-infrared spectroscopy has filled a part of this void by determining local tissue blood oxy-

gen saturation (StO2) and total hemoglobin concentration (THC) with high temporal and limited

spatial resolution. The instruments are generally portable, relatively inexpensive and flexible. Un-

fortunately, it can not readily be used to measure oxygen metabolism. Some groups have es-

timated blood flow and oxygen consumption rate in muscle tissue from the change of THC or

deoxy-hemoglobin concentration by applying a venous occlusion or an arterial occlusion to a

limb [97, 218, 396]. Although successful in achieving similar results as venous occlusion plethys-

mography, they also suffer from the same short-comings due to the interruption of blood flow

during occlusion. Therefore, it is desirable to develop methods for non-invasive, continuous mea-

surement of dynamic blood flow in local muscles that could be combined with measurements of

oxygenation. This is where, I believe the hybrid optical method combining DOT and DCT have a

lot to offer for measurements of hemodynamics in muscles.

5.2.1.3 Translation of Small-Tissue Instrumentation to Human Muscles

Diffuse correlation tomography, being similar to DOT in its formalism and instrumentation should

work in this realm where DOT has had great success. Our previous experience on measurements

in the brain support this hypothesis. In order to translate the hybrid technique to measurement of

hemodynamics in skeletal muscle and to the clinic, several issues has to be addressed:

1. Can DCT penetrate through upper layers, such as fat and skin to the muscle? (see Figure

5.1(c))

2. Are hybrid measurements sensitive to changes in oxygenation and flow in the muscle?

163



3. Is it feasible to design probes for exercising calf muscle that are comfortable, have adequate

contact and are not affected heavily by motion?

4. What is the range of healthy response and is it separable from the diseased muscle response?

5. Can TMRO2 be reliably estimated using a simple model?

This study was designed to address these issues by characterizing the response of the healthy

arm and leg muscle to prolonged cuff occlusion and light exercise using the Generation IV in-

strument (see Chapter 3). Briefly, three wavelengths – 676 nm, 786 nm, 830 nm – modulated at

70MHz for NIRS measurements and a continuous wave laser with long coherence length at 800nm

for DCS were used. The probe shown in Figure 5.1 had one source (red) fiber at the center of

eight DCT detector fibers (green) and four DOT detector fibers (blue) with six source (red) fibers

arranged in a 3 cm radius circle. Black, flexible silicone material was used to tightly hold the fibers

in place and elastic straps were used to fix the probe around the muscle. Source detector separa-

tions ranged from 0.5 - 3 cm for DCT and 0.5 - 6 cm for DOT. The volunteers did not report any

discomfort associated with the placement of the probe. A complete set of data was acquired every

2.5 seconds.

5.2.2 Experimental Protocol

5.2.2.1 Cuff Occlusion

Cuff occlusions were used to investigate the different layer responses in order to estimate the

penetration depth and to validate the results in the ischemic states. The hemodynamic response to

extended cuff occlusion has been fairly thoroughly measured and characterized and is, therefore, a

good model to validate our results.
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(a) (b)

(c)

Figure 5.1: (a) A circular probe made of elastic, black silicone (RTV) with four DOT detectors
(blue), eight DCT detectors (green), six DOT and one DCT source fibers (red) was attached to the
calf or forearm muscle with straps (see (b)). Drawing modified from ref [161]. (c) The layered
structure of the muscle with overlaying adipose tissue and skin. Dashed lines indicate the photon
paths for different source-detector separations.
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We have particularly concentrated on the reactive hyperemia following the cuff-release. The

reactive hyperemia after cuff occlusion is the transient increase in blood flow following rapid re-

lease of an inflated cuff and is related to the ability of the organ’s auto-regulation [306]. It is a

heterogeneous response that varies between organs. For example, skeletal muscles show moderate

auto-regulation while cutaneous layers including the adipose tissue show little or none [306]. The

tissue hypoxia and related build up of vasodilator metabolites during extended occlusion lead to di-

lation of the arterioles and a decrease of vascular resistance leading to reactive hyperemia. During

this period, oxygen is replenished and metabolic stimulus for vasodilation is washed out, causing

vasoconstriction and thus blood flow and oxygenation return to their normal resting levels. The

amount of this accumulation depends on the metabolic rates and the lower metabolism of the adi-

pose tissue results in lower hyperemic response than the muscle tissue. We used this observation

to investigate the penetration depth of DOT and DCT at a given source detector pair by comparing

the hyperemic response observed from each pair. The result was compared to expectations from

modeling of light penetration (Chapter 2) and the estimates of muscle depth. A Lange Skinfold

Caliper (Beta technology incorporated, Cambridge, Maryland) was used to measure mechanically

the thickness of the skin and the subcutaneous fat layer (and the fascia) above muscle (see Figure

5.1(c)).

Cuff Occlusion of Arm flexors

Subjects were asked to lie supine and resting arm blood pressure in the brachial artery was mea-

sured. The optical probe was then placed over the wrist flexors (carpi ulnaris, palmaris longus,

carpi radialis, digitorum superficialis) and secured with an elastic bandage. After three minutes of

166



Subject 
Motion

    Cuff 
Pressure

Arm-Muscle Measurements

Time (min)

   Right Arm

0 3 6 9 12 15 18

   Left Arm

(a)

0 3 6 9 12 15 18 21

Subject 
Motion

    Cuff 
Pressure

Calf-Muscle Measurements

Time (min)

(b)

Figure 5.2: Timing diagrams for (a) arm, (b) leg. The baseline “recovery” timings are approximate.
Further details are explained in the text
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resting baseline measurement, the blood pressure cuff was inflated to 180 mmHg, held for 3 min-

utes and then released. Recovery measurements were made for 3 minutes (or longer if necessary).

Figure 5.2(a) illustrates the protocol.

Cuff Occlusion of Leg flexors

Subjects were asked to lie on their side to allow for access to the popliteal artery while resting thigh

blood pressure in the popliteal artery was measured. The subjects then resumed the supine position

and the optical probe was placed over the calf flexor (medial gastronemius) and secured with an

elastic bandage. After three minutes of resting baseline measurement, the blood pressure cuff was

inflated to 200 mmHg, held for 3 minutes and then released. Recovery measurements were made

for 3 minutes or longer if necessary. Figure 5.2(b) illustrates the protocol.

5.2.2.2 Plantar Flexion Exercise

Following cuff occlusion of the leg and subsequent recovery period, subjects were then asked to

stand and after the 3 minute baseline, perform 30 plantar flexion exercises (toe-ups) within one

minute. Figure 5.2(b) illustrates the protocol.

Plantar flexion exercise was selected because it works the gastrocnemius muscle and can be

performed while stationary. This muscle is used in both stair climbing and walking and lack

of sufficient blood supply to this muscle in PAD patients results in symptomatic calf pain. The

gastrocnemius muscle is of adequate size and easily localized for placement of the optical probe.

In an ongoing study utilizing PAD patients (unpublished study Mohler et al, UPENN), the exercise

was sufficiently easy to be completed by all subjects. The 30/minute PF exercise intensity was rated

easy to somewhat difficult, by all control subjects but PAD subjects commonly rated the exercise
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as hard. Improvement in the rate of oxygen resaturation from plantar flexion exercise (half time to

recovery) has been shown to correlate to improvements in TBI and ABI after revascularization in

PAD patients [205].

5.2.2.3 Volunteer Population

The studies were approved by the Institutional Review Board (IRB) at University of Pennsylvania

and took place at Hospital of University of Pennsylvania. Two female (n=2) and seven male sub-

jects (n=7), ages between 24-34 (mean 28.4 ± 3.0) were recruited by verbally informing them of

the ongoing study. None of the volunteers have reported any problems with their circulation or any

pain in their extremities. An additional study was carried out with one PAD patient aged 65 who

complained of problems in both legs but none in the arms. Volunteers were comfortable with the

placing of the optical probe and the measurements procedure. The ankle brachial index (ABI) of

the healthy subjects is 1.01±0.02 whereas the ABI of the patient is 0.4 which is considered to be

indicative of severe PAD according to the Rutherford-Becker Classification [321].

5.2.3 Data Analysis

5.2.3.1 Oxygenation and Flow

The basic analysis method follows Chapter 2. Briefly, for oxygenation, we model the tissue with

the wavelength-dependent semi-infinite solution to the photon diffusion equation to fit for the

changes in optical properties and estimate changes in hemoglobin concentrations. A range of

source-detector separations were used simultaneously to do a multi-distance fitting. The circular

symmetry of the probe was used to calibrate the source and detector fibers. A similar approach
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was taken to estimate blood flow using a semi-infinite model. Our model assumes the baseline re-

duced scattering coefficient as µ′s(λ) = 5 cm−1 from literature [379]. This assumption could affect

the estimated relative changes. We investigated this by varying the assumed value and comparing

the effective change in both absolute and relative hemoglobin concentrations. A 100 % change in

baseline optical properties introduces less than a 5 % error in calculated relative concentrations.

The error induced into the calculated rBF was also estimated and less than 1 % change was found

which is lower than the experimental noise. This assumption is a temporary limitation which could

be avoided by employing more source fibers and by calibrating the coupling coefficients of the in-

strument more accurately. However, the hemodynamic changes to be investigated are much larger

and these errors are tolerable.

5.2.3.2 Tissue metabolic rate of oxygen consumption

Tissue metabolic rate of oxygen consumption (TMRO2) is modeled in the same manner CMRO2

was modeled previously (Chapter 2) combining the blood flow data and oxygen saturation data.

Briefly, in steady-state, TMRO2 depends on the difference in oxygen concentration across the vas-

culature (i.e. arteriole minus venous) times the blood flow rate: TMRO2 = (OEF )(BF )([O2]a).

Here [O2]a is the arteriolar oxygen concentration, OEF is the oxygen extraction fraction de-

fined as ([O2]a − [O2]v)/([O2]a), subscripts v and a denote venous and arteriole sides, x de-

notes multiplication, and BF is tissue blood flow. This model was applied previously to mus-

cle by other groups [78, 187, 289]. After a series of assumptions as discussed previously in

Section 2.3, the relative changes can be determined as rTMRO2 = (rOEF )(rBF ) where

OEF = (SaO2 − StO2)/(γSaO2) where SaO2, and StO2 are arteriolar, and tissue saturations

respectively, and γ indicates percentage of blood volume contained in the venous component of
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the vascular system. SaO2 is not measured by DOT but is assumed to stay constant near unity.

This assumption was verified and 98% arterial saturation was assumed during the mild plantar

flexion exercise [303]. As before, we also assume that γ does not change and divides out of the

equation for rOEF. Although this may not be true, i.e the percentage of blood volume contained in

the venous component of the vascular system can change during each plantar flexion, the influence

of γ change could be decreased by the averaging effect of 2.5 sec sampling time in our study and

the even controlling of mild exercise power. A detailed discussion about this assumption error is

beyond the scope of this study (for its effects on measurements of rat brain hemodynamics, see

Culver et al [91]). The changes in pH level in tissue during exercise may also influence oxygen

consumption rate. Fortunately, no significant pH change during this mild plantar flexion exercise

has been found [238]. We do not attempt to estimate TMRO2 during cuff occlusion because this

model fails in that regime. Furthermore, any potential complications due to changes in temperature

and other chemicals are beyond the scope of this study. Some modeling assumptions involved are

re-visited in the presentation of the results where we compare the findings to the literature.

5.2.3.3 Investigation of Response from Different Layers

As shown in Figure 5.1(c), the probed tissue volume is layered (skin, adipose tissue and muscle).

From diffusion theory, the maximum penetration depth of diffuse light in tissue depends on the

tissue optical properties and the source-detector separation. Therefore, signal from a given source-

detector separation provides the information from different tissue layers that are being probed. In

order to investigate this, data from cuff occlusion (Section 5.2.2.1) is analyzed on a single source-

detector pair basis. Relative blood flow (rBF) was obtained by simply using the DCS data derived

from the corresponding single source-detector pair without averaging. Similarly, the DOT data
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from single source-detector pair was normalized with its baseline value to calculate the relative

change of tissue blood oxygen saturation using the baseline StO2 obtained from multi-distance

DRS measurements as described before.

5.2.3.4 Data Presentation and Response Characterization

Time curves for StO2 (%), THC (µM ) and relative BF (% change) with error bars are estimated

by the standard deviation of 50 time points during the baseline converted to percent error are pre-

sented for both paradigms. rTMRO2 curves are calculated and presented for plantar flexion.

Mean and standard deviation of the mean are tabulated for maximal changes (Max ∆), time con-

stants from manipulation onset (Tm (sec)) to maximal response, recovery half time (T1/2 (sec))

and amount of overshoot (OS (∆%)).

5.2.4 Results and Discussion

5.2.4.1 Do both DCT and DOT Probe Deep Muscle Tissue?

DOT is relatively well understood and has been applied and validated for measurement of skeletal

muscle hemodynamics [237, 322]. The effect of the adipose tissue thickness has also been investi-

gated [371]. However, our results are the first of their kind and and we wished to address the issue

of adequate penetration experimentally. As described in Section 5.2.2.1, the hyperemia following

rapid release of cuff occlusion is hypothesized to have originated from the strong auto-regulation of

the muscle tissue and to a much lesser degree from other surrounding tissues. Therefore, it should

be possible to estimate the depth probed by a given source detector separation by looking at the

hyperemic overshoot after the cuff-release.

Figure 5.3 shows the rBF (top) and StO2 (bottom) responses during leg cuff occlusion from
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different source detector pairs measured on one healthy individual. The magnitude of reactive

hyperemia derived from the source-detector separation of 2 cm is >2 times higher than those from

other shorter separations. According to the results measured by the Lange Skinfold Caliper, the

thickness of the top layers (skin and fat) of leg flexors and wrist flexor are 5.5 ± 0.4 mm and 2.8 ±

0.6 mm respectively (n=9). This is in agreement with the observed hyperemic response considering

that in order to penetrate down to the muscle, the source-detector separation should be >1.5 cm.

These observations, taken together, suggest that the strongest hyperemic signal with the separation

of 2 cm is mainly derived from the muscle tissue layer, whereas the weaker responses from the

shorter separations represent the signals from cutaneous tissues. It is interesting to note that the

StO2 response is weaker at 6 cm similar to that of 0.5 cm. With this large separation, we believe

the diffuse light had reached the bone through the skin, fat and muscle layers and hence probed a

non-reacting tissue-volume.

Reactive hyperemia from human wrist skin using Laser Doppler flowmetry [33] after 4.5-

minute arterial occlusion was observed to be lower in magnitude. Hyperemic skin blood flow

increased ∼ 2 fold which agreed with the 1-2 fold increases we observed from upper layers and

was about two times lower than that from the muscle layer in this study. These findings suggest that

both DRS and DCS are able to probe through the upper layers into the muscles, and it is critical to

choose the source-detector separations in the appropriate range in order to separate the muscular

response from the surrounding tissues.
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Figure 5.3: Response from different source detector pairs during cuff occlusion. (top) rBF from
0.5, 1.0 and 2.0 cm , (bottom) StO2 from 0.5, 1.5, 3.0, 4.0, 6.0 cm source-detector separations.
The hyperemic overshoot increases with increased separation until 6 cm when it becomes similar
to that of 0.5 cm. It is apparent that medium source detector separations, 1.5 − 4.0, cm probe the
muscle whereas the shortest and longest separations probe upper fat, skin and/or bone.
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5.2.4.2 Characterization of the Hemodynamic Response

Cuff Occlusion

Cuff occlusion of the leg flexor and wrist flexor (not shown here) produce a similarly characteriz-

able response; a rapidly strong decrease in rBF (-90 ± 2.4%, n=9) followed by a decrease in StO2.

This lowest measurable blood flow during Cuff occlusion is the so called “biological zero” [359].

StO2 starts to decrease rapidly but does not reach a minimum for ∼ 5 minutes (n=2, from sepa-

rate measurements not shown here), whereas rBF reaches a minimum within the first minute. The

maximum decreases of StO2 (n=9) occurred at the end of cuff occlusion are -16.0 ± 2.8% for leg

and -19.0 ± 3.4% for arm. The typical post-ischemic flow peak overshoots are much higher 126.1

± 55.2 % for leg and 301.3 ± 114.4 % for arm, than the oxygen peak overshoots 3.5 ± 1.0 %

for leg and 11.1 ± 3.4 % for arm. The THC is generally unchanged, however, there is a variation

between trials (not shown here). The results are summarized in Table 5.1 and parametrization of

the hemodynamic curves is shown in Figure 5.4.

The extreme responses of StO2 are comparable with the literature if we compare the values at

the 3rd minute of occlusion as in the arm [98, 262] and the leg [35, 379]. This is not surprising

since similar NIRs technology and similar source-detector separations (2-5 cm) were used.

Other modalities have also been applied to study the flow changes during reactive hyperemia

in similar protocols. Studies with Doppler Ultrasound imaging report a 3 to 6 fold peak hyperemic

flow after 2 minutes of forearm occlusion [229, 230] which is comparable with DCT finding of

∼ 4 fold reactive hyperemia. Both conventional venous occlusion plethysmography [125,352] and

MRS based plethysmography [361, 362] observed ∼ 7.5 fold (range 5-12 fold) increases during 3

to 5 minute forearm or calf arterial occlusion which is about 2 times higher than DCT findings in

175



Figure 5.4: Illustration of the parametrization of the hemodynamic curves during cuff-occlusion

agreement with findings of earlier optical studies with NIRS [99, 371, 372]. Arterial spin labeling

(ASL) MRI was found to be in good agreement with other established standards, such as PET and

radioactive microsphere measurements [304], however, large variations in reperfusion peaks after

5-minute calf occlusion were found [304, 361, 362] which may be due to the inability of MRI to

measure baseline flow accurately which necessitates the use of other modalities to approximate the

baseline flow [304]. Therefore, we rely on comparison of MRI to plethysmography where a 3.8

fold larger increase was observed [361, 362]. Since DCT flow is 2 times lower than plethysmo-

graphic flow which is 3.8 times lower than ASL flow, we roughly estimate the difference between

DCS flow and ASL flow by multiplying these two factors: 2x3.8 = 7.6, that is, the DCT flow is

∼7.6 times lower than MRI flow. All these inconsistencies between different modalities can be

explained in terms of methodological differences which result in differences in the probed vascula-

ture, tissue volume and regions of interest that are being monitored. However, overall, our results

are promising and are in relatively good agreement with the literature. More direct comparisons

between modalities are being designed in our laboratory.
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Parameter Subject Tm (sec) Max (%) T1/2 (sec) OS (%)

Leg occlusion
StO2 Healthy (n=9) 180 -16.0 ± 3.3 35.2 ± 9.0 3.5 ± 1.7
(%) PAD (n=1) 180 -15 98 1.5

THC Healthy (n=9) N/A 2.6 ± 5.3 N/A N/A
(µM ) PAD (n=1) N/A -8 N/A N/A
rBF Healthy (n=9) 52.2 ± 11.5 -90.0±2.4 27.3± 4.7 326.1 ± 55.2
(%) PAD (n=1) 60 -93 67 165

Arm occlusion
StO2 Healthy (n=9) 180 -24.4 ± 4.2 20.3 ± 5.3 11.1 ± 3.4
(%) PAD (n=1) 180 -23 23 10

THC Healthy (n=9) N/A 2.0 ± 6.2 N/A N/A
(µM ) PAD (n=1) N/A -5 N/A N/A
rBF Healthy (n=9) 27.7 ± 9.1 -90.4±2.8 11.9± 2 401.3 ± 114.4
(%) PAD (n=1) 21 -92 12 310

Table 5.1: Tabulation of the hemodynamic response to cuff-occlusion. Time to reach maximal
change (Tm), maximal change (Max ∆), recovery half time (T1/2) and relative, hyperemic over-
shoot (OS) are shown for StO2, THC and rBF. Average and standard deviation of the mean are
reported for nine healthy subjects. Anecdotal results from one PAD patient are also shown.

Plantar Flexion Exercise

Figure 5.5 shows typical time curves for StO2 (%), THC (µM), rBF (%) and rTMRO2 during

plantar flexion exercise from one healthy individual. rBF is calculated by averaging signals from

four 2 cm source-detector separations in slightly different locations (results from 3 cm are similar

but more noisy). In studies not shown here, we have tested repeatability of the measurements

on the same individual (2 trials, n=2) and the variation falls with the error bars shown here. A

similar variation is observed between left/right arm/leg of healthy individuals. The general trends

are repeatable in all the subjects studied, however, the variation is well above the error bars (see

Table 5.2). We characterize the physiological response by the mean maximal change (Max ∆),

time constant from manipulation onset to peak maximal response (Tm(sec)) , recovery half time

(T1/2 (sec)) and amount of peak overshoot (OS). Table 5.2 summarizes this characterization with

the mean ± standard deviation from nine volunteers and one PAD patient are shown.
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Figure 5.5: Hemodynamic responses during one-minute plantar flexion exercise from a healthy
individual (left) and a PAD patient (right). The time curves of rBF and rTMRO2 (top) and StO2

and THC (bottom) are shown. The error bars are estimated by the standard deviation of 50 time
points during the baseline converted to percent error. Vertical lines indicate the beginning and end
of the exercise.

178



Parameter Subject Tm (sec) Max (%) T1/2 (sec) OS (%)

StO2 Healthy (n=9) 29.5 ± 6.0 −19.0 ± 3.4 36.6 ± 7.5 5.3 ± 2.3
(%) PAD (n=1) 22 -17 80 3
THC Healthy (n=9) 16.5 ± 5.0 −20.2 ± 7.6 23.5 ± 4.5 3.6 ± 2.6
(µM ) PAD (n=1) 12 -18 25.5 10
rBF Healthy (n=9) 16.0 ± 5.0 458.8 ± 78.3 12.5 ± 4.0 −10.5 ± 6.7
(%) PAD (n=1) 12 240 9.5 -10

rTMRO2 Healthy (n=9) 17.5 ± 7.0 710.1 ± 135.4 12.5 ± 3.5 −8.3 ± 5.5
(%) PAD (n=1) 12 376 9.5 0

Table 5.2: Tabulation of the hemodynamic response to plantar flexion exercise. Time to reach
maximal change (Tm), maximal change (Max ∆), recovery half time (T1/2) and relative, hyperemic
overshoot (OS) are shown for StO2, THC, rBF and rTMRO2. Average and standard deviation of
the mean are reported for nine healthy subjects. Anecdotal results from one PAD patient are also
shown.

The healthy muscle responses (n=9) show a fair amount of variation. At the beginning of the

exercise, the oxygen consumption rate in muscle increased greatly (from 100 % to 710.1 ± 135.4

%). To meet the large increase of oxygen demand, rBF increased rapidly and reached a maximum

(458.8 ± 78.3 %) in a short time (16 ± 5.0 sec). THC decreased and reached a minimum (∆= −

20.2 ± 7.6µM ) as fast as rBF due to the contraction of working muscle. The largest difference

between rBF and rTMRO2 was reached in 17.5 ± 7.0 sec, which demonstrated the maximum

mismatch between oxygen delivery and oxygen demand. Note here, a good understanding of the

temporal resolution of the measurements is crucial to evaluate this mismatch. StO2 started to

decrease slowly when this maximal mismatch occurred, and reached a minimum (∆= -19.0 ± 3.4

%) in 29.5 ± 6.0 sec. After reaching to the maxima or minima those variables fluctuated around

their extrema. Once exercise was stopped, rBF and rTMRO2 recovered to their baselines rapidly,

whereas THC and StO2 slowly increased toward their baselines. The time delay between onset of

blood flow change and oxygenation response was very clear. rBF responded up to ∼50 % faster

than StO2. This confirms blood flow as a major driving mechanism for muscle hemodynamics

and stresses the importance of measuring blood flow and oxygenation simultaneously to better
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Figure 5.6: Faster (3Hz) measurements reveal flow changes that reveal two different phases during
rhythmical exercise: flow decrease during muscle contraction and increase during muscle relax-
ation.

characterize the working muscle.

The rBF shown in Figure 5.5 has larger error bars than oxygenation and shows a greater vari-

ation which is probably due to high sensitivity of the flow measurement. In a separate trial with

higher temporal resolution (3 Hz) achieved by changing the measurement duration for DCS (in ex-

pense of lower signal-to-noise ratio), we saw flow oscillations that correlated well with individual

“toe-ups” during plantar flexions (Figure 5.6). These reveal two different phases during rhythmical

exercise that correspond to flow decrease during muscle contraction and increase during relaxation.

Quaresima et al [303] used DOT with a similar protocol (40∼80 Plantar Flexion/min) and

reported that StO2 of medial gastrocnemius begun about 15 sec after the onset of the exercise to

decrease significantly from baseline value of 69 % reaching a minimal value (approximately 30%)

in about 15 sec, and it recovered to the baseline value within 32 ∼ 45 sec after the end of the

exercise. The trend and time responses (Tm and T1/2) of StO2 are in good agreement with our
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observations shown in Figure 5.5 and Table 5.2. An ultrasound Doppler device was also used to

measure the femoral artery blood flow at several time-points, such as, before and at the end of

exercise. Two to three fold rBF increase was found at the end of exercise. The maximal changes

(Max ∆) of StO2(-40 %) and rBF (2∼3 fold) during exercise that were reported in their studies

are different from those we observed. Their results are approximately two times larger in StO2

and equally underestimated for rBF. The poor temporal resolution of Ultrasound Doppler could

produce a significant difference in the flow measurement and those discrepancies in both StO2 and

rBF may also due to the different power of the exercise.

TMRO2 during Exercise

As previously described in Section 5.2.3.2, the accuracy of the calculated rTMRO2 depends not

only on the accuracy of StO2 and rBF measurement, but also on the various assumptions that were

made in its derivation. The comparison of hyperemic perfusion results to other modalities has

shown that DCT flow is underestimated compared to MRI and plethysmography. Unfortunately,

there are very few other reported studies using the same protocol which makes the comparison

complicated since apart from methodological differences, it is possible that the results are affected

by the differences of the exercise power (supramaximal vs. moderate),the exercise duration (30 sec

vs. 60 sec), the level of tissue metabolisms in different groups, such as age, weight and sex of the

subjects, insufficient metabolic substrates (e.g., glucose, protein, ion), as well as the retained waste

metabolites (e.g. CO2, H+, and lactate). Bae et al [19] quantified muscle oxygen consumption

response during 30 sec supramaximal sitting plantar flexion exercise using 31 P-MRS and reported

that the oxygen consumption rate increased progressively after onset of exercise about 52 fold

which is much higher than the increase of rTMRO2 calculated in this study (∼ 7 fold). However,
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after multiplying the rBF by a factor of 7.6 (the amount of underestimation during hyperemia as

discussed above) and recalculating the rTMRO2, we observe a 53 fold increase, which is similar to

the observed MRI value (52 fold). However, this study also differs in protocol and exercise power,

therefore more quantitative comparisons are not yet possible.

5.2.4.3 Diseased Tissue Response

One PAD patient was also characterized in this study. Table 5.2 shows the summary of the response

during exercise shown in Figure 5.5. As observed by many previous studies, a substantially longer

half recovery time of StO2 (T1/2= 80 sec) is observed in the diseased leg. A similar observation

was made during the cuff occlusion of the leg and for the arm it was within the normal range (Ta-

ble 5.1). This is in agreement with lack of symptoms from the patient’s arm. While the longer

recovery time is not surprising, the mean maximum increases of rBF and rTMRO2 during exercise

in this patient are only half of those in healthy volunteers, which may have important implications

for estimating the oxygen delivery ability and muscle metabolism. Using DOT and PET, oth-

ers [56, 289, 396] have independently reported that there is no significant difference in blood flow

and oxygen consumption at rest between PAD patients and healthy subjects. Although, our study

has no statistical power for the patients at the moment, tbis is potentially indicative of the need for

measurement of the dynamic responses during exercise. We also note that there was no significant

difference in the maximum change of StO2 during exercise between this patient and healthy vol-

unteers, which was expected from the other studies. It is possible that the auto-regulation of the

patient was able to compensate the mismatch between oxygen delivery and demand by lowering

the tissue metabolism, thus, kept moderate oxygen saturations in the muscle. This matter requires

further exploration by increased statistics.
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5.2.4.4 Myoglobin or Hemoglobin?

In case of muscle tissue, the optical signals are expected to be contaminated by myoglobin related

signals since myoglobins and hemoglobins have very similar optical spectra. Therefore, they can

not readily be separated by optical measurements. The importance of this contamination has been

a topic of debate where some studies argued that most of the near-infrared signals originated from

hemoglobins (> 90%) [68, 237, 333, 384] whereas others argued that the myoglobin contribution

was higher than that of hemoglobin [260, 363].

I believe that most of the signals in our study originate from the hemoglobins since; (1) De-

creases in total hemoglobin concentration were observed during exercise (see Figure 5.5(c)) which

indicate larger signal contribution from vascular chromophores (hemoglobins) than those that re-

side statically in tissue (myoglobins), (2) During one minute exercise protocol and three minute

cuff occlusion which are both relatively mild physiological perturbations, we expect that myo-

globins would remain mostly oxygenated due to their higher affinity for oxygen than hemoglobins

[237].

Our study is not designed to resolve this issue. Therefore, the hemodynamic changes in

hemoglobin concentrations presented here would be more accurately viewed as a combination of

hemoglobin and myoglobin deoxygenation with a relatively low contribution from the myoglobins.

The effect of this contribution on the calculation of the changes in muscle oxygen metabolism

where we have used a vascular model for oxygen extraction fraction can be the subject of future

studies where measures of myoglobin and metabolism through magnetic resonance spectroscopic

methods will be compared to optical results.
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5.2.5 Conclusions

DCT was shown to be capable of penetrating through the upper layers to the muscle and relaying

information about the muscle hemodynamics. The hybrid method is sensitive to changes in all pa-

rameters during different physiological manipulations dynamically. The volunteers did not report

any discomfort with the probe and the signal-to-noise level was demonstrated to be adequately

high such that the error bars are lower than the inter-volunteer variations.

We have measured blood oxygen saturation, total hemoglobin concentration and blood flow

simultaneously during cuff occlusion of arm and leg flexors and plantar flexion exercise. Mea-

surements on healthy volunteers (n=9) allowed us to quantify the healthy tissue response. Muscle

responses have a large variation and are reported to be heterogeneous in different locations [396].

Studies done on a single PAD patient indicated that despite this variation, we are able to distinguish

features between normal and diseased response. Multi-parameter dynamic measurements in same

local region is essential for the diagnostics of disease and for evaluating of healthy muscle oxida-

tive metabolism. Further studies are being conducted to increase the statistics and to improve the

probe and the instrument. An imaging system for muscle metabolism is being built, which maybe

helpful for the diagnostics of disease [396]. PAD patients are now being recruited to characterize

the disease tissue response.
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5.3 Monitoring of Tissue Hemodynamic Response to Photodynamic

Therapy for the Prediction of Treatment Efficacy

5.3.1 Introduction

Photodynamic therapy (PDT) is a relatively new experimental cancer therapy that has been used

with some success for the treatment of solid tumors and surface malignancies [106–109,134,233].

The method requires administration of a molecular photosensitizer that localizes in tumor tissue

and is subsequently activated by exposure to optical radiation. The excited photosensitizer initiates

a cascade of chemical reactions, often involving highly reactive oxygen intermediates that can

produce selective tumor regression and destruction. The efficacy of PDT depends on sufficient

concentrations of photons, photosensitizer and oxygen in the tumor tissue. Necrosis is brought

about by a variety of mechanisms [57, 132, 138–140, 261, 343, 389, 390]; for example, the action

of irradiation-induced singlet oxygen on critical cellular components is believed to cause vascular

collapse leading further to the regional breakdown of O2 and nutrient delivery.

Unfortunately, both tumor cells and normal cells are susceptible to damage by reactive inter-

mediates. The efficacy of clinical treatment relies on several critical parameters including; (1) the

type of photosensitizer used, its optical properties such as its quantum efficiency, its quenching and

internal conversion rates, as well as its time-dependent microscopic and macroscopic concentration

distribution within target and normal tissues, (2) the light dose used, which in turn depends on the

excitation wavelength, the excitation geometry, and the time-dependent optical properties of target

and normal tissues, (3) the spatio-temporal distribution of ground-state oxygen concentration in

target and normal tissues. A range of experimental techniques have been developed and utilized

to study variations in each of these critical parameters during PDT [138, 364, 390]. However, only
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light dose has been measured routinely during clinical treatment which does not explicitly account

for tissue optical property variations. The optical property variations; (1) are indicative of the vari-

ations in local oxygenation status of the tissue, (2) are a measure of the local drug concentration.

It has, therefore, been suggested by many researchers that time-dependent measurements of these

variables in tissues before, during, and after PDT treatment may provide valuable information to

clinicians that can be used to optimize treatment [291, 296, 343, 364]. The treatment can be opti-

mized by adjusting the light dose heterogeneously both in space and time, as well as by adjusting

the drug delivery.

The research described in this chapter is part of a much larger project at PENN. For the overall

aims of this unit, several instruments are employed either simultaneously or in series providing a

large variety of information. DOT is used to determine the optical properties of macroscopic tissue

volumes, fluorescence spectroscopy to characterize photosensitizer distributions in macroscopic

tissue volumes, and DCT to estimate tissue blood perfusion. Light dose is also measured using

a conventional dosimetry system. All these are combined to investigate whether macroscopic or

tissue-averaged in situ measurements of this type can provide critical feedback to the clinician

needed to improve PDT treatment.

Monitoring of the in vivo hemodynamic changes within tumors during PDT may reveal the

extent of cellular and vascular damage. Studies designed to quantify the photochemical oxygen

consumption and blood flow during and after PDT may improve our understanding of PDT mecha-

nisms and lead to improved therapeutic strategies. There are a number of techniques for measuring

the oxygenation of tumors. Polarographic needle electrodes (pO2 Histograph) enable macroscopic,

invasive measurements of tissue pO2 [343]. These O2 microelectrodes can sample tissue volumes

that are much smaller than the distance between capillaries and hence can provide information on
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how PDT treatment affects oxygen transport at the microregional level [296, 343, 364]. However,

the invasive nature and poor spatial resolution of both of these techniques limits their application

in humans. DOT on the other hand can provide non-invasive, continuous measurements over both

small and large tissue volumes and has been applied for PDT monitoring [291].

Laser Doppler flowmetry can monitor non-invasively the flow change only in tissue surface

(penetration depth < 500µm). Pogue et al invasively monitored flow changes during PDT with

laser Doppler using fiber probes inserted into the tumor [296]. Their results indicated that the ir-

radiation light saturates the Doppler probe so that the only useful data are between light fractions.

Power Doppler ultrasound can also non-invasively follow changes in tumor perfusion after PDT

through determination of the color-weighted fractional average (CWFA) in acquired images. How-

ever, it can not readily be used during PDT. Optical coherence tomography (OCT) in its Doppler

implementation could also be used to measure the blood flow changes at several time points during

PDT [73, 74] providing very high spatial and temporal resolution and can monitor the vascular

changes directly. However, at the current state of development OCT can only measure small vol-

ume of tissue which is similar to the laser Doppler technique. It is, however, more difficult to

develop reliable techniques for in vivo detection of hemodynamic changes containing independent

information about hemoglobin concentration, oxygenation and flow. Pogue et al have attempted

this by employing laser Doppler (flow) and O2 microelectrodes (pO2) to invasively study the het-

erogeneity of pO2 dynamics during PDT with Verteporfin [296]. All these techniques are limited

in their applicability to clinical situations.

The flow component of the hybrid instrumentation is used in this research with initial aims; (1)

to establish DCT as a feasible methodology to monitor blood flow continuously on small animal

187



models, (2) to investigate the value of the extra information provided by the blood flow measure-

ment, (3) to combine the oxygenation and flow information in derivation of predictive parameters

and (4) to investigate different (implicit and explicit) dosimetry models.

The utility of this system is demonstrated by monitoring hemodynamic changes during and

after PDT on mice bearing radiation-induced fibrosarcoma tumors (RIF tumors) . The flow mea-

surements obtained by DCT are compared to another modality for validation and are shown to

have the same trends as those measured by Power Doppler ultrasound on a separate set of animals

under same treatment conditions. The time traces of blood flow before, during and after PDT are

investigated and common characteristics are used to develop indices that can predict the tumor

regrowth time. The tumor regrowth time is used as an indicator of the PDT efficacy based on the

assumption that the better the PDT response is, the slower the tumors would regrow to a given vol-

ume. This is true because the drug/light dose is kept at a low level such that all the tumors regrow.

Furthermore, to quantify the optical properties of the tumors, a broadband absorption spectrometer

was employed to simultaneously measure the wavelength-dependent reflectance of tissue at many

source-detector separations before and after PDT. This instrument was chosen over the DOT com-

ponent of the hybrid instrument to avoid potential problems in the quantification of hemoglobin

concentrations due to the small tissue volumes probed with a more limited number of wavelengths.

This additional information was also shown in a separate study [381, 382] to have predictive capa-

bility of PDT efficacy. Finally, the relative tissue metabolic rate of oxygen consumption (TMRO2)

was computed by combining the blood flow data by DCT with blood oxygen saturation data by

broadband absorption spectrometer. The discussion here closely follows Yu et al [409, 410].
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5.3.2 Materials and Methods

5.3.2.1 Tumor Model and PDT Dose

Radiation-induced fibrosarcoma (RIF) tumors were grown on the shoulders of C3H mice (Taconic,

Germantown, NY) by the intradermal injection of 3 x 105 cells. Animals were treated ∼1 week

later when tumors were about 6 mm in diameter. The photosensitizer Photofrin (Axcan Pharma

Inc., Mont-Saint-Hilaire, Quebec) was administered via a tail vein at 5 mg/kg at ∼24 h before illu-

mination. The laser system consisted of a KTP YAG pumped dye module (Laserscope, San Jose,

CA) tuned to produce 630 nm light. Light was delivered to a 1 cm diameter treatment field through

microlens-tipped fibers (CardioFocus, Norton MA) and the power density was measured with a

power meter (Coherent, Auburn, CA). Treatment was to a total fluence of 135 J/cm2, delivered at

75 mW/cm2. Mice were divided into two groups; (1) treated group = tumor + drug + light, and

(2) control group = tumor + light. During PDT and for any consequent optical measurements the

mice were anesthetized with isoflurane and kept warm on a regulated heating pad. The treatment

efficacy was estimated by measuring number of days passed for the tumor volume to increase to

400 mm3.

5.3.2.2 Non-contact DCT System

The DCT component of the Generation II hybrid system was used with a non-contact probe with

13 source and four detector fibers. This avoided potential alterations in hemodynamics due to

compression and allowed the ability to compare long term (> 6 hours) changes to the baseline.

The fibers were held by a camera back whose lens was 15 cm away from the tumor, which allowed

the treatment light illuminate from the sides of camera (see Figure 5.7). The optical fibers for the

sources and detectors, were bounded and arranged in a two-dimensional pattern shown in Figure
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Figure 5.7: Sketch of instrument, probe and tumor for PDT studies. Red circles represent the
source positions and blue squares are the detector fiber positions for both DOT and DCT.

5.7 covering a 6 × 6 mm2 area. One optical filter mounted in front of the camera lens attenuates

light below 650nm, which allows monitoring blood flow while the treatment laser is being shone.

The sampling time for one frame is ∼ 18 seconds.

The DCT instrument monitored the blood flow changes continuously during PDT (from 15

minutes pre-PDT to 15 minutes after PDT). Additional measurements were performed for ten

minutes at three time-points after PDT (3 hours, 6.5 hours and 24 hours after PDT). The normalized

percent changes from pre-PDT values were calculated. Fifteen (n=15) treated and six (n=6) control

mice were measured.

5.3.2.3 Broadband absorption spectrometer

A broadband absorption spectrometer was used to measure the wavelength-dependent reflectance

of tissue at many source-detector separations at a wide range of wavelengths simultaneously. This

instrument was chosen over the DOT component of the hybrid instrument to avoid potential prob-

lems in the quantification of hemoglobin concentrations due to the small tissue volumes probed
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with a more limited number of wavelengths. The system shown in Figure 5.8 consists of four

major parts: the light source, the fiber-optics probe head, the CCD camera, and the dispersion sys-

tem (monochromator). Light from a 250 W quartz tungsten halogen lamp is coupled to the tissue

surface through a source fiber and detected in the reflectance mode from the tissue surface by 10

detection fibers. These fibers are arranged in a line with source-detector separations of ρ= 0.6, 1.2,

1.8, 2.4, 3, 4, 5, 6, 8, and 10 mm. The collection fibers are then coupled back to the monochro-

mator entrance slit where the ends of the detector fibers are arranged in a vertical line with equal

spacing and well positioned relative to the monochromator such that the image of the fiber tips is

projected and focused on the liquid nitrogen cooled CCD camera sensor. The grating disperses

this light so that the image plane of monochromator output contains ten vertically spaced bright

lines corresponding to the spectra, Rtissue(ρ, λ) of the detection fibers. The reflectance spectra

Rtissue(ρ, λ) can be used to recover tissue optical properties. A physical model to quantify these

values is described in detail elsewhere [382]. Measurements were made at several time points: 15

minutes before PDT, 15 minutes, 3 hours, 6.5 hours and 24 hours after PDT. The normalized per-

cent changes from pre-PDT values were calculated. Fifteen (n=15) treated and six (n=6) control

mice were measured.

5.3.2.4 Power Doppler Ultrasound

Doppler ultrasound has been used extensively to assess vascularity in a range of animal and human

tumors. In particular, power mode Doppler ultrasound appears to be a more sensitive and specific

method for measuring tumor blood flow than traditional Doppler ultrasound [153]. Ultrasound

imaging was performed on mice anesthetized i.e. with ketamine/ xylazine (150/10 mg/kg) and
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Figure 5.8: Sketch of broadband Spectrometer.

kept warm on a heating pad. Approximately 10 images were acquired of each tumor at each time-

point studied at 15 minutes, 3 hours and 6.5 hours after PDT. From each image the Color Weighted

Fractional Area (CWFA) was determined as a measure of perfusion, and values were averaged

for each mouse at each time-point. Five (n=5) treated and five (n=5) control mice were measured

forming a distinct set from those measured optically.

5.3.2.5 Statistical Analysis

Statistical analyses were carried out using R v.1.70 (www.r-project.org) 1. All tests were two-

sided and used a Type I error rate of 0.05. We used mixed effects models to compare blood flow

patterns in DCT and Power Doppler and to compare patterns of %StO2 and rTMRO2 over time

in PDT versus Control animals [295]. This approach accounts for correlations between repeated

1Special thanks for Dr Mary Putt of Department of Biostatistics Epidemiology, U. Penn for this analysis
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measurements on the same animal. For the comparison of DCT and Power Doppler, the model had

time, modality (Power Doppler versus DCT) and treatment (Control versus PDT) as main effects

and included interaction terms between time and treatment to allow the effect of PDT to differ

over time. Based on the Akaike Information Criteria, separate random effects were used to model

the inter-animal variance for animals measured with Power Doppler and DCT, with a common

random error term to model the intra-animal variance The statistical significance of incorporating

separate random effects for the two modalities versus a single random effect was assessed using

a likelihood ratio test. [175]. Statistical significance of main effects in the mixed effects models

was also assessed using likelihood ratio tests. For the comparison of DCT and Power Doppler

we report results from a model where not all terms were statistically significant (see Results).

In this experiment we were interested in determining whether the results for the two modalities

were equivalent, and even in the absence of statistically significant differences, wanted to report

estimates of the magnitude of the differences between the modalities.

For the experiments reporting %StO2 and rTMRO2, results from the model that best fit the data,

and incorporated the effects of time, PDT and time by PDT interactions are reported. Note that for

rBF and rTMRO2, where the outcome for each animal was normalized to baseline, time effects in

the mixed effects models did not include the baseline measurements since by definition it did not

vary from 100% across animals. Estimates and 95% confidence intervals (CI) were constructed

for each time point for control and PDT-treated animals. For each of the measured variables (rBF,

StO2, and rTMRO2), individual time-points for the PDT-treated animals were compared to their

baseline levels using Wald tests derived from the parameters estimates in the mixed effects models.

Lastly, associations between flow or oxygen parameters and time to tumor regrowth were as-

sessed using linear regression.
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Where relevant, p<0.05 was considered to be significant.

5.3.3 Results

5.3.3.1 Comparison of Power Doppler Ultrasound and DCT Flow

The flow changes measured by DCT were compared with the Power Doppler ultrasound at 15

minutes, 3 hours and 6.5 hours after PDT as shown in Figure 5.9 and Table 5.3. Values at each

time point are shown as percent change relative to the baseline value (15 minutes before PDT)

and the error bars indicate the standard error from all mice in the group. We estimated a separate

inter-animal standard deviation (s.d.) for each modality, i.e. a measure of the variability in the

measurements between animals at the same time. In addition, an intra-animal s.d, i.e. a measure of

the precision of repeated measurements of the same animal was estimated. The inter-animal s.d in

the Power Doppler measurements of blood flow was substantially larger than for DCT (p=0.003).

For Power Doppler the estimated inter-animal s.d. was 40.3%; for DCT the estimated inter-animal

s.d. was 0.1%. The estimated intra-animal s.d. common to both modalities was 36.3%. These

differences in precision was reflected in the confidence intervals around the individual time-points.

For the control animals, where sample sizes were similar for DCT and Doppler, these intervals

were substantially wider for Doppler. The model-based estimate of the mean difference between

relative blood flow measured using DCT and Power Doppler was 9.4% (95% CI, -22.6-41.4%),

a difference which was not statistically significant (p<0.545) and which suggested overall good

agreement between the two modalities. Differences between mean relative blood flow over time

for DCT and Power Doppler were also not statistically significant (p<0.659).

194



(a)

(b)

Figure 5.9: Comparison of flow changes measured by Doppler Ultrasound and DCT in (a) treated
and (b) control animals shows good agreement between two methods.
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Time Control (DCT, n=6) Control (Ultraso., n=5) PDT (DCT, n=15) PDT (Ultraso., n=5)

0 100 100 100 100
15 min 102.7 (71,134) 93.3 (44,142) 88.4 (70,107) 79.0 (33,125)

3 h 98.6 (66,131) 89.2 (31,147) 47.6 (29,66) 38.2 (0,84)
6.5 h 117.6 (86,149) 108.2 (59,157) 31.1 (13,49) 21.6 (0,68)

Table 5.3: Tumor blood flow following light exposure in control and PDT-treated animals compar-
ing DCT and Doppler Ultrasound results. Means with 95% confidence intervals based on the full
mixed effects model.

5.3.3.2 Effect of PDT treatment on Relative Blood Flow, Oxygenation and Oxygen Con-

sumption

The flow changes observed during PDT by DCT are monitored for two groups (in 15 treated mice

and 6 control mice). A typical curve during and after PDT in a treated mouse is shown in Figure

5.10(a). The flow value at each time point is given in percent change relative to the baseline

value (before PDT) and the error bar presents the standard deviation of the mean value from many

source-detector pairs in the probe. The characteristic shape of this curve is observed in all animals

and is further investigated in the following section. Figure 5.10(b) shows the same curve from a

control mouse and the trends in Figure 5.10(a) are not visible as expected. Therefore, those trends

are expected to be due to the treatment effects.

Figure 5.11 shows the tissue oxygen saturation (Yt), relative blood flow (rBF) and relative

tissue metabolic rate of oxygen consumption (rTMRO2) after PDT in 15 treated mice (Figure

5.11(a)) and 6 control mice (Figure 5.11(b)). The rBF and rTMRO2 at each time point are given

in percent change relative to the baseline value (15 minutes before PDT) and Yt is absolute value

measured by the broadband absorption spectroscopy. The error bar shows the standard error.

Blood flow changes estimated on the full mixed effects model with mean and 95% confidence

intervals are shown in Table 5.3. Relative tumor blood flow was reasonably stable for the control
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(a)

(b)

Figure 5.10: Flow response before, during and after treatment for (a) PDT-treated and (b) control
group. Significant repeatable changes are observed during treatment with this curve characterized
with flow reduction rate – as indicated in figure legends – as a treatment efficacy predictor. 15
min, 3 hour and 6.5 hour after time-points are also shown. There are no significant changes due to
treatment in the control group.
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(a)

(b)

Figure 5.11: Mean hemodynamic response to treatment in (a) PDT-treated and (b) control groups.
Changes from baseline for rTMRO2, StO2 and rBF are shown.
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Time StO2(%) rTMRO2 (%)
Control (n=5) PDT (n=15) Control (n=5) PDT (n=15)

0 24.3 (4,44) 35.7 (25,46) 100∗ 100∗

15 min 28.9 (9,49) 47.2 (36,58) 96.7 (58,135) 68.7 (48,90)
3 h 27.9 (8,48) 19.7 (9,31) 102.4 (64,141) 60.1 (39,81)

6.5 h 21.9 (2,42) 8.4 (0,21) 120.0 (82,158) 48.4 (25,72)

Table 5.4: StO2 and rTMRO2 following treatment in control and PDT-treated animals. Means with
95% confidence intervals based on the mixed effects model with time and a treatment effect that
varied over time.

animals but progressively decreased with time after PDT. These differences between control and

PDT-treated groups over time were statistically significant (p=0.002). Although not statistically

different from baseline (p=0.196), mean rBF at 15 minutes for both DCT and Power Doppler was

less than 90% of baseline. By 3 hours, mean rBF was less than 50% of baseline (p<0.0001) and at

6.5 hours, it declined to 33% (p<0.0001).

Changes in other tumor physiological parameters may be expected to accompany decreases in

blood flow after PDT. Measured StO2 and rTMRO2 followed changes in blood flow closely.

Table 5.4 shows the estimated mean and confidence intervals for StO2 and rTMRO2 for control

and PDT-treated groups. For StO2, an overall effect of PDT-treatment (p<0.0001) as well as

changes over time, again related to treatment (P=0.004) were observed. In the control animals,

the estimated mean values following treatment were similar to the mean at time zero. In contrast,

for the PDT-treated animals, it was somewhat elevated at 15 minutes (p=0.54), then fell close to

50% of the baseline mean after 3 hours (p=0.011), and close to 25% of the baseline at 6.5 hours

(p=0.002).

Similar results were observed for rTMRO2. An overall effect (p=0.002) as well as changes over

time (p=0.002) were again observed. The estimated mean rTMRO2 level for the individual time-

points ranged from 97 to 120% of baseline for controls compared to 48 to 69% for PDT treated
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animals. Each of the individual PDT timepoints were significantly lower than baseline (p=0.007,

p=0.001 and p=0.002 for 15 minutes, 3 hours and 6.5 hours respectively).

5.3.3.3 Prediction of long-term Tumor Response to Treatment

The decreases in relative blood flow, relative oxygen consumption rate, and oxygen saturation at

3 and 6.5 hours after PDT are all consistent with the progressive development of PDT-induced

vascular damage, leading to tumor cell death. The overall efficacy of PDT is reflected in tumor

time-to-recurrence or the tumor regrowth delay. Thus, we determined if tumor physiology, char-

acterized by rBF and %StO2, were predictive of the time required for tumor regrowth to a volume

of 400 mm3. A highly significant negative correlation (p=5.63e-6) was detected between rBF at 3

hour after PDT and time-to-regrowth as shown in Figure 5.12(a). This was modeled and was found

that doubling of rBF leads to a 7.00±0.95 day decrease in tumor time-to-regrowth. rBF at 6.5 hour

after PDT was also highly correlated (p = 3.00e-5) with tumor response (data not shown). A model

of the effect at 6.5 h indicates that a doubling of the rBF leads to a 5.86±0.94 day decrease in

time-to-regrowth which is very similar to that found at 3 hour time-point.

StO2 at 3 hour time point was also predictive (p=0.015) of tumor response. The more the

StO2 decreased, the longer it took for regrowth. A similar model was applied indicating that for

every 1% increase in StO2, the tumor time-to-regrowth was reduced by 0.17 days. The 6.5 hour

time point was not modeled since the oxygenation data is not reliable at the point and included,

potentially false, 0% values.
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(a)

(b)

Figure 5.12: Correlation between tumor time-to-regrowth and (a) rBF at 3 hour, (b) flow reduction
rate during PDT. Significant correlation is observed in both cases. Details in the text.
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5.3.3.4 Prediction of PDT efficacy from Flow Dynamics During Treatment

Another characteristic of the flow traces is their behavior during the treatment as seen in Figure

5.10. After 15 minutes of pre-PDT measurements, the laser was turned on without interrupting

the measurement. Blood flow increased rapidly to its maximum value (168.1±39.5%), and then

decreased slowly below the baseline (59.2±29.1%). The initial rapid increase was consistent over

all animals and happened within the first 10 minutes. The time for maximal decrease varied greatly

between 4.0 to 24.2 minutes. After this increase, blood flow increased slowly toward the baseline

which continued after the treatment laser was turned off. A similar trend was observed in all 15

treated tumors during PDT although the maxima, minima, and time to reach the extrema varied.

In animals where a rapid decrease was observed, secondary (even tertiary) similar oscillations

occurred. In contrast, in the control mice the blood flow fluctuated around the baseline, and no

significant flow change was found during and after PDT as was discussed above.

The data from previous section demonstrate that rBF after PDT is a potential predictor of long

term tumor response. This may be because PDT-induced flow changes are related to the degree

of PDT-induced vascular damage. This, in turn, implies that the observed flow dynamics during

PDT may also reveal previously unavailable predictors for tumor response. We have characterized

these curves based on a variety of parameters and identified that the maximum differential blood

flow (rBFmax - rBFmin) divided by the time between extrema (Tmin-Tmax), i.e. the slope of

flow reduction (“Flow Reduction Rate”), is the strongest predictor of tumor response. This data

is presented in Figure 5.12(b). Statistical analysis indicated that flow reduction rate during PDT

is highly correlated with treatment efficacy (p=2.02e-4). A doubling of the flow reduction rate

predicted a mean time-to-regrowth decrease of 4.24±0.83 days.

This effect may be understood by dynamic changes in tumor vasculature during treatment. The
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decrease to below baseline following the rapid initial increase in flow is indicative of temporary

vessel constriction or occlusion during PDT. This observation is further strengthened since the

recovery in flow began before the treatment concluded. After, the vascular shutdown occurred, the

blood oxygen levels dropped to levels such that the treatment was no longer effective since PDT

treatment requires adequate oxygen supply to initiate the cascade of chemical reactions that lead to

cell-death. This, in turn, leads to the recovery of some of the vessels, and hence, to increased blood

flow. However, if the treatment light is turned off before the cells were treated for an adequate

time, a large percentage of tumor vasculature may remain intact. If, on the other hand, this process

occurs fast enough, the treatment effect can increase once more leading to a cyclic behavior. Some

of the mice showed 2-3 such oscillations in blood flow. Furthermore, in some mice the recovery

led to an overshoot of flow after PDT beyond the baseline. In contrast, the flow reduction that was

observed at the three hour time point was unrecoverable, suggesting that permanent vessel damage

had occurred. Similar initial temporary vessel occlusion during PDT followed by permanent vessel

occlusion was also observed by OCT 2.

It is worthwhile to note that the tumor regrowth time had a broad range from 7∼24 days,

despite that fact that the same PDT dose was applied to all treated mice (n=15). This indicates that

PDT treatment efficacy can not be predicted or estimated by pre-calculating the PDT dose, and it

has to be evaluated by real-time monitoring of the PDT dose or the hemodynamic responses.

5.3.4 Conclusion

DCT can be used to continuously and non-invasively measure dynamic blood flow in deeper tumor

tissue during and after PDT. Blood flow measurements by DCT agree well with tumor perfusion

2Personal communication with B. Wilson
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measured by Doppler ultrasound. For the first time to our knowledge, using DCT we continuously

monitored blood flow changes during PDT. During PDT, photosensitized mice exhibited signifi-

cant changes in blood flow compared to controls. Mice with rapid decreases in blood flow led to

shorter tumor regrowth times, identified as poorer PDT treatment efficacy. After PDT, significant

differences in blood flow, tissue oxygen saturation, and TMRO2 were found between control and

PDT-treated mice. Mice with larger flow reductions following PDT showed better PDT efficacy.

The blood flow responses to PDT (Flow Reduction, Flow Reduction Rate, and Time Duration) can

be used to predict/evaluate treatment efficacy. This observation is promising since the measure-

ment of hemodynamic responses during PDT is more feasible than monitoring many hours/days

after the treatment since many tumors are not accessible without a surgery in clinical applica-

tions. The real-time monitoring is promising for controlling the treatment immediately. To get

good treatment efficacy, potentially a clinician may control Flow Reduction Rate and Time Dura-

tion by changing the PDT light dose (light intensity and/or duration). PDT light dose can be set

in advance or adjusted in real time according to the flow responses. The combination of hemo-

dynamic responses to PDT during and after PDT (if it is feasible) may provide clinicians more

accurate evaluation to predict the treatment efficacy and determine whether the tumor needs to be

re-treated. This is yet an optimistic look for the future and the hybrid instrumentation is now being

transferred to measurements in the clinic.
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Chapter 6

Summary

In this work, I have described an extensive set of measurements of hemodynamics using diffuse

optical methods. Variety of instrumentation was developed combining diffuse optical tomography

(for oxygenation) and diffuse correlation tomography (for blood flow) in novel hybrid systems

(Chapter 3). These hybrid systems, using all optical methods, for the first time, allowed estimates

of metabolic rate of oxygen through thick tissues by employing a steady state model of tissue

hemodynamics (Chapter 2). Longitudinal spectroscopic and dynamic three dimensional imaging

applications were demonstrated under various physiological states.

A bulk of the studies described in this work were from measurements of cerebral hemodynam-

ics in rats. The hybrid method is verified by measurements of global hemodynamics in rat brain

by comparing to other physiological information such as independent laser doppler measurements,

blood gases and the literature (Section 4.2.1). First three dimensional images of tissue oxygen sat-

uration, total hemoglobin concentration, relative cerebral blood flow and relative metabolic rate of

oxygen (CMRO2) were obtained during middle cerebral artery occlusion induced focal ischemia

(Section 4.2.2). Again, the results showed excellent agreement with other modalities. In another
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study, hemodynamics of cortical spreading depression were imaged under different states of brain

oxygenation and ventilation (Section 4.2.3). Three dimensional imaging of cortical spreading de-

pression under these conditions revealed interesting physiological information with potential im-

plications in understanding of migraine headaches and cerebral events following a stroke.

In yet another set of studies on rat brains, a laser speckle flowmetry instrument was constructed

and used to image the spatio-temporal properties of the activation flow coupling response to so-

matosensory cortex stimulation (Section 4.3). Different stimulus durations and amplitudes of elec-

trical forepaw stimulation were investigated. First, the results were shown to be in agreement by

point measurements such as Laser doppler. Then the spatial response was investigated and previ-

ously unavailable physiological information was obtained.

Finally, the sensitivity of the instrumentation was improved and the hemodynamic response

to motor cortex stimulus by controlled finger tapping was measured using all optical methods

(Section 4.4). Changes in oxy- and deoxy-hemoglobin concentrations and cerebral blood flow

were measured near simultaneously through the scalp and skull. CMRO2 was measured using

all optical methods in human brain for the first time. The signals were robust and are in good

agreement with other modalities.

Collectively, these studies demonstrated; (1) that hybrid methodology is capable of penetrating

through intact skull in rats, (2) three dimensional imaging of cerebral hemodynamics over many

(∼ 8) hours is possible, (3) measurements of CMRO2 provides supplementary information that

is critical in characterization of the physiological state of brain and is not possible with only the

knowledge of oxygenation and/or blood flow state, and (4) the diffuse correlation measurements

are transferrable to humans being able to penetrate ∼ 1 cm into brain through the skull. This has

for the first time enabled combination of diffuse optical tomography measurements of oxygenation
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and diffuse correlation tomography measurements of blood flow to estimate changes in CMRO2 in

humans.

Hemodynamics of arm and leg flexor muscles in response to cuff-occlusion and plantar flexion

exercise were measured (Section 5.2). Both diffuse optical tomography and diffuse correlation

tomography are shown to be able to penetrate through the upper layers deep into the muscle. The

results are in good agreement with other modalities. The optical method is shown to have a sig-

nificant advantage in allowing continous measurements non-invasively and unobstructively during

both modulations. A similar model to CMRO2 is employed to estimate changes in muscle oxygen

metabolism. The difference between normal and disease response is anecdotally investigated by

comparing a patient with peripheral arterial disease. Hybrid optical method is promising for moni-

toring of treatment and progress of vascular diseases in extremeties and also for exercise medicine.

Finally, the response to photodynamic therapy (PDT) was measured in RIF tumors implanted

on mice (Section 5.3). Good agreement was obtained in comparing blood flow measured by diffuse

correlation spectroscopy and power Doppler ultrasound. Significant changes were observed in

blood flow, oxygenation and tissue metabolism following PDT treatment which was absent in

control animals. For the first time to our knowledge, using DCS we continuously monitored blood

flow changes during PDT showing that photosensitized mice exhibited significant changes in blood

flow compared to controls. Mice with rapid decreases in blood flow led to shorter tumor regrowth

times, identified as poorer PDT treatment efficacy. After PDT, significant differences in blood

flow, tissue oxygen saturation, and TMRO2 were found between control and PDT-treated mice.

Mice with larger flow reductions following PDT showed better PDT efficacy. A combination of

these measures may be used in the clinical setting to predict treatment efficacy and even control

the treatment parameters to obtain optimal treatment. This tumor studies also demonstrated that
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the hybrid method is capable of monitoring changes spanning even twenty four hours.

A major contribution of this manuscript was the introduction of diffuse correlation tomography

as a viable technique for non-invasive, relatively inexpensive measurements of blood flow in thick

tissues. The technique was applied to a wide range of physiological settings and validated exten-

sively. Interesting new physiological information was revealed. This technique on its own and

hybridized with diffuse optical tomographical methods has promising applications in laboratory

and clinical studies.
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Glossary

—— SYMBOLS ——

λ Wavelength of Light usually in nano-meters (nm).

λr Regularization Parameter.

µa Absorption Coefficient.

µ′s Reduced Scattering Coefficient, µ′
s = µs(1 − g).

Φ Photon-Fluence Rate at position r and time t.

ω Laser/Source Modulation Frequency.

—— A ——

AFC Activation Flow Coupling.

—— B ——

BF Blood Flow.
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—— C ——

cHb De-oxy hemoglobin concentration.

cHbO2
Oxy hemoglobin concentration.

ci Concentration of the ith chromophore.

CMRO2 Cerebral Metabolic Rate of Oxygen.

CSD Cortical-Spreading Depression.

CW Continous Wave.

—— D ——

D Photon Diffusion Coefficient.

DCT Diffuse Correlation Tomography.

DOT Diffuse Optical Tomography.

DPF Differential Pathlength Factor.

—— F ——

FD Frequency Domain.

—— H ——

HbO2 Oxy Hemoglobin Concentration.

Hbr De-oxy Hemoglobin Concentration.
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—— I ——

I/Q In-phase/Quadrature Demodulator.

—— L ——

LDF Laser Doppler Flowmetry.

LSF Laser Speckle Flowmetry.

—— M ——

MCAO Middle Cerebral Artery Occlusion.

MRO2 Metabolic Rate of Oxygen.

MRI Magnetic Resonance Imaging.

—— N ——

NICU Neuro-Intensive Care Unit.

NIRS Near Infrared Spectroscopy.

—— P ——

PaCO2 Partial pressure of carbon dioxie (CO2).

PAD Peripheral Arterial Disease.

pCO2 Partial pressure of carbon dioxie (CO2).

PET Positron Emission Tomography.
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PM Photon Migration.

PPF Partial Pathlength Factor.

PVD Peripheral Vascular Disease.

—— R ——

r Position in 3D.

—— S ——

SDC DC component of the source term.

So Amplitude of AC component of the source term.

SPECT Single Photon Emission Computed Tomography.

Sφ Amplitude of AC component of the source term.

StO2 Tissue Oxygen Saturation.

—— T ——

THC Total Hemoglobin Concentration.

TMRO2 Tissue Metabolic Rate of Oxygen.

TRS Time Domain Spectroscopy.

—— Y ——

Yt Tissue Oxygen Saturation.
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