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Abstract—\We present a new approach for the estimation and the threshold voltage increases the leakage of a device expo-
optimization of standby power dissipation in large MOS digital nentially, circuits operating with low-supply voltages (such as

circuits. We first introduce a new approach for accurate and 1 y/ o pelow) have very low switching power but suffer from
efficient calculation of the average standby or leakage current in high-leakage power

large digital circuits by introducing the concepts of “dominant
leakage states” and the use of state probabilities. Combined with ~ To address the simultaneous constraints on circuit perfor-
graph reduction techniques and simplified nonlinear simulation, mance and leakage current for portable applications, a careful
our method achieves speedups of three to four orders of magnitude {5deoff must be made in the selection of the threshold voltage

over exhaustive SPICE simulations while maintaining very good .
accuracy. The leakage current calculation is then utilized in a (V). For designs where performance and leakage current con-

new leakage and performance optimization algorithm for circuits ~ Straints cannot be met simultaneously with a sinigldor all

using dual V; processes. Our approach is the first to consider devices, dual-threshold [1], [2] processes have come into use,
the assignment of both theV; and the width of a transistor, allowing the circuit designer to choose the approprigtéigh
calculation of eakage and performance sensiivities and can take O 10" 0 each device. In a dual threshold (dug)-process,

into account a part(‘iqally de?ined circuit state constraint for the 2" additional mqsk layer is used to assign either a high or l,OW
standby mode of the device. In tests on a variety of industrial V¢ t0 €ach transistor. Other approaches for leakage reduction,
circuits, our optimization approach was able to obtain 81-100% such as substrate-bias management [3] and insertion of spe-
of the performance achievable with all lowV; transistors, butwith  cial standby mode shut-off transistors [4], [22], have also been

1/3 to 1/6 the standby current. We also show that knowledge of ronosed. However, these methods significantly increase design
the standby state of the device enhances the leakage/performance .
tradeoff. complexity.

Table | shows the performance and leakage current tradeoff
for high- and low¥; transistors in a 0.2pm industrial dualV}
process at 0.9 V. Considering the high-leakage current ofifpw-
transistors, a very careful analysis must be made to determine
which transistors are assigned a I&( such that the overall

. INTRODUCTION AND PRIOR WORK leakage current is not unduly increased. Setting too many de-
HERE is a growing need to analyze and optimize th&ces to lowV; quickly results in a significant increase in the
stand-by component of power in digital circuits designe@verall leakage of the circuit.
for portable and battery-powered applications. Since theseThe traditional approach t; selection for a circuit relies
circuits remain in standby (or sleep) mode significantly long@n the observation that a circuit’s overall performance is often
than in active mode, their standby current and not their actilimited by a few critical paths. Transistors and gates along these
switching current, determines battery life. Because of thigtitical paths are set to loW, while their transistor sizes are held
stringent specifications are being placed on the standby {txed. By assigning a few transistors on the critical paths of the
leakage) current drawn by such devices. Very high-performargiecuit to low V;, overall circuit performance can be improved
circuits, such as microprocessors and microcontrollers, aignificantly while leakage currentis kept within bounds. An ex-
designed with their switching power as a primary concerample of the path distribution of a synthesized circuit is shown
Circuits for use in portable applications are also constraingtFig. 1(a), where the circuit's performance can be increased
by their leakage power. Reductions in operating voltage halog 19% through speeding up only 15% of the total paths in
accentuated the leakage current problem. As the power supiplg circuit. This approach was used in the PowerPC 750 [2]
voltage is reduced, the threshold voltage of transistors is scasul similar algorithms were proposed in [5] and [7]. While
down to maintain a constant switching speed. Since reducitigs approach provides good results for many circuits, it has
difficulty optimizing circuits that are carefully balanced using
. . , post-synthesis optimization techniques such as transistor sizing.
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TABLE | a b
PERFORMANCE AND LEAKAGE CURRENT FOR AHIGH AND Low V;
TRANSISTOR = 2
5 5
= =
Transistor Type | Switching Delay (norm) | Leakage Current (norm) § §
3 5
High-V, 1.0 1.0 ® ®
Low-V, 0.53 33.2
.4 delay 18 04 elay 1.8

. Fig. 1. Path delay distribution of a circuit before and after size optimization.
In order to obtain a better tradeoff between performance and y P

leakage of a design, the assignment of low and Higlran-
sistors must be performed while simultaneously adjusting tratien engine. The leakage current of a circuit is highly dependent
sistor sizes. If, in a well-balanced circuit, thg of a transistor on the state of the circuit. Fig. 2 shows the leakage current for
on the critical path is lowered while keeping the transistor sizdl states of a three-inputaND gate. For this gate, the highest
fixed, the path will become unnecessarily fast, thereby makitgpkage current is 99 times greater than the lowest, clearly in-
the sizes suboptimal. Also, a low&} causes the formation of dicating a strong dependence of the leakage on the circuit state.
the channel to occur earlier during the input transition due When considering the leakage current of the circuit as a whole,
the earlier onset of strong inversion with a reduégdThis re- the correlation between the states of the gates must also be con-
sults in an increase of approximately 8—10% of the average gaidered. Furthermore, the state of a circuit's inputs is typically
capacitance of the transistor gate as seen by the input driyertially defined when the device enters standby mode. This par-
Therefore, when a transistor is assigned a Igwthe increase tially defined state is referred to as thleep statePrevious ap-
of its gate capacitance can adversely affect the performancepodaches such as [8] have focused on calculating the maximum
other paths loaded by this transistor’'s gate node. Hence, settiegkage across all permutations of the unspecified inputs. How-
a transistor to low¥; without subsequently adjusting transistoever, a device will enter sleep mode many times during the life-
sizes in the circuit can actually degrade the performance of tlime of its battery, each time with a random setting for the un-
circuit while increasing leakage. The transistor sizes must bpecified input signals. To obtain a reliable measure for the ex-
adjusted simultaneously with the assignmeritofalues to ob- pected or mean lifetime of the battery, the average, rather than
tain an optimal solution. the maximum leakage of a circuit must be calculated. The ap-
In the approach proposed in this paper, we consider Bpth proaches for calculating the maximum leakage of a circuit also
selections and transistor sizes of the circuit simultaneously. Gauffer from inherent computational complexity, making them
approach uses two new techniques. First,#theelection uses unsuitable for use in an optimization engine.
leakage and performance sensitivities to accurately determindé.eakage current calculation is complicated by the highly non-
the impact of changing a transistoVs. Second, thé/;, selec- linear behavior of the drain current of a device with respect to
tion process incrementally adjusts the transistor sizes of the @ource/drain voltages. Several simple models for subthreshold
cuit after each change il;. We present results that show aoperation which are efficient for circuit simulation have been
significant improvement in circuit performance or leakage cuproposed in [9]-[13]. Nevertheless, accurate SPICE-like simu-
rent when transistor sizes and threshold voltages are optimization using these nonlinear models is still very expensive and
simultaneously, as compared to performivigselection with becomes infeasible for repeated evaluation of large circuits in
fixed sizes. The previous methods in [5], [7] and [22] did nan optimization framework.
consider changing transistor sizes during optimization. In view of this, previous works used simpler but inaccurate
Our optimization approach assumes that the actual high- anddels for leakage estimation, such as a gate-level [14], [15]
low-V; values on a device type are fixed. This assumption simodel or a stack-based model ignoring the voltage drops across
plifies the threshold voltage selection problem to one with a dite ON transistors in the stack [5], [7], and [8]. These procedures
crete domain with only two choices: high or low V;. However, can result in significant error as revealed in our experiments.
the approach can be easily extended to technologies with mul-contrast, the method proposed here uses nonlinear simula-
tiple discreteV; values. Also, we assume that each transisttion with accurate leakage models similar to those in [9]-[13].
can be individually assigned & value (high or low). How- Simulation complexity is overcome through a series of tech-
ever, our approach can easily be extended for stack-basedigues. 1) Eliminating the need to simulate the entire network,
gate-based optimization by doing size adjustmentidreklec- instead simulating only one DC-connected component (DCC)
tion of a predefined group of transistors, where a group consistsa time and combining the results using state probabilities, 2)
of transistors in the same stack or in the same gate. Stack-bafsether reducing individual DCCs using state information, the
or gate-based optimizations are preferable if there is a mamoncept of dominant leakage states and graph reduction tech-
facturing process limitation on assigning differéntvalues to niques, and 3) specially modifying the nonlinear simulation for
closely-spaced transistors. Gate-based optimization is also mieakage simulation using precharacterized tables. Furthermore,
suitable for a standard cell design methodology. sleep-state information is seamlessly handled by this approach
A critical issue in leakage current optimization is obtaining aand contributes to a further improvement in optimization results.
accurate and meaningful metric for the leakage current of a cithe techniques described here have been implemented in a tool
cuit which can be efficiently calculated and used in an optimizaalled Duet, which has been used to optimize a variety of in-
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Fig. 2. Three-inpuNAND gate, its graph representation and its leakage current.

dustrial circuits designed in deep submicron dugprocesses. A. Dominant Leakage States

The leakage current calculation in this tool can be used to anq, experiments using SPICE simulations of several gates
alyze circuit-leakage current at different process corners. Theq | possible states, we observed that the leakage of a
analysis is usually done at the best case process corner to obé%i@ is significantly less in some states than in others. A
the worst-leakage current. , state with more than one transistor OFF in a path from Vdd
The remainder of this paper is organized as follows. In Seg; 5nq (aVdd-Gnd path) is far less leaky than a state with
tion 11, we present the approach for average leakage estimati8H|y onetransistor OFF in any Vdd-Gnd path. We call these
In Section IIl, we present the algorithm for simultanedise- |ter statesdominant leakage state§he set of dominant
lection and transigtor sizing. In Section IV, we presenF be”C’%'akage states is usually very small compared with the set
mark results, and in Section V we present our conclusions. ¢ 4 possible states. The key idea is to ignore the leakage
of insignificant (nondominant) states in the average leakage
Il. LEAKAGE ESTIMATION APPROACH calculation without losing significant accuracy. For example,
SPICE simulations of a three-inpNAND gate in Fig. 2 show
In this work, we consider only subthreshold leakage curreffat the exact average leakage is 1.78925 nA, assuming equal
(Isup), the current through the channeldt, < V.. Junction propabilities for all states. The set of dominant leakage states
leakage (reverse currents in source/drain junction diodes Wig} this gate isD = {011,101,110,111}. Considering only
the bulk) is two to three orders smaller thRgy, and is ignored. these four states, the average leakage is 1.7055 nA, only 4.68%
Likewise, the reverse junction current between well and bulkjisss than the exact average. Note that such accuracy is obtained
ignored, as it is significantly smaller and is usually not a targgl; simulating only four out of the eight possible states. This
for optimization at the circuit level. tradeoff becomes even more attractive for DCCs with a large
In our approach, the complexity of average leakage estim@imber of inputs.
tion is reduced through a sequence of steps, presented below iBefore showing how to find the dominant leakage states, we
a top-down manner. give several definitions.

1) The average leakage of a circuit is obtained from the Let G(V, E) be the graph representing a DCC in the circuit,
leakage of individual DCCs simulated in various statesuch that eaclr € V represents a node in the DCC and each
and from their state probabilities calculated using primary € E represents a transistor in the DCC whose drain and source
input probabilities. DCC-by-DCC evaluations eliminatenodes are the endpoints afSinceG represents a DCC, it has
the need to do nonlinear simulation of the circuit as anly one (connected) component. AlSé| > 1, as there are at
whole and the probabilistic approach eliminates the ne&shst two nodes, Vdd and Gnd.
to do simulations over alt” input combinations (where A disconnecting seif edges in a connected grafhs any set
n is the number of circuit inputs). Moreover, the DCOf edges inZ whose removal results in more than one connected
leakages are used in transistor merit calculations durisgmponent. Ifff C E(G) is a disconnecting se&(V,E — F)

V; selection. has more than one component. For instance, in Fig. 2(b), {n1,

2) For each DCC, only a small subset of all possible stata8, pl1, p2} is a disconnecting set of the gragh
is evaluated for leakage. This approach is based on theA cutsetof G is defined as aninimal disconnecting sef G.
notion of dominant-leakage states and on graph reductiBimce it is minimal, a cutset always leaves a graph weitactly
using state information, as discussed in Section 1I-A. two components. Given a nonempty et V(G), [S, S] de-

3) Each state in the dominant leakage set of a DCC is simetes a cutset df, the set of edges each having one end point
ulated using an efficient and accurate leakage model, de-S and the other i8. In Fig. 2(b), {n3} is a cutset ofz. We
scribed in Section 1I-B. also define that Vdd is always .
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Fig. 3. Dominant-leakage state generation for an OAI gate.

Let B be the set of all possible Boolean states for a gate’s iare then recursively added $ountil all nodes but the Gnd node

puts. An edge is called &@FF-edgeif its corresponding tran-

sistor is OFF in a given state. Givéne B, let OFFb) de-
note the set of OFF-edges for state-or instance, OFBL0
in Fig. 2(b) is {n1, n3, p2}. It is imperative that OFF) is a

are included irS. Partitions that create more than two connected
components are not considered. This guarantees that condition 1
is satisfied. At each point in the traversal, partition duplication
is detected. Fig. 3 shows an OAI gate, $artitions and its

disconnecting set fo&x such that Vdd and Gnd lie in different cutsets.

components o&&(V, E — OFF1b)). Otherwise, there will be a

short circuit in staté.

For each generated cutset, we assert a partial input vector such
that all edges in the cutset are logically OFF. If an assertion fails,

Let LEAK(b) be the set of transistors that contributes to sulthe cutset is rejected as infeasible, guaranteeing that condition

threshold leakage in statelt is clear that LEAKH) C OFHb)
and that the endpoints of each edge of LEAKare in dif-
ferent components d&(V,E — OFF))C. If both the drain

two is satisfied. For example, if in Fig. 3(a) inputsandb are
inversely related, then the cutset {P1, P2} is infeasible.
Note, that a cutset defines a partial input state since it only

and source nodes of a transistor are in the same componerssferts input nodes that control the cutset edges. To simulate
G(V,E — OFF®b)), then there is a conducting path betweethe leakage current for the cutset, a fully-defined input state is
them consisting of other transistors in the component. Sucmeeded. Simple enumeration of undefined input variables to ob-

transistor will not contribute to subthreshold leakage. LERK
is also a disconnecting set 6. In our example, LEAK010)
is {n1, n3}.

We define a stateh to be adominant-leakage staté
LEAK (b) is minimal, i.e., if there exists no other statec B

tain a set of fully defined input states for a cutset could lead to
a very large number of circuit states. For the cuts¥tl} in

Fig. 3, the following four-input states would need to be simu-
lated: {abc, abe, abe, abé}. Therefore, we expand the partially
defined cutset state such that only circuit states are generated

such that LEAKa) C LEAK(b). If b is a dominant-leakage for leakage simulation that maximize the leakage current for the

state, LEAK?) is called adominant-leakage sefFor instance,

cutset. The procedure for deriving a set of fully defined circuit

in Fig. 2(b) there is no state whose LEAK set is a subset 8fates from a partially defined cutset state is shown below.

LEAK(011) = {nl}. So011lis a dominant-leakage state,

while 010whose LEAK set is {n1, n3} is not.

By our definition, a dominant leakage set isrénimal dis-
connecting set oG and is, hence, a cutse$ [S] of G, such
that Vdd is inS and Gnd is irS. That is, wherb is a dominant

leakage stateGG(V,E — LEAK(D)) has exactly two compo-

nents, with Vdd and Gnd in different components.

We will now show how to efficiently obtain the dominant
leakage sets. We start with the graph of a DCC and systemati-
cally generate its cutsets using a breadth-first traversal. A cutset
is qualified as a dominant leakage set only if 1) removing its
edges partitions Vdd and Gnd into different partitions and 2) all

of its edges can be logically OFF at the same time.

The breadth-first traversal starts with an initial partitioning

[S, S] of the nodes wherein only the Vdd node isSnNodes

For each feasible cutset generated as follows.

1) Assert the cutset inputs and add their values tdttoavn
set For example, in Fig. 3, when the cutset{i§1} the
known set is{a = 0}.

2) Reduce the graph as follows.

i) Ifan edge is logically ON and is ofative typemerge
the two end nodes of the edge. A native type transistor
isa PMOS (NMOS) transistor whose drain and source
nodes are in th8(S) partition. If a transistor is of na-
tive type, there will be nd; drop across the transistor
when it is ON. Therefore, its source and drain nodes
will be at equal potentials in the DC leakage simu-
lation and the nodes in the graph can be merged. In
our example, the known set{s = 0}, so P1 is ON

and is of native type. Nodes Vdd and X are merged.



SIRICHOTIYAKUL et al: DUET: AN ACCURATE LEAKAGE ESTIMATION AND OPTIMIZATION TOOL FOR DUAL-V; CIRCUITS 83

Fig. 3(b) and (c) show the graph representations of tlkenverge on the node voltages and hence, they have very fast
OAl gate before and after the merge. run times. However, the drain to source currelyt) of a de-

i) If, as a result of Step i), an edge lies in a loop whiclvice is highly nonlinear with the drain to source voltadig,). A
does not contain any edges in a Vdd-Gnd path, rérear-scaling factor to account for the stack depth of the leaking
move the edge from the graph. From Fig. 3(c), Piransistors cannot accurately predict leakage over a range of
P2, and P3 are in loops. They are removed as showansistor widths and stack topologies. These methods also ig-

in Fig. 3(d). nore theV; drop across transistors that are ON in series with
3) For each transistor in the reduced graph whose input lo§f@nsistors that are leaking. In Fig. 2, for instancg; drop de-
value is not defined. velops across transistor N1 when the sti8is applied. In our

) ) . experiments, we found that ignoring thisdrop over estimates
a) If afeasibleassertion on the transistor gate node cago leakage current by approximately 30% for typical gates in a
be made, perform the assertion, add the node vgl & volt, 0.25.: process.
to the known set and reduce the graph as describedr, ,ptain both a fast-run time and an acceptable accuracy,
in Step 2). An assertion on a transistor is said 10 e 5 hraach is based on Newton—Raphson iterations using fast
feasibleifit turns ON that transistor and does not UMy p1e ' |0okups off,,. Our device current model is specifically
OFF any other transistors in theducedyraph. Afea- 5 geted at efficient leakage simulation in the course of leakage
sible assertlon IS g_uaranteed to maximize the IeakaQﬁtimization through simultaneous transistor sizing dnd
of the cutset since it does not turn any transistor OFEg|action. Withv;,, L and other process parameters fixed, the
In Fig. 3(d), turning on N2 is a feasible assertionyain cyrrent of a given type of MOS device is described with
The known set becomels: = 0,0 = 1}. Since N2 o onjinear functiod, = F(Va, Vi, V), W), whereVy, Vi,
is now ON and is of native type, nodes Gnd and ng' 516 the drain, source and gate voltages Bnds the width
are merged as shown in Fig. 3(e). Now both N2 an,(Q?Gthe device. As thé&/, for a device is either Vdd or 0 during
N3 form loops, so they can be removed as shown |5y age simulation/, is captured in two three-dimensional
Fig. 3(f). _ _ 3-D) tables, one for each value Bf. These tables are derived
b) Ifan assertion of the gate node is not feasible, add thi¢. gk precharacterization using SPICE simulations with ac-
transistor gate node to tigermute set curate models. When the reduced graph contains only Vdd and
4) When the reduced graph does not contain any transtdad nodes as in Fig. 3(f), the state leakage is directly referenced
tors in an undefined state, a full set of dominant leakadem a table. Otherwise, KCL equations for the DCC are set up
states for the cutset is created by enumerating all inpand the currents are solved through Newton—Raphson iterations
permutations of nodes in the permute set. In our exampbnd the tabular current model. Since the computationally ex-
the set of dominant leakage states for the cuf8ét} is pensive model evaluation calculations are shifted from within
{abc = 01X}. the iterations to the characterization phase, simulation speeds
States generated from different cutsets may be duplicatesroprove dramatically. Table Il shows the comparison between
may dominate one another. These cases are eliminated afteuafast leakage simulation and SPICE for a three-imguiD
complete set of states is generated using every cutset. gate. The table shows that accuracies within 2% of SPICE are
Each state in the dominant leakage set will be simulated usiaghieved for all possible states of the gate.
the simulation engine described in Section 1I-B. Since the cost
of simulation depepds on th'e size of the DCC being solve&, Calculation of State Probabilities
for each state we simulate with the reduced graph of each state
instead of the full graph. In our example, the graph in Fig. 3(f) In [16], the authors describe a procedure for propagating
will be used by the simulation engine. If the standby (sleegfie probabilities of primary inputs to all internal (and primary
states of any of the primary inputs are known, we propagas@tput) signals while accounting for the first-order spatial
those values to internal nodes of the circuit and use a gragdrrelations between signals. The procedure uses correlation
reduction technique similar to that described in Step 2) befaggefficients between every pair of signals. The coefficients
finding the full set of states. This additional information furtheare propagated along with the probabilities. We apply this
reduces the total number of dominant leakage states. procedure to calculate the probabilities and correlation coeffi-
cients of all signals in the circuit and thereby calculate the state
probabilities of the DCCs. The Boolean functions for the DCC
nodes are extracted and represented as SP-BDDs [17]. Since
At the core of this approach is an accurate transistor-lewbke original approach can only be applied to acyclic graphs,
leakage simulator which efficiently evaluates the leakage cuhe procedure is modified as follows to handle sequential
rent of a given DCC for a given state. A number of methods hagecuits. First, the network is represented as a directed graph
been proposed for quickly calculating an approximate leakagierein the nodes are the primary inputs, primary outputs, or
number for a stack of transistors [5], [7], [8], and [21]. ThesBCCs of the circuit and the edges are the connections between
methods precalibrate the leakage of a single transistor and tifeem. Second, the directed graph is levelized to identify the
apply a constant multiplier to reduce the leakage when mdrack-edges (feedback edges from higher level nodes to lower
than one transistor is leaking in series. They avoid the needéwel nodes). The back-edges are assigned initial values for
perform iterations over the nonlinear device models in order signal probabilities and correlation coefficients. The procedure

B. Leakage Model and Leakage Simulation Engine
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TABLE I answering this question for different circuit areas, a 3-D tradeoff

NAND3 LEAKAGE MEASUREMENTRESULTS USING NEWTON-RAPHSON between area, performance, and leakage can be generated. Both
the performance of the circuit and its leakage vary nonlinearly
State Spice (nAmp) | Newton-Raphson (nAmp) Diff (%)  with device widths and the¥,’s. Moreover, the width domain
000 0.095 0.093 21 is continuous while th&, domain is discrete as only two choices
are available: hight; or low V;. Thus, finding an exact optimum
solution would require solving an integer nonlinear program.
010 0.195 0.193 -1.03 This is prohibitively expensive even for circuits of moderate
size. Hence, we need to take a heuristic approach.

Let C(W, V) denote a circuit with transistor widtHd =
100 0.185 0.180 -0.42 [Wil, wi min < w;i < w; max and subthreshold voltage levels
V = [v], v; = {0, 1}, wherew; is the width of the:th tran-

001 0.195 0.193 -1.03

011 1.874 1.873 -0.05

101 1.220 1.222 0.16 . ) .

sistor andV; represents its threshold voltage level (low if 0 and
1o 1.140 1.138 -0.18 high if 1). For the set of all optimal solutions with a given total
1t 9.410 9412 0.02 area §_w; = constant), there exists both an all-high and

an all-low V; solution. The all-high¥; solution has the lowest
leakage, while the all-low; solution has the best performance
ﬁimallest delay). These two solutions are illustrated in Fig. 4 by

in [16] is th lied i iterative | the whole circui ) X .
in [16] is then applied in an iterative loop on the whole circu 2 rightmost and leftmost points, respectively. Our approach

until the updated values for the back-edges converge, or unt : ) : ;
maximum limit on the number of iterations is reached. explores optimal mixed: solutions with leakage and perfor-

tion to measure the average leakage of an entire circuit. Th Eh fixed total area) from all-high to all-low;. As shown in

statistical methods are based on Monte Carlo experime tégt' 4(a),:rr]1e ;\rll\;ter?edgte solu_tlc:ns on the hortlzgnéal segmsnt
where in each iteration, a randomly picked circuit state ctween the two boundary points are generated by repeating

applied and the leakage of the entire circuit is computed. Tﬁ’éo basic steps 1) changing the of some transistors to their

iteration is repeated until the average leakage of the circ W value and 2) rebalancing the circuit by reducing the sizes

computed over all applied vectors, converges. However %52 selected set of transistors and resizing the circuit back to

leakage-optimization tool relies on accurate estimation Bp original area. These two steps are repeated until the perfor-

leakage for the individual DCCs rather than estimates for teance target is met. Fig. 4(b) shows the same segment in the

total circuit leakage when calculating leakage sensitivitielﬁakage domqln.The fwststepfocu_ses_on o.bte}lmng_a maximum
provement in the speed of the circuit while incurring a min-

While Monte Carlo-based methods may converge quickly of : o o . .
! y Verge quickly d um increase in its leakage through sensitivity-guided opti-

the circuit’s total leakage, they are not effective in determining'4™Mm L .
the average leakage of individual DCCs. Since the leakage of Ratlon. T_he sensitivities accqunt for the effects of l.)Oth the in- .
individual DCC can vary widely over its circuit states (as mucﬁreased drive strength and the increased gate capacitance on crit-

as 99X in aNAND3 gate, as seen in Table Il), it is necessary al an(_:i ne_ar—critical paths in the .CirCUit' BY Iowerih’gin this
simulate a substantial portion of its states to obtain an accur fgp. circuit delay decreases while area remains the same and

average leakage of each gate. Since the number of gates akage mc;re?seg (Fig. ‘:j gtraph Seg_mentj??@}lédlwenpg).
circuit is usually very large, it would require an extremely larg € second step IS aimed at recovering additional performance

number of random global circuit vectors to sufficiently cove Y red|str|but_|ng the area _opnmally after thg changes. I_n the
gt part of this step, the sizes of a selected set of transistors are

the states of the individual DCCs and for their average leaka ) . L .
uced, causing a possible slight increase in delay, and a de-

to converge. For this reason, the probabilistic approach is m in both the total circuit d leak Fa. 4 h
effective than statistical simulation for optimization purposeg.rease In bo € fotal circult area and leakage (Fig. + grap
ment labele8ize ReductignIn the second part, the circuit

The probabilistic approach described above accounts for ) ) o . ' .
IS resized to its original area, causing a decrease in delay, an in-

leakage ofeverystate ofeveryDCC, provided such leakage i total circuit to its oriainal si dani .
is significant (i.e., dominant). Thus, fewer states are explor?ﬁease In total circuit area to 1S original Siz€ and an Increase in

than by statistical simulation, but with a very high confidenccgakage (F.'g' 4, graph segment .labmmng' This two-tier .
on the accuracy of the estimated average leakage. approach is warranted by the differing natures of the domains

of transistor size and;, the former being continuous and the
latter discrete. The steps are detailed in the following sections.
I1l. SIMULTANEOUS V; SELECTION AND SIZING OPTIMIZATION

We now describe the method of optimization in Duet wherefi- Threshold Voltage Selection
we determine the size (width) and threshold voltage for eachThe difficulty in optimizing the threshold voltage of transis-
transistor (or each group of transistors) in a given circuit sutbrs in a circuit is that lowering the threshold voltage of a par-
that its area, performance, and leakage current are optimal. Wiéalar transistor has both positive and negative impact on cir-
castthe problem as a constrained optimization problem and posé performance. On the one hand, the drive strength of the
the question, “What are the sizes and threshold voltages for thensistor is significantly increased, resulting in a much faster
transistors that obtain the best performance/leakage tradeoffdaitching delay. On the other hand, the gate capacitance of the
the circuit without exceeding a given total area?” By repeatedisansistor is increased (due to the increase in the length of time
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Fig. 4. V; selection and redistribution of area, in two domains.

during which the channel is formed) and paths that pass througlo-timing arcs weighted by their criticality. If either timing arc
the gate node of the transistor are slowed. Finally, the impactloes on the critical path and is improved in performance by low-
leakage depends strongly on the location of a transistor withening theV; of transistor N2, but if the other timing arc lies on
its gate and on the state probabilities of the gate. Therefore, paenear-critical path and is slowed down significantly, transistor
vious methods [5] which simply modify the transistors in a préf’ will not be selected folV; lowering. By taking the ratio of
determined order from output to input, do not adequately evakL,,, (T) over AD(T), the improvement in performance is
uate the impact of the transistor on the leakage and performamegghted relative to the increase in leakage. The calculation of
of the circuit and will result in a suboptimal solution. AL (T) andAD(T) is explained in more detail below.

We propose an iterative approach that uses a merit functioriThe factorAd,(T) is the change of the delay of timing arc
to evaluate the increase in total leakage with respect to the perin the circuit due to the change in tH§ of the transistor
formance gain of the whole circuit. In each iteration, the merit. This is calculated using an analytical function based on the
function is calculated for all transistors in the circuit and thElmore delay model similar to that in [18]. Changing theof
transistor with the best meritis selected and is set tolpwhe a transistor has two pertinent effects.
circuit sizes are then rebalanced as explained in Section I1I-B,1) The effective resistance of the transistor is reduced.

the circuit timing and transistor merit is incrementally recalcu- Its impact is simply expressed add.;(T) =
lated and the procedure is repeated. The merit functionis shown  AR(T)*Cgpain «(T), where AR(T) is the change in
below effective resistance of transist@t and Cyyain.o(T) is
the total switched (Elmore) capacitance from the drain
. Al (T) . ! o
Merit(T) =———~ terminal of transistof’ to the output node of timing arc
AD(T) o
= 1 2) The gate capacitance of the transistor is increased.
whereAD(T) = Ad(T) - e . "
() Z () k + Min(slacks)— slack, If a timing arc o ends at the gate node of tran-

arcs

sistor 7, then the impact on timing due to &,

The V; change of a transistor directly impacts the delay of a  change of the gate of transist&f is expressed as
number of timing arcs in its own gate and in the gate driving Ady 2(T) = Refrect,a* ACgate (T), WhereRegect o 1S

its gate node, due to added capacitive loading. The impact of the effective resistance of timing arcand ACgate(T)

the V, change of a transistdl’ on a particular timing are is the change in the gate capacitance of transistor

is denoted byAd,(T) in the above equation. The weighted The totalimpact of th&, change isAd,(T) = Ad, 1(T)+
sum of Ad,('T) is taken using the weighting functidry (k + Ad, 2(T).

Min(slackg — slack, ), wherek is a small negative number and Since Ad,(T) is calculated analytically, the evaluation of
Min (slacks) is the critical slack in the circuit. This weightingAD(T) is extremely efficient. The EImore delay model uses ex-
function takes on the valuk/k for timing arcs on the critical tensivea priori SPICE simulation to calibrate the effective resis-
path and quickly approaches zero for timing arcs that are lgasice of a transistor as a function of its width, input slope, output
critical. The weighted sumXD(T)) therefore captures the im-load, and position relative to the switching transistor. Since the
pact of lowering théV, for transistorI’ on all affected paths in EImore based delay model is approximate, it is only used for
the circuit, weighted by their criticality. For example, a smaltalculatingAd,, (T). The actual timing of the circuit and the
two—input NAUD circuit is shown in Fig. 5(a), with its associ-value ofslack,, are based on an accurate regionwise quadratic
ated four-timing arcs listed in Fig. 5(b). If we consider changindelay model [19].

the V; of transistor N2, this will affect the two-top-timing arcs: The factorAl,,(T) is the change in leakage of the circuit
A(R) — Out(F) and B(R) — Out(["). The weighted sum due to the change in the of transistorZ. This is calculated
AD(N2) is now computed as the sum of the sensitivities of theumerically by lowering thé; of the transistor, estimating the
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Fig. 5. A two-inputNAND2 gate and its four-timing arcs.
in undersized devices which require additional area in order

average leakage of the DCC using the procedure in Sectionttl,meet their timing requirements. By shifting the excess area
and taking the difference with the leakage of the DCC befote undersized regions, we can improve performance without
the V, was lowered. The dominant leakage states of a DCAD area penalty. We call the process of adjusting device widths
are independent of thg, settings in the circuit and therefore,while maintaining total circuit are@balancingand we accom-
are not recalculated. Furthermore, only those dominant leakgdish it in two steps 1) reducing selected transistor widths and
states containing transistérin their reduced graphs need to b&) resizing the entire circuit back to its original area.
resimulated. This significantly reduces the cost of calculating The first step of rebalancing is reduction, the removal of ex-
ALp(T) and makes it feasible to calculad,,, (T) foreach cess area from devices, which are faster than necessary. Low-
transistor in each iteration of optimization. ering theV, of a transistor can easily change its speed by as

After the merit function is calculated for all transistors, thenuch as 50% (depending on the process). If a circuit is bal-
transistor with the minimum merit is selected. The advantagg@ced prior to &, change (all its timing paths are as near to
of this approach is that in each iteration, it selects the transistheir constraints as possible), such a localized speed increase al-
which increases the circuit performance the most, relative to itgst invariably introduces imbalance among paths. Removing
increase in leakage, while taking into account both the increasgea from selected devices is the first step toward correcting
drive strength and the increased capacitance on the performathesimbalance. The set of reduction candidates includes any de-
of the circuit as a whole. In the case where multiple transigice sharing a timing path with &;-changed device and the
tors have Meri('T;) = 0, the transistor that has the maximun¥;-changed device itself. In the extreme case, all candidates in
AD(T) is selected. In the special case, where loweringlthe the set of reduction are set to their minimum sizes. While effec-
of any transistor in the circuit only increases the delay of thive, this technique’s aggressiveness unnecessarily shifts much
circuit (i.e., AD(T) < 0 for all T;), the optimization stops and of the work to the higher-complexity resizing phase. Instead,
the current solution is reported as the best possible solution {@s can use the locality of the effect ofta change to isolate
the circuit. the reduction. Changes in the speed and capacitance of a de-

The proposed approach can be easily extended to standacgé naturally have a greater effect on nearby devices, with di-
cell designs. In such cases, the standard cell library usually maiishing strength further away as more intermediate devices
two versions of a cell: a low4 cell (all transistors in the cell buffer the effect. Therefore, we can identify a the core of influ-
are lowV;) and a highV; cell (all transistors in the cell are highence of aV; change to a predetermined depth by following its
V;); or four versions of a cell: a low; cell, a high¥; cell, a device’s connections into neighboring devices (to a specified
high-; PMOS/low+; NMOS cell (all PMOS transistors in the depth) and recording their distance from the changed device.
cell are highV; and all NMOS transistors are low;) and a Next, we apply a width reduction to the marked set of devices
low-V; PMOS/high¥; NMOS cell. In each iteration, a cell is based on their distances from the changed device. The changed
selected to be changed to its lower-leakage version based ondbeice itself sees the greatest reduction, while the farthest de-
merit function: Merit(C) = (ALw,(C))/(AD(C)), where the vices see the smallest. We have determined experimentally that
valuesAl,, (C) and Ad,(C) for each cellC are calculated consideration of no more than three levels of logic in the cone of
with respect to the change of a cell, not the change of an inélifluence with a linear-reduction gradient gives results equiva-
vidual transistor. lent to even the most aggressive reduction scheme.

The second step of rebalancing is resizing, or optimally dis-
tributing excess area (the area gained during reduction) in order

As previously mentioned, a circuit’'s device sizes are no decrease worst circuit delay. We use a delay/area sensitivity-
longer optimal once thé’; of one or more transistors hasbased size optimization tool for the resizing step [20]. This tool
been lowered. Both the speed and gate capacitance of shalances the delay of all timing paths, thus minimizing total cir-
transistors are changed, affecting all incident timing pathsit area for a given performance. While the resizing phase ini-
and increasing the load on nearby transistors. The decretiaBly focuses only on the obviously undersized devices affected
in delay results in excess area which can be recovered fralring the reduction step, all devices in the circuit are candi-
now-oversized devices. The increase in capacitance may resaltes for resizing and excess area is distributed across all crit-

B. Rebalancing
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TABLE Il

BENCHMARK DETAILS, LEAKAGE MEASUREMENTS
Circuit Characteristics Leakage Current Run-time

No. of No.of | No.of

No.of | No.of | circuit dom. | solve | Spice Ours Diff Spice | Ours

Name input | FETs | states states | states | (nAmp) (nAmp) (%) (sec) (sec)
bk 9 108 512 78 30 59.95 58.87 -1.79 | 375 <1
bay 9 68 512 52 16 652.44 703.14 7.21 372 <1
add!] 10 244 1024 171 71 488.86 472.27 -3.39 | 2135 1
pla 12 1052 4096 809 246 3274.05 2987.40 -8.76 12415 | 2
add2 51 1090 2.3el5 646 270 N/A 554.61 N/A N/A 2
add3 65 1256 3.69¢19 | 1362 300 N/A 418.95 N/A N/A 1
controll 91 5318 2.5¢27 4387 966 N/A 5668.49 N/A N/A 2

ical timing paths. This approach can also be extended to st&or example, if P2 in Fig. 6 is ON during sleep state}jtsan

dard cell designs by selecting gates rather than transistors. bleelowered without impacting the leakage current. Therefore,

size reduction (or increase) of each cell then involves swappialjminating the impossible state bf= 1 improves the accuracy

the cell to its smaller (or larger) drive strength versions. of leakage current estimation and the optimization quality. Run-
The computational complexity of the size-reduction step ts8ne is also reduced, as fewer states need to be simulated. Note

linear, as the number df, changes is linear in circuit size andthat known input states in active mode can be used in the same

everyV; change incurs only a constant amount of size reductigvay if the circuit is being optimized for its active-mode leakage

work. It is key to note that the size reduction effort, limited tgower.

a fixed depth by the cone of influence, does not depend on the

circuit size. Instead, it depends on the connectivity of the cir-

cuit and is, therefore, nearly constant. The resizing step, on the IV. RESULTS

other. hand, is applied globe_llly and can pe _computqtionally X We have implemented the proposed leakage measurement

pensive. However, we use incremental timing and mcrementtm

s Y A . d threshold voltage/size optimization algorithms in a tool
sensitivity calculation in this step, resulting in near-linear COM:4iled Duet. Duet has been used for industrial low-power DSP

plexity. The_ complexity of the whole rebalancing step is, ther‘f)’rocessor and micro controller design and has been success-
fore, near linear. fully run on a large number of circuits. The results shown in
this section are from a 0.18 process withV;y ,, = 0.48 and

o Vi, = —0.52 for high V; devices andV,p,, = 0.33 and
Leakage power optimization is normally of concern in ciry, , = —0.39 for low V; devices. The transistor length is

B

. . . . . . t
cuits designed for portable applications. These circuits Spe(':‘%ﬁculated using a statistical model which takes into account
the majority of time in sleep or standby mode. The leakage gf across-chip length variation.

timation of such a circuit in sleep mode only is therefore, a
good approximation of the entire leakage power (which includis L
both standby mode and active mode leakage powers). In a sleep
mode, a circuit is often brought to a fully or partially known Table Il gives the details of our benchmark circuits, as well
input state through a series of one or more sleep operatioasthe average leakage measurement results obtained by SPICE
These known input states can be used to help both the leakagd by our approach. Circuitddl1is a 4-bit adderadd2is a
estimation and the leakage optimization. In our leakage estin®b-bit adderadd3is a 32-bit adderpla is a PLA-type circuit

tion, known input-signal states are propagated to internal-circaitd the others are control circuits. Column two and three show
nodes, resulting in modified state probability for each gate inptiite number of inputs and the number of transistors in the circuit,
and more accurate leakage estimation. In the optimization apspectively. Column four shows the number of circuit states
proach, this additional information is seamlessly incorporatedhich would have to be individually simulated in an exhaustive
Since atransistor that is ON in the sleep state does not contribapgroach. Column five shows the number of dominant states
to the leakage of the gate, changingWsdoes not change the and column six shows the actual number of states solved with
leakage of the circuit or changes it only by a negligible amountrr nonlinear solver. Columns 7-11, show the average leakage
(due to the change in thi, drop across the ON transistor thameasurement results and run times.

is in series with a leaking OFF transistor). For such a transistor,The measurements in column sevéakage current—spige

AL, (T) will be zero (or near zero) and hence, its merit will bevere obtained by exhaustively simulating each circuit over
zero (or near zero), making it a likely candidate ¥9lowering. all possible input combinations and then taking the average

C. Known State Information

eakage Current Estimation
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Fig. 7. Area versus delay and leakage versus delay tradeoff curves for circuit add1.

leakage. Thus, these values take into consideration the corr@lerformance using standard sizing algorithmd.@y_Vt_Size
tion between internal nodes and give the exact average leakagetransistors are fixed at low; and the circuit is sized for
The measurements in column eiglgakage current—oujsare performance. 3)t_Size OptThis is the approach proposed
from our approach and are compared in column nine with tle this paper. Starting from the fastest all-high solution,
SPICE measurements. For these circuits, our approach teokall sets of transistors are iteratively selected and changed to
less than two seconds (on a Sun Ultrasparc 60) to calculédes V; and circuit sizes are rebalanced. (&) Size_OptThis
the leakage. This amounts to a more than 6000x speedup dseidentical toVt_Size_Optbut no rebalancing is done after
exhaustive SPICE simulation. Also, note that for the circuithanges irV;.
add2, add3 andcontrol 1, it is infeasible to run exhaustive Quantitative optimization results are shown in Table IV. The
SPICE simulations, as it would require 2.3e15, 3.69e19, andlumnsHigh_Vt_Sizeand Low_Vt_Sizeshow the delay and
2.5e27 simulation runs, respectively. The speedup in odeakage of the circuit sized for performance with all high—
approach demonstrates the efficacy of using the conceptaofd lowV; transistors, respectively. Columns fgt_Optand
dominant leakage states combined with state probabilities. TVie Size_Optare solutions from the Duet optimization which
results also show the high accuracy of our method, which hisve reasonable tradeoffs in terms of delay and leakage.
within 9% of SPICE. For Vt_Size_Opt we also show the percentage of delay
increase and the relative leakage-reduction factor (leakage
of Low_Vt_Sizéeakage ofVt_Size Optwith respect to the
B. Simultaneou%’; and Size Optimization Low_Vt_Sizecase. In the case of circuitontrol 2 only the
optimization with combined; assignment and transistor sizing
We also benchmarked our simultanedyselection and size was performed.
optimization algorithm on the example circuits. Fig. 7 shows As expectedHigh_Vt_Sizexhibits very low leakage but the
area versus delagndleakage versus deldyadeoff curves for circuit speed is also the slowest. On the other haod,_Vt_Size
example circuitaddl1 can achieve much faster circuit speed at the cost of a signif-
Duet generates a series of tradeoff solutions and allows flcantly higher leakage. In th¥'t_Size_Opturve, the circuit
user to interactively choose the final solution based on tldelay progressively improves and leakage increases as more and
leakage, delay, and area constraints. In Fig. 7, four differembre transistors are changed to I&@ The achieved circuit
optimization scenarios are compared: High_Vt_Size All  delay is very close to that dfow_Vt_Sizebut with consider-
transistors are fixed at high; and the circuit is sized for ably lower leakage.
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TABLE IV
V: AND SIZE OPTIMIZATION RESULT
High_Vt_Size Low_Vt_Size Vi_Opt Vt_Size_Opt

Delay | Leakage | Delay | Leakage | Delay | Leakage Delay Leakage

(% (reduction
increase factor over

Circuit No. over Low_Vt)

name of Low_Vt)
FETs
(ns) (uA) (ns) (uA) (ns) (uA) (ns) (uA)

blk 108 0.33 0.002 0.25 0.048 0.25 0.037 0.25 (0%) | 0.011 (4.4x)
bay 68| 0.52 0.022 0.39 0.48 0.42 0.37 0.42 (3%) | 0.14 (3.4x)
addl 2441 0.74 0.03 0.55 0.74 0.59 0.32 0.59 (7%) | 0.17 (4.4x)
pla 1052 1.09 0.09 0.74 1.98 0.77 0.55 0.77 (4%) | 0.32 (6.2x)
add2 1090 1.58 0.018 1.18 0.40 1.25 0.25 1.25(6%) | 0.13 (3.1x)
add3 12561 1.68 0.027 1.21 0.60 1.31 0.35 1.31 8%) | 0.19 (3.2x)
controll | 5318f 1.53 0.13 0.96 2.84 1.14 1.38 1.14 (19%) | 0.63 (4.5x)
control2 | 34992 6.48 1.32 5.79 28.33 N/A N/A 5.88 (1.6%)| 1.80 (15.7x)

A comparison of results fronVt_Size Optand Vt_Opt
demonstrates the benefit of rebalancing the circuit after eac
V; change operation. Table IV shows thdt Size Opfcan

[— 6e-07
achieve the same delay target with 1.8-3.5 times less leaka
thanVt_Optin most cases. This supports our claim that circuit§ i
sizes are suboptimal after thé of a transistor is changed and g | ieson
that localized reallocation of transistor sizes can alleviate thisg ACTIVE, MODE
suboptimal size assignment. © 2 -
It is interesting to note that a mixeld- optimization can ac- § I

tually produce a faster circuit than an all-la#-circuit can, as
shown in Fig. 7. This behavior is explained by the higher gate

A

capacitance of low4 devices on noncritical paths that may in- SLEEP_MODE L,
crease the loading seen by timing critical paths, thus making th I T | T I J
circuit slower than a mixed solution. 1.0 11 12

The run times for the optimization were also reasonable. / Delay (ns)

large cir_cu_it,contr_ol; has 5318 tranSiSt_orS _anq Was SUCCESgy g Optimizations with- and without-sleep state information.
fully optimized within 1.5 CPU h. In this circuit, the results
for Vt_OptandVt_Size_Opshow significant increase in delay V. CONCLUSION

(19%) because the points were chosen such that they mee\}v h ted fficient techni f tel i
timing constraints while leakage increase is minimized. /e have presented an eflicient technique for accurately esti-
. . mating the average standby power of MOS circuits using a va-
Finally, Fig. 8 demonstrates how knowledge of the sleerP . . : . -
ety of problem reduction techniques, including the notion of

state of a circuit can improve the circuit optimization. Curve&ominant leakage states. We have also given a simultariéous

SLEEP_MODE and ACTIVE_MODE are the cases Wher?election and sizing optimization procedure that uses leakage

circuit add2is optimized for sleep mode operation (with sleepy gelay sensitivities and seemlessly exploits sleep states to
state information) and active mode operation (without Sle%timally tradeoff standby power and performance in dial
state information), respectively. Note that the leakage measygfeuits. The benefits of combining; selection and transistor
ments fOI’ the ACT'VE_MODE curve account fOI’ the Sleeeizing over the earlier proposed approaches of doing le
states, while the optimization itself was done without S|e&jé|ection were demonstrated. We have also shown the poten-
state information. The curve SLEEP_MODE generally hagl of using sleep state information during leakage optimiza-
significantly lower leakage than the curve ACTIVE_MODAEion. Test results showing the accuracy and speedup improve-
for a given delay. It is clear that the optimization benefitment of our estimation procedure and the performance versus
considerably from using sleep state information. standby-power tradeoff were also given.
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