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Real Time Hand Gesture Recognition Sys

Shival Abhilasha Shamsundar, Suryawanshi Rupali Vihalrao

Abstract- Hand gestures can be used for natural and intuitive
human-computer interaction. Our new method combines existing
techniques of skin color based ROI segmentation and Viola-Jones
Haar-like feature based object detection, to optimize hand gesture
recognition for mouse operation. A mouse operation has two
parts, movement of cursor and clicking using the right or left
mouse button. In this paper, color is used as a robust feature to
first definea Region of I nterest (ROI). Then within thisROI, hand
postures are detected by using Haar-like features and AdaBoost
learning algorithm. The Ada Boost learning algorithm
significantly speeds up the performance and constructs an
accurate cascaded classifier by combining a sequence of weak
classifiers.

Index Terms— Human Computer Interaction, Hand
Detection, Segmentation, Hand Tracking and Gesture
Recognition..

I. INTRODUCTION

This since in recent years applications like Huroamputer
interaction (HCI) and robot vision have been actegearch
areas. The conventional Human Computer Interaclimces
such as keyboard, mouse, joysticks, roller-baltsich
screens, and electronic pens, are inadequatetést Mirtual
Environment (VE) applications. These devices retstifie
complete utilization of high performance hardware do
their limited input characteristics. The VE applioas offer
the opportunity to integrate various latest techgims to
provide a more immersive user experience [1]. Thkenm
purpose of our implementation is to operate computeuse
actions by hand gestures using a low cost USB aeteca.
The computer mouse operations involve the motiothef
cursor plus clicking operation. The proposed teghaifirst
uses robust skin color features for defining theLRen
within this, ROI hand gestures are then recognlaedsing
Viola Jones algorithm. Defining ROIs and searchiithin
them significantly reduces computational time. "idbnes
algorithm uses a set of Haar-like features, whiatesses a
rectangular area of the image instead of a singdel.pTo
achieve real time performance, AdaBoost algorithomsied to
automatically select the best features and buitthscaded
classifier. Once gestures are recognized, and ttheyn are
assigned to different mouse events, such as rigi, deft
clicks, undo [4], etc.

II. FLOW OF HAND GESTURE RECOGNITION
SYSTEM

In this section, the flow of hand gesture recognitsystem
algorithm is presented as shown in Fig.1.An effectiision

based gesture recognition system for human compu
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interaction must accomplish two main tasks. Fhretfiosition
and orientation of the hand must be determinegah frame.
Second, the hand and its pose must be recognizdd
classified to provide the interface with information actions
required i.e. the hand must be tracked within thekwolume

to give positioning information to the interfacedagestures
must be recognized to present the meaning behied
movements to the interface. Due to the natureeohtind and
its many degrees of freedom, these are not ingignif tasks.
In order to accomplish these tasks, our gesturegrétion

system follows the following architecture as showine

system architecture as shown in figure 1 uses t&yrated
approach for hand gesture recognition system.cligrizes
static and dynamic hand gestures [1].
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Fig.1: Flow of Hand Gesture Recognition System

.  HAND DETECTION USING HAAR LIKE

FEATURE

During the image acquisition phase system extthetstatic
background and sits idle till user puts his hanftont of the
corresponding camera. Once the hand is placedomt fof
camera it detects the hand using haar like feattites noise
and lighting variations also strike the pixel maasuon the
entire  characteristic  region, which  could
counteracted[3].The simple Haar-like features (sdled
because they are computed similarly to the coefiitsi in the
Haar wavelet transform) are used in the Viola aode$
algorithm. The Haar-like features describe theorbgtween
the dark and bright areas within a kernel. Onecylptxample
is that the eye region on the human face is datem the
cheek region, and one Haar-like feature can effttjecatch
that characteristic. The second motivation is thataar-like
fgrature—based system can operate much faster thmxeh
ased system. Each Haar-like feature consistsmbtvthree
connected “black” and “white” rectangles. Fig. sisothe
extended Haar-like features set that was propogé&éehhart
and Maydt [2]. The value of a Haar-like feature thg
difference between the sums of the pixel valuethénblack
and white rectangles [3].
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Fig.2: Extended set of Haar-like Feature
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Fig.3: Integral Image

The “integral image” at the location of pixel)

model background image Bt. The resulting binargdoound
image is obtained as follows [1]:

1
P
IV.II Morphological Operation:

We cannot get a good estimate of the hand imagaulsef
background noise. To get a better estimate of #rel hwe
need to delete noisy pixels from the image. Wearmsanage
morphology algorithm that performs image erosiot iamage
dilation to eliminate noise [1]. Erosion trims dottre image
area where the hand is not present and Dilatiomrep the

area of the Image pixels which are not eroded.
Mathematically, Erosion is given by,

AGB={x|(B), NA° = ¢}

Where A denotes input image and B denotes Structure
elements. The Structure elementogerated on the Image
using a Sliding window and exact matches are marked
Dilation is defined by,

ABB={x|(B)NA<g}

if R, (x, v), B (x, y)) < o,

Fi(x, v)

otherwise

= {x|[(B),NA] = A}
Where A denotes the input image and B denotestthetsre
element. The same structure element is operatédtedmage
and if the center pixel is matched, the whole areand that
pixel is marked [5].

contains the sum of the pixel values above and left

of this pixel, which is inclusive

Jrjll..'.lr,l_: — T

b T T

jhl_n"'l. Hll 1.

To detect an object of interest, the image is sedroy a
subwindow containing a specific Haar-like featueséd on
each Haar-like featurfg a correspondent weak classifigx)
is defined by

if py fi(x) < pyty

hilr)= { 1 )
! 0. otherwise
Wherex is a sub window, andis a thresholdPj indicates the
direction of the inequality sign.

IV. SEGMENTATION TECHNIQUES

IV.I Background Subtraction

Hand segmentation can be done with the help dédraand

subtraction. In this method first, the image of eworking

background (without gesturer) is stored. Now thageframe
(with gesturer) is subtracted from the previoustprexd

background image plane. This gives the image ofugerss

body parts. Now we required to perform the operafar

detecting face and segmented the moving hand. asdage
of this system is that if the lighting conditiorsange abruptly
then there is a change in pixel value where th# ligtensity

changed and additive noise contributes to the oyiiju

The core of each motion detection system is the pfr
background subtraction that effectively extracts torrect
shape of moving objects. In this paper, we havel uke

image of moving points detected by the temporalgena

analysis and the reference background image Btiatexd at
the time t. Radiometric similarity is used again $electing
from the moving points in those that are differéom the
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V. HAND TRACKING

V.I Camshift Algorithm:

The segmented hand from the input sequence iscldokthe
subsequent phase. This is done by using modified
CAMSHIFT based on the CAMSHIFT algorithm for hand
tracking. CAMSHIFT is designed for dynamically chamg
distributions [3]. This unique feature makes th&tem robust
to track moving objects in video sequences, whizeef the
object and its location may change over time. lis thay,
dynamic adjustment of search window size is possibl
CAMSHIFT is based on colors, thus it requires the
availability of color histogram of the objects te tracked the
desired objects within the video sequences. As imeed
earlier, the color model was built in the HSV doman the
basis of the hue component. The spatial mean vilue
computed by selecting the size and initial positafnthe
search window. The search window is moved towaeuser

of the image in subsequent steps. Once the seanclow is
centered computing is done through the centroidh wit
first-order instant for x, y. The process is conéd till it
arrived at the point of convergence. In the impletad
tracking process the image is divided into fourioeg R1,
R2, R3, and R4. Then the number of white pixelsanh of
the four divided regions is calculated based on ttital
number of pixels. In order to find the positiontaind in the
divided regions we calculate p1, p2, p3, p4 thétjposvalues

of hand tracked in the corresponding region. Thsitjom
values are calculated using the Camshift algorithbased on
the Mean Shift algorithm[1].

VI. GESTURE RECOGNITION

In the recognition phase as shown in figure theesyextracts
the features of the hand for gesture classificationthe
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recognition phase the system extracts the featiré® hand
for gesture classification. The different gesturase
differentiated by extracting features from the cam$ around
hand and getting the convex hull of the given cont®ne
can identify different gestures by counting the bens of
defects in the convex hull and it is relative ot#&ion in its
bounding rectangle. The features are classifienl8ntlasses,
which are classified by a widely used algorithm for
recognitioncalled NCN (nearest conflicting neighbors).The
recognition phase of the proposed two hand gesture
recognition system takes the segmented image as. ifipe
region of interest in the segmented image is ifiedtand set
first. Then the system finds the contour aroundrtteege and
biggest area around the contour of the image imeted to
find the convex hull of this contour. Once the caxwull s
found the number of defects in the image is catedlaand
orientation of the bonded region of image is fouddxt the
direction of the image is taken from the movemehthe
tracking region [1].

VII. CONCLUSION

Gesture based interfaces allow human computeiictien to
be in a natural as well as intuitive manner. It eskhe
interaction device free which makes it useful fgnamic
environment It is though unfortunate that with theer
increasing interaction in dynamic environments and
corresponding input technologies still not manyli@ations
are available which are controlled using currerd amart
facility of providing input which is by hand gestuiThe most
important advantage of the usage of hand gestwedaaput
modes is that using this method the users getathidity to
interact with the application from a distance with@ny
physical interaction with the keyboard or mouse [1]
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