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Authors: S. Harisingh Naik, K. Rama Rao, M. V. Ramana Murthy 

Paper Title: 
The Effect of Hall Current on Unsteady MHD Free Convective Couette Flow of a Bingham Fluid with 

Thermal Radiation 

Abstract:   The objective of this study to find the numerical solution of unsteady magneto hydrodynamic flow of an 

electrically conducting viscous incompressible non – Newtonian Bingham fluid bounded by two parallel non – 

conducting porous plates is studied with thermal radiation considering the Hall Effect. An external uniform magnetic 

field is applied perpendicular to the plates and the fluid motion is subjected to a uniform suction and injection. The 

lower plate is stationary and the upper plate moves with a constant velocity and the two plates are kept at different 

but constant temperatures. The fluid is considered to be a gray, absorbing emitting but non – scattering medium and 

the Roseland approximation is used to describe the radioactive heat flux in the energy equation. Numerical solutions 

are obtained for the governing momentum and energy equations taking the Joule and viscous dissipations into 

consideration. The dimensionless governing coupled, non – linear boundary layer partial differential equations are 

solved by an efficient, accurate, and extensively validated and unconditionally stable finite difference scheme of the 

Crank – Nicolson method. The effects of the Hall term, the parameter describing the non – Newtonian behavior, 

thermal radiation parameter and the velocity of suction and injection on both the velocity and temperature 

distributions are studied through graphs and tabular form. 

 

Keywords:   Couette flow, Thermal radiation, Bingham fluid, Hall Effect and Finite difference method. 
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Paper Title: Strength   Efficiency Factor for Nano Silica at Different Age 

Abstract:    Concrete is being widely used as a construction material, hence it is necessary to improve its properties. 

These days supplementary cementecious materials are used for enhancement of concrete properties. Use of Nano 

materials is gaining importance due to its vital characteristics, these materials help in developing high performance 

concrete [5]. This study aims at determining efficiency factor ‘K’ for Nano silica. Efficiency factor is the part of 

supplementary cementecious material in the Nano silica concrete which can be considered as equivalent to Portland 

cement[3]. The efficiency factor helps in economic mix design of Nano silica concrete. This paper presents the 

results of an experimental study to evaluate strength of hardened concrete and strength efficiency factor ‘K’ for Nano 

silica by replacing the cement by various percentages of Nano silica (0.25% to 2.5% by weight of cement)  for M20 

,M40 concrete at 7 & 28 days of curing. Modified Bolomey equation[3] is used for determination of strength 

efficiency factor. From this study it can be concluded that the optimum replacement of Nano  Silica  is  2% and 1.5% 

respectively for M20&M40  concrete. The mode value of ‘K’ is 6.0, 6.64 for 7 & 28 days respectively of M20 

concrete,similarly 5.83, 5.94 for 7 &28 days respectively of M40 concrete.    

 

Keywords:   Nano Silica, Strength efficiency factor, Nano Silica concrete, Supplimentery  Cementeticious  Material  

(SCM) 
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Paper Title: Effective Bin Rank for Scaling Dynamic Authority Based Search with Materialized Sub Graphs 

Abstract:   Dynamic authority-based keyword search algorithms, such as Object Rank and personalized Page Rank, 

leverage semantic link information to provide high quality, high recall search in databases, and the Web. 
21-23 



Conceptually, these algorithms require a query time Page Rank-style iterative computation over the full graph. In this 

paper we introduce Bin Rank system which approximates Object Rank results by utilizing a hybrid approach inspired 

by materialized views in traditional query processing. 

 

Keywords:  World Wide Web, Object Rank, sub graphs, Bin Rank. 
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Paper Title: Review on Various Kinds of Die Less Forming Methods 

Abstract:    With the increasing demands for low-volume and customer-made products, a die-less forming method, 

also called Incremental Sheet Metal Forming (ISMF), has become one of the leading research and development 

topics in the industry. Incremental Sheet Metal Forming (ISMF) is a recently invented die-less forming method that 

is quite different to the traditional methods. In ISMF, a piece of sheet metal is formed to the desired shape by a series 

of small incremental deformations. As it does not use dies, ISMF is effective for small batch production and 

prototypes. There are various kinds of die-less forming methods which can produce sheet metal parts without dies are 

proposed. This paper can help anyone who is interested in Incremental Sheet Metal forming with insight for future 

research direction. 

 

Keywords:   Die-less forming, Incremental sheet metal forming, Sheet metal parts. 
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Paper Title: 
Experimental Results and Technique Evaluation Based on Alienation Coefficients for Busbar 

Protection Scheme-Part II 

Abstract:   In modern digital power protection systems, statistical coefficients technique is recently used for fault 

analysis. An alienation technique is developed for busbar protection against all ten types of shunt faults, which may 

locate in busbar protection zone, under different loading levels, fault resistances and fault inception angle. It does not 

need any extra equipment as it depends only on the three-line currents measurements, of all feeders connected to the 

protected busbar, which are mostly available at the relay location. It is able to perform fault detection, fault 

confirmation, faulty phase selection and determine the fault location in about a half-cycle period. Thus, the alienation 

technique is well suited for implementation in digital protection schemes.  The technique is efficient to detect current 
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transformer saturation conditions without needing any additional algorithm.  The effects of DC components and 

harmonics are eliminated with estimation of alienation coefficients. The proposed scheme is applied for an 

experimental circuit. LABVIEW program and MATLAB package are used to implement the proposed technique. 

 

Keywords:   Busbar protection, current transformer saturation, fault detection, internal and external faults, alienation 

coefficient, LABVIEW software, MATLAB. 
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Paper Title: A Simple Adaptive PD Control Scheme for Underactuated Mechanical Manipulators 

Abstract:    Robot arms have been widely used in the industry for many decades. They have played a very important 

role in factory automation. However, actuators failure might occur due to unfrequent maintenance or limited life 

cycle, which could cause severe damages to the operators and products. To solve this problem, an adaptive PD 

controller incorporated with a nonlinear compensation term is developed. This controller is designed based on 

conventional PD control scheme combined with adaptive control algorithm. Theoretical proof for the closed-loop 

dynamic system is given via Lyapunov theorem and La Salle’s theorem. To demonstrate the validity of the 

controller, a number of computer simulations as well as experiments are also performed. 
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Paper Title: Certification Revocation in Cluster Based MANET using Rerouting Mechanism 

Abstract:    MOBILE ad hoc networks (MANETs) now a days acquires attention of researcher, investors and 

manufactures due to their mobile nature , easy positioning and hot pluggable nature of involving devices into 

network . However, the wireless natures reduces security hence MANET becomes more defenseless to various types 

of security attacks than the cable connected networks. To overcome this challenge various approaches came forward. 

Cluster based Certificate Revocation with Vindication Capability (CCRVC) is one of them. This approach 

successfully overcome security challenge but did not pay attention on congestion in network as well as it has no 

solution for node failure. Proposed system improves CCRVC approach by applying label switched path algorithm 

which overcome problem of congestion and also gives solution for node failure also. 
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Paper Title: Experimental Study on Concrete with Bamboo Leaf Ash 

Abstract:    The use of waste materials with pozzolanic properties in concrete production is a becoming a worldwide 

practice. The assessment of the pozzolanic activity of cement replacement materials is becoming increasingly 

important because of the need for more sustainable cementing products. In this paper, bamboo leaf ash is used as 

partial replacement for cement in ranges of 5%, 10%, 15%. Strength and durability tests were carried out to assess 

the feasibility of using bamboo leaf ash as partial replacement of cement in concrete 

 

Keywords:   Bamboo Leaf Ash, Concrete, Compressive Strength, Durability tests. 

 

References: 
1. Hernandez JF, Martirena, Middendorf B, Gehrke M,  Budelmaun H (1998) “Use of wastes of the sugar industry as pozzolana in lime 

pozzolana binders: Study of the reaction”. Cem. Concr. Res. 28(11): 1528-1536. 

2. Massaza F, Costa U (1979). “Aspects of the Pozzolanic activity and Properties of pozzolanic cements Il” .Cemento. 76: 318. 
3. Vatsala (2003). Bamboos in India, NISCAIR, New-Delhi. 

4. Mehta PK (1987). “Natural Pozzolanas in  Supplementry Cementing Materials for Concrete”Ed. VM Malhotra, CANMET, Canada. pp: 3-

46-51 



33. 

5. Ernesto Villar-Cociña a,⇑, Eduardo Valencia Morales a, Sergio F. Santos b, Holmer Savastano Jr. b, Moisés Frías “Pozzolanic behavior of 
bamboo leaf ash: Characterization and determination of the kinetic parameters”. 

6. V.N. Dwivedia , N.P. Singhb , S.S. Dasa and N.B. Singha, Department of Chemistry, DDU Gorakhpur University, Gorakhpur, India. 
7. Mehta PK (1994). 'Mineral admixtures for concrete - An overview of Recent Developments' Advances in Cement and Concrete, Proceedings 

of an Engineering Foundation Conference, (Ed.) MW Gutzeck, SL Sarkar. pp: 243-256. 

8. Nachbaur L, Mutin JC, Nonat A, Choplin L (2001). “Dynamic mode rheology of cement and tricalcium silicate pastes from mixing to 
setting. Cem. Concr. Res. 31: 183-192”. 

9. Narang DC (1992). “Portland and Blended Cements, Proceedings of 9th International Congress”, New Delhi. Chem. Cem. Vol. 1: 213-257. 

Powers TC (1958). J. Am. Ceram. Soc. 41(1): 1-6. 
10. Singh NB, Singh VD, Rai S (2000). “Hydration of bagasse ash-blended Portland cement”. Cem. Concr. Res. 30: 1485-1488. 

11. Detwiler R.J., Kjellsen K.O. and Gjorv O.E. 1991. “Resistance to Chloride Intrusion of Concrete Cured at Different Temperatures. ACI 

Materials Journal. 88(1): 19-24.” 
12. Hansson C.M. and Sorenson B. 1990. The Threshold Concentration of Chloride in Concrete for the Initiation of Corrosion. Corrosion Rates 

of Steel in Concrete. ASTM SP. 1065(99): 3-16. 
13. McGrath. P. 1996. Development of Test Methods for Predicting Chloride Penetration into High Performance Concrete. Ph.D Thesis. 

Department of Civil Engineering, University of Toronto. 

14. “Standard Test Method for Electrical Indication of Concrete’s Ability to Resist Chloride Ion Penetration,”ASTM C 1202-97, Annual Book 
of ASTM Standards, Vol. 04.02, pp. 639–644. 

15. Chandramouli K., Srinivasa Rao P. Seshadri Sekhar T., Pannirselvam N. and Sravana P. “Rapid Choride Permeability Test On Durability 

Study on Glass Fibre Reinforced Concrete” 1. Priyadrashini Institute of Technology for Women, Tenali, Guntur, Andhra Pradesh, India 2 
JNTU College of Engineering, Hyderabad, Andhra Pradesh, India 3 Samual George Institute of Technology, Markapur, Prakasam District, 

Andhra Pradesh, India 4 VIT University, Vellore, India. 

16. SinghNB. Neelam Singh. Santa Rai &     Namwar Singh “Hydration of rice husk ash blended portland cement”. Department of Chemistry, 
DDU Gorakhpur University. Gorakhpur 273 009. India 

17. Taylor HFW. Proposed structure for calcium silicate hydrate gel. J Am Ceram Soc 1986;69:464–7. 

18. Siddique R  (2008) “Waste Material and By-Product in Concrete”. Thapar Institute of Engineering & Technology (Deemed University), 
Patiala, India. ISBN 978-3-540-74294-4 

9. 

Authors: A. Nouri Houshyar, Z. Leman, H. Pakzad Moghadam, R. Sulaiman 

Paper Title: Review on Cellular Manufacturing System and its Components 

Abstract:    Shorter product life cycle, variable demands and international competitions become challenging issues 

nowadays hence, most of manufacturer made attempts to select type of manufacturing system for their company 

which be able to respond to these issues. Group technology [GT] is one of the most recent manufacturing 

philosophies which is able to cover the existed problems. Cellular manufacturing system [CMS] is one of the main 

applications of GT during these decades. Importance of CMS during these decades makes author motivated for 

haveing a brief review on literature of this topic. This paper made attempts to have a brief review on Cellular 

manufacturing system and its main components. 
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Paper Title: 
Recent Development of Extraction Processes and Extraction of Essential Oil from Coriander by Clean 

Technology 

Abstract:    By increasing demand of essential oil in medical and cosmetically field various different extraction 

technologies are used to extract a essential oil Semi-continuous supercritical carbon dioxide extraction or clean 

technology unit was used to extract the essential oil from the coriander seeds. Dried seeds were subjected to 

extraction after grinding to particle size of 300µm. The extraction was carried out at three different pressure levels 

(30, 35 and 40 MPa), three temperature levels (308, 313, 318 K) and three levels of supercritical CO2 flow rates (10, 

15, 20 g/min). The highest essential oil was obtained at 40MPa, 313 K and 15 g/min combination of parameters and 

the highest yield was equal to 3.20 gm/100gm. The study showed that the temperature has more significant effect 

than the pressure while the flow rate was having no significant effect on the yield of coriander seed oil 

 

Keywords:   Recent technology, clean technologies, coriander seed; supercritical carbon dioxide; temperature; 

essential oil. 
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Paper Title: 
Control Method for Improving the Voltage Utilization Factor of Multilevel Inverters Considering Co-

Generation System Voltage Fluctuation 

Abstract:    Given the threat of diminution of fossil fuels and several environmental concerns, cogeneration systems 

using natural energy and fuel cells have begin widespread. In such systems, the generated power is converted into a 

DC voltage, stored in batteries, and then converted into an AC voltage by inverters. The generated power is often 

unsteady and large voltage fluctuations. In an attempt to improve efficiency and decrease costs, a simple control 

method for improving the voltage utilization factor of multilevel inverter. This paper describes a control method 

which combined feed back control of output voltage with the improvement on voltage utilization factor that the 

superposition ratio is controlled in the three phase multilevel inverter application to smart grid/co-generations. The 

aim of this control method is to realize improvement on the controllability and absorption of the fluctuation of the 

DC voltage by superimposing the moderate third harmonic wave. It is applied to the multilevel inverter, and the 

operation principle and features are explicated, By simulation/MATLAB. 

 

Keywords:   Multilevel inverter; improvement of voltage utilization factor; feedback control; DC-link voltage; Co-

generation. 
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Paper Title: A Survey on Energy Efficient Target Tracking Techniques in Wireless Sensor Networks 

Abstract:    Wireless sensor networks (WSNs) find its application in areas such as target detection and tracking, 

environmental monitoring, industrial process monitoring, and tactical systems. Energy efficiency is one of the 

important research issues in WSNs, since it determines the lifetime of the sensor network deployed for the intended 

applications. Target tracking is one of the killer applications of wireless sensor networks and energy-efficient target 

tracking algorithms are used for accurate tracking. In this paper, the focus is mainly driven over the survey of the 

different energy-efficient target tracking techniques for Wireless Sensor Network. 
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Paper Title: 
Investigation of the Effects of Various Heat Treatment Processes on Microstructure & Hardness with 

Respect to Corrosion Behavior for Carbon Steels 

Abstract:    In this paper, the effect of heat treatments on microstructure and mechanical properties of EN -31 and 

EN-8 carbon steel are being studied. Further both the carbon steels are compared on the basis of their mechanical 

properties as well as the rate of corrosion, then the hardness of both the carbon steel are noted before and after the 

heat treatment processes. The heat treatment processes i.e. Annealing, Tempering & Oil quenching (hardening) are 

done. The hardening temperature for EN-31 varies from 8200C - 8600C whereas the hardening temperature for EN-8 

varies from 7500C - 9000 C. The mechanical properties such as the hardness and tensile strength among three 

process, the oil quenching sample posses highest hardness and the annealed sample posses highest elongation. That is 

how heat treatment plays an important role in the mechanical properties and corrosion resistance of the experimental 

steel. 
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Paper Title: Factors Affecting Performance of Construction Professionals in Nigeria 

Abstract:    The construction industry is made up of professionals whose various disciplines are to ensure that 

construction work can be completed. This study evaluates the effects of the performance of construction 

professionals on construction project success in Nigeria. The study adopted a survey research design with the use of a 

well structured questionnaire which was administered on construction professionals, 68 copies were retrieved and 

used for the analysis out of the administered 139. Frequency and percentiles was used to analyse the distribution of 

demographic descriptors of construction professionals while mean score and mean difference was used to analyse the 

roles of construction professionals and factors influencing the performance of construction professional. The findings 
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revealed that the major role  of an architect is to translate the user’s needs into builders requirement, engineer is most 

concerned with the calculation of load  and grade requirements, liquid flow rates and materials stress points to ensure 

that the structure can withstand stress, the quantity surveyor is mostly concerned with management and control of 

costs within the construction projects while a builders major role is building production management. The 

performances of construction professionals are, however, affected mostly by remuneration, motivation and incentives 

and promotion opportunities and least affected by supervision and co-worker. The demographic factors which mostly 

affect the professionals are experience, gender and age. Based on the findings of the research, the majority of the 

construction professionals are male therefore; better friendly work environment should be created by the 

managements of the construction industry so as to attract female professionals. Also, construction industries should 

focus its efforts on improving the performance of young and newly employed construction professionals by 

developing management training programs, workshops, financial incentives, and other non–work-related activities 

that would encourage and support them to stay and grow with the industry, since there are relatively few young 

professional in the industry. 
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Paper Title: Efficient Compression of Image by Lifting Based Technique 

Abstract:    Images contain large amounts of information that requires much storage space, large transmission 

bandwidths and long transmission times. Therefore it is advantageous to compress the image by storing only the 

essential information needed to reconstruct the image. Discrete Wavelet Transform (DWT) is most popular 

transformation technique adopted for image compression In this work” LIFTING BASED-DWT” technique is 

proposed and is implemented on FPGA Instead of using ROM as a cache memory we are using FIFO as an storage 

device by which throughput can be increased. 
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Paper Title: Use of Biomedical Plastic Waste in Bituminous Road Construction 

Abstract:    The quantum of plastic in solid waste is increasing due to increase in population, urbanization, 

development activities and changes in life style which is leading to widespread littering on the landscape. The 

disposal of waste plastic has thus become a serious problem globally due to their non-biodegradability. The 

deteriorating quality of roads is another area of concern as the present roads are not able to withstand the increasing 

traffic and also are less resistant to adverse weather conditions. Research is being carried out to develop suitable 

alternatives to the conventional road construction materials. In this work, the use of autoclaved medical plastic waste 

in the form of shredded syringes in road construction is tested. The main objective of the study was to investigate the 

performance of the bituminous mix modified with bio-medical plastic waste and to compare it with the normal mix. 

Medical plastic waste was collected from IMAGE (Indian Medical Association Goes Eco-friendly), Palakkad, 

Kerala, India. As part of the study, the properties of Plastic Coated Aggregates (PCA) were determined. The results 

showed improved properties for PCA when compared to normal aggregates. The properties of both the mixes were 

tested by conducting creep test and indirect tensile stiffness modulus test. 

 

Keywords:   Autoclaved medical plastic, Plastic Coated Aggregates, Creep test, Indirect tensile stiffness modulus 
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Paper Title: 
Behavior of Ground Granulated Blast Furnace Slag and Limestone Powder as Partial Cement 

Replacement   

Abstract:   One of the main ingredients used for the production of concrete is the Ordinary Portland Cement (OPC). 

Carbon-dioxide (CO2) gas which is a major contributor in green house effect and the global warming, is produced in 

the production of cement, hence it is needed either to search for another material or partially replace cement by some 

other material.[2] In recent years ground granulated blast furnace slag (GGBS) and Limestone powder (LP) when 

replaced with cement has emerged as a major alternative to conventional concrete and has rapidly drawn the concrete 

industry attention due to its cement savings, energy savings, and cost savings, environmental and socio-economic 

benefits.[1]. This paper investigates the possibility of utilizing Blast Furnace Slag (BFS) and Limestone powder (LP) 

as a cement substitute in concrete, in order to reduce environmental problems due to manufacturing of cement and 

waste disposal.  The present study reports the results of an experimental study, conducted to evaluate the strengths 

and strength of hardened concrete, by partially replacing the cement by various percentages of blast furnace slag and 
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Limestone powder for M25 grade of concrete at 7 and 28 days. In this study w/c ratio of 0.42 is used. The 

compressive strengths at various ages are studied. From this study it is observed that BFS and LP could be utilized 

partially as alternative construction material for replacement of cement in concrete. 

 

Keywords:   Concrete, Replacement, Blast furnace slag, Limestone Powder, Workability, Compressive strength, 

Flexure strength, Tensile strength, Durability. 
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Paper Title: 
An Experimental Study on the Performance of Concentrated Photovoltaic System with Cooling 

System for Domestic Applications 

Abstract:    Concentrated photovoltaic (CPV) system helps in focusing the direct solar radiation on the photovoltaic 

module. The CPV systems use lenses or mirrors and tracking systems to focus a large area of sunlight into a small 

beam. As the Concentrated Solar radiation reaches the PV panel system, the temperature increases rapidly and 

because of this increase in temperature, the output efficiency will be decreased. In order to reduce the temperature 

and to increase the output efficiency, the Cooling System is used. It has been found that the electrical output of the 

water cooled CPV is 4.7 to 5.2 times more than the PV module (without concentration and cooling). The cooling 

system has a heat pipe filled with Acetone. The performance of the CPV module with cooling system based on 

voltage output and temperature were evaluated and verified with the help of an experimental setup. The electrical 

energy from the CPV panel is stored in the battery and it is converted to AC supply by using inverter and then used 

for the residential lighting. 
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Paper Title: Secure Data Communication on ARM using Embedded ‘C’ 

Abstract:    The encryption standards such as DES (Data Encryption Standard), AES (Advanced Encryption 

Standard) and EES (Escrowed Encryption Standard) are widely used to solve the problem of communication over an 

insecure channel. With advanced technologies in computer hardware and software, these standards seem not to be as 

secure and fast as one would like. In this paper we propose a fast and secure encryption algorithm using substitution 

mapping, translation and transposing operations. Like one’s compliment methodology the proposed symmetric 

encryption technique has two advantages over traditional schemes. First, the encryption and decryption procedures 

are much simpler, and consequently, much faster. Second, the security level is higher due to the inherent poly-

alphabetic nature of the substitution mapping method used here, together with the translation and transposition 

operations performed in the algorithm. In this paper, the encryption and decryption procedures are explained and the 

performance is compared with popular encryption algorithms. 
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Paper Title: FPGA Implementation of Frame Decoding Behaviour of Flex Ray Communication Protocol 

Abstract:    This paper has highlighted the concept of Frame decoding behaviour of Flex Ray Communication 

Protocol. The VHDL model of Flex Ray frame decoder of Flex Ray Communication Controller is designed. The 

design is simulated using ModelSim Altera Edition 13.0 and synthesized using Quartus II 13.0.0.156. The frame 

decoding behaviour is implemented using Stratix IV GX FPGA. This project design is made with the intention of 

development of low power; high performance FPGA for decoding the data transmitted which will be a basic for the 

development of Flex Ray communication controller. 
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Paper Title: Effect of Foundry Variables on the Casting Quality of As-Cast LM25 Aluminium Alloy 

Abstract:    The effect of foundry variables, such as mold materials and pouring temperature on the microstructure, 

dendrite arm spacing, percentage porosity and mechanical properties of as-cast LM25 Al alloy was investigated. The 

microstructure of the as-cast samples was characterized by optical microscopy. The results showed that the secondary 

dendrite arm spacing (SDAS, λ) is well refined by pouring at higher temperatures in metal mold compared to 
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greensand mold. The SDAS decreases with increasing pouring temperature due to multiplication of nucleation sites 

in the superheating liquid melt. The percentage porosity of the cast specimens decreases with increasing pouring 

temperatures and is lowest for metal mold at highest pouring temperature. The mechanical properties of the as-cast 

LM25 Al alloy, such as hardness and ultimate tensile strength increases as pouring temperature increases. However, 

percentage elongation of the as-cast alloy decreases with increasing pouring temperatures. Among the mold 

materials, permanent metal mold casting has shown to impart better quality than greensand mold casting. 

 

Keywords:   LM25 Al alloy, Pouring temperature, secondary dendrite arm spacing (SDAS, λ), percentage porosity, 

permanent metal mold, greensand mold, mechanical property. 
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Authors: Joshua T.O, Alao O.A, Oluyori R.T 

Paper Title: 
Effects of Various Quenching Media on the Mechanical Properties of Inter - Critically Annealed 

0.267%C - 0.83% Mn Steel 

Abstract:    The mechanical properties of a medium carbon steel of known composition after been subjected to 

various quenching media at various inter - critical temperatures were evaluated. The microstructures obtained were 

used to explain the results. Tensile test specimens were produced from the medium carbon steel, which was in the as 

- rolled condition. Samples were quenched in water, distilled water and palm kernel oil respectively after been 

allowed to attain the following inter - critical temperatures 7600c, 7700c, 7800c, 7900c, 8000c. After each treatment, 

the mechanical properties and microstructures of each specimen were evaluated. 
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Paper Title: Environmental and Social Impact Due to Urban Drainage Problems in Dhaka City, Bangladesh 

Abstract:    Dhaka, the capital city of Bangladesh is one of the populous Mega City in the world. As the growth of 

urban population tacking place at an exceptionally rapid rate, the city is unable to cope with changing situations due 

to their internal resource constraints and management limitations. In recent years Dhaka City is facing extensive 

drainage problems during the monsoon (May to October) as a common and regular problem like water pollution, 

traffic congestion, air and noise pollution, solid waste disposal etc. This paper focuses on the overall situation of the 

drainage system, environmental impact and health hazard of urban people by unplanned drainage system of Dhaka 

city. This work includes some lab test (Water test), questionnaire survey and collection of drainage maps. Inadequate 

drainage sections, conventional drainage system with low capacity and gravity, natural siltation, absence of inlets and 

outlets, lack of proper maintenance are the prime causes of blockage in drainage system. Management of drainage 

system of Dhaka City is presently a challenge for the urban authorities. Therefore, a close coordination among urban 

authorities and agencies and collaboration between public and private sectors is needed for effective management 
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and sustainable operation of urban drainage system. 
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Paper Title: Modeling and Simulation of Unified Power Quality Conditioner (UPQC) 

Abstract:    This paper presents design, modeling and simulation of Unified power quality conditioner system to 

improve the power quality. Unified power quality conditioner consists of combined series and shunt active power 

filters for simultaneous compensation of voltage and current. The Unified power quality conditioner system is 

modeled using the elements of Simulink and it is simulated using matlab.A new synchronous-reference- frame based 

control method and d-q-0 theory is used to improve the power quality at the point of common coupling on power 

distribution systems under unbalanced and distorted load conditions. The results are analyzed and presented using 

matlab/simulink software. 

 

Keywords:   Active power filter (APF), phaselockedloop (PLL), power quality (PQ), synchronous referenceframe 

(SRF), unified power-quality (PQ) conditioner (UPQC). 
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Paper Title: Race Classification using Craniofacial Features from Colored Face Images 

Abstract:    This paper produces a system for  race classification from face images. Two powerful types of local 

features have been considered: craniofacial features (eyes,mouth,nose) of the faces and color variance of the skin 

color together to further improves race classification accuracy. For classification, five ratios have been taken which 

calculated as a mathematically relation between features  using four race groups selected from FG-NET ,CPIR 

database and other gathered by us as own database. The system scored a success about 82% in recognition for tested 

images . 
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Paper Title: 
Modeling and Analysis of Adaptive Neuro Fuzzy Inference System Based BLDC Motor under 

Different Operating Conditions 

Abstract:    In this paper the performance factors of adaptive neuro fuzzy inference system (ANFIS) based brushless 

direct current (BLDC) motor for controlling speed and torque under different operating conditions are analyzed. The 

above scheme has many characteristics like small torque ripple, strong robustness, good anti interference ability and 

reduction of starting currents. The dynamic characteristics of the brushless DC motor such as speed, torque, current 

and voltages of the inverter components are observed and analyzed. In order to verify the effectiveness of the 

controller, the simulation results are compared with PID controller. The simulation result show that the overall 

performance of ANFIS based BLDC motor is much better when compared to PID controller under different 

operating conditions. 
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Paper Title: 
Analytical Investigation on the Benefit of Sisal Fibre Reinforcement of Expansive Clayey Subgrade 

using Fem 

Abstract:    Well-built and maintained highways play a major role in nation’s development. The subgrade soil is 

integral part of pavements which provides support to the pavement. The subgrade soil and its properties are important 

in the design of pavement structure. Expansive soils are those soils, which have high swelling and shrinkage 

characteristics, extremely low CBR value and shear strength.  The soil of Kuttanad region of Alappuzha district of 

Kerala in India is example of expansive soil entirely different from the normal well drained soils in their 

morphological, chemical and physical characteristics.  Thus construction of roadbeds on or with these soils, which do 

not possess sufficient strength to support wheel loads imposed upon them either during construction or during the 

service life of the pavement is a commonly encountered problem.  Hence extensive  research is being done  on 

improvement of strength properties of these types of soils. Ground improvement technique use locally available 

material to the maximum and hence found economical. It includes stabilization technique and reinforced earth 

technique. Lime when added to the soil, can substantially increase the stability, impermeability, and load-bearing 

capacity of the subgrade.  Presently, the soil reinforcement technique is well established and is used in variety of 

applications like improvement of bearing capacity, filtration and drainage control. Conventional methods of 

reinforcement consists of continuous inclusions of strips, fabrics, and grids into an earth mass. An experimental 

investigation was done earlier by the same authors to study the effect of stabilization with lime, sand and sisal fibre 

on compaction characteristics, CBR value, swelling property, and elastic modulus of expansive soil. The optimum 

quantity of fibers was decided based on CBR value.  The static triaxial test was conducted on unstabilized and 

stabilized soils at a confining pressure of 40 kPa.  In this study, a finite element analysis was done to quantify the 

benefits of stabilization of clay. The stress-strain data from tri-axial test were used as input parameters for evaluating 

the vertical compressive strain at the top of subgrade soils using elasto-plastic finite-element analysis.  It was 

observed that the elastic modulus value almost doubled as a result of stabilization. The vertical compressive strain at 

the top of unreinforced and reinforced subgrade soils obtained as an output from the finite element model was used 

for estimating the improvement in service life of the pavement or decrease in layer thickness and consequent 

reduction in construction cost. It was observed that a 14% reduction in construction cost and 7.3 times improvement 

in TBR value can be attained due to sisal fibre stabilization.  Hence it can be concluded that the  stabilization with 

sisal fibre after lime stabilization is  as an efficient and economic method of stabilizing expansive subgrade soil. 
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Paper Title: Design and Study of G-Shaped Microstrip Antenna for WLAN Applications 

Abstract:    This paper illustrates the usage of G shape patch antenna in WLAN applications. Due to transformation 

of telecommunication industry and rapid increase in usage of WLAN dual band antennas are preferred. This antenna 

resonates at single frequency i.e. 2.45 GHz and operates on 2.4 GHz and 5.2 GHz. This proposed antenna can be 

used for WLAN application worldwide. Due to efficient bandwidth and very less VSWR this antenna is preferred 

over many microstrip patch antennas. VSWR for 2.4 and 5.2 GHz is is 1.2 and 1.5 dB and bandwidth for 2.4 and 5.2 

GHz is 50 and 72 MHz. Fabricated antenna have VSWR of 1.24 and 1.49 dB at 2.4 and 5.2 GHZ which is in standard 

range. 
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Paper Title: Hydrogen Petrol Mixture SI Engine 

Abstract:    The threat posed by climate change and the striving for securities of energy supply are issues high on 

the political agenda these days. Governments are putting strategic plans in motion to decrease primary energy use, 

take carbon out of fuels and facilitate modal shifts. Taking a prominent place in these strategic plans is hydrogen as a 

future energy carrier. Energy stored in hydrogen would be available at any time and at any place on Earth, regardless 

of when or where the solar irradiance, the hydropower, or other renewable sources such as biomass, ocean energy or 

wind energy was converted. The fundamental variations in the times and places of solar energy supply and human 

energy demands can be overcome using hydrogen. Hydrogen gas combined with the standard air/fuel mixture 

increases the mileage. This form of alternative fuel is provided by a hydrogen generator mounted in the vehicle. Once 

set up is ready, the hydrogen gas (fuel) will be produced from water, an electrolyte compound, and electricity 

supplied from a battery provided. Here we are designing a mixed fuel two wheeler engie.ie in a conventional SI 

engine we are incorporating traces of hydrogen along with gasoline in order to minimize the consumption of gasoline 

as well as to increase the power of vehicle. Here in addition, a hydrogen generating unit is made to produce hydrogen 

.It is actually an electrolysis unit having high grade stainless steel/graphite/semiconductors as electrodes in a closed 

container and mixture of distilled water & suitable ionic solution(KOH or NAOH) as electrolyte. Power for 

electrolysis is taken from an additional battery provided (12V).This battery can be recharged from a 

dynamo/alternator/motor provided on the vehicle. Recharging process is in such a way that a circuit is provided 

which includes dynamo/alternator/motor and the battery and which completes only when the brake applies while 

running.ie in spite of using the energy from the bike alternator directly here waste energy is used for the process of 

electrolysis. 
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Paper Title: Decision Support System for Inventory Management using Data Mining Techniques 

Abstract:    Timely identification of newly emerging trends is needed in business process. Data mining techniques 

are best suited for the classification, useful patterns extraction and predications which are very important for business 

support and decision making. Patterns from inventory data indicate market trends and can be used in forecasting 

which has great potential for decision making, strategic planning. Our objectives is to get better decision making for 

improving sale, services and quality, which is useful mechanism for business support, investment and surveillance. 

An approach is implemented for mining patterns of huge stock data to predict factors affecting the sale of products. 

For this divide the stock data in three different clusters on the basis of sold quantities i.e. Dead-Stock (DS), Slow-

Moving (SM) and Fast- Moving (FM) using K-means algorithm or Hierarchical agglomerative algorithm. After that 

Most Frequent Pattern (MFP) algorithm is implemented to find frequencies of property values of the corresponding 

items. MFP provides frequent patterns of item attributes and also gives sales trend in a compact form. Clustering and 

MFP algorithm can generate more useful pattern from large stock data which is helpful to get item information for 

inventory. 
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Authors: Ramu R, A. Sukesh Kumar 

Paper Title: Real-Time Monitoring of ECG using Zigbee Technology 

Abstract:    Cardiovascular disease is one of the leading causes of death around the world. Telemedicine has a great 

impact in the cardiac monitoring of patients in remote environment. A wireless electrocardiograph monitoring system 

is implemented with Zigbee module for remote monitoring of cardiac patient. ECG Acquisition system is designed 

and the signals are plotted in LabVIEW. The Signal from ECG acquisition module is given to Zigbee module. The 

transmitted signals are then received by Zigbee Transceiver. TTL output from the receiver Zigbee module is 

converted to RS232 using MAX232 level converter. The serial data are then plotted in Laptop using LabVIEW. 
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References: 

169-172 



1. Joe Rafferty, Steve Ward, Julie Hendry and Sally Chisholm, “Cardiac Telemedicine in Primary Care,” A Report for Commissioners, 

Buckinghamshire Chilterns  University College . 
2. Ramu R and Sukesh Kumar, “ Transmission of  Analog Signal  Using Sim 900,”First International Conference on  Emerging Trends in 

Engineering and Technology,Munnar ,October  2013.. 

3. Bin Yu and Lisheng  Xu and Yongxu Li , “ Bluetooth Low Energy based Mobile Electrocardiogram Monitoring System.,”Proceedings of 

the IEEE International Conference on Information and Automation, China 2012. 

4. Shebi  Ahammed  S, Binu C Pillai, “Design of Wi-Fi Based Mobile Electrocardiogram Monitoring System  on  Concerto Platform,” 

Procedia Engineering , Elsevier  IConDM, 2013. 
5. Alfredo I Hermandez ,Fernando Mora Guillermo Villegas, Gianfranco Passariello and Guy Carrault,“Real-Time ECG Transmission  Via 

Internet for Nonclinical Applications,” IEEE Transactions on information Technology in Biomedicine,Vol.5,No.3,2001 

6. Wu Baochun, Li Min, Yang Yaning and Zhang Weiwei, “ECG Acquisition Circuit Design Based on C8051F330”, Proceedings of  the 
IEEE-EMBS International Conference on Biomedical and Health Informatics,China,2012. 

7. INA321 Datasheet by  Texas instruments. 

8. ATMEGA328 Data Sheet by Atmel Corporation.  
9. Zigbee/Xbee Data Sheet  by Digi International. 

32. 

Authors: T. Revathi, P. Sumathi 

Paper Title: An Overview of Data Mining Classification Methods in Aortic Stenosis Prediction 

Abstract:    There is a huge amount of data in medical science industry. But most of this data is not mined to find 

out the hidden information. To discover those hidden information, advanced data mining techniques are used. Models 

developed from these techniques are seemed to be very useful for medical practitioners to take effective decision. In 

this research paper data mining classification techniques Decision Tree and Support Vector Machine (SVM) are 

analyzed on Aortic Stenosis disease dataset. Performance of these techniques is compared by sensitivity, specificity, 

accuracy, error rate, True Positive Rate and False Positive Rate. As per our results error rates for Decision Tree and 

SVM are 0.2755 and 0.1488 respectively. Accuracy of Decision Tree and SVM are 79.05% and 85.12% respectively. 

Our analysis shows that among these two classification models SVM predicts Aortic Stenosis disease with least error 

rate and highest accuracy. 
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Paper Title: Strength Studies on Metakaolin Blended High-Volume Fly Ash Concrete 

Abstract:    The usage of blended cement is growing rapidly in construction industry due to the considerations of 

cost saving and environmental protection. The addition of fly ash in concrete improves certain properties such as 

workability, later age strength development and few durability characteristics. The major disadvantage observed in 

such concrete is the slower development of strength. This drawback can be addressed by adding superpozzolanic 

materials such as silica fume, Metakaolin and rice husk ash. This report presents the results of an experimental 

investigation dealing with concrete incorporating high volumes of Class F Fly Ash and Metakaolin as a partial 

replacement of ordinary Portland cement. Portland cement was replaced with 50% volume of cement with Class F 

Fly Ash, and again the remaining cement content was replaced by four different percentage of Metakaolin content 

5%, 10%, 15%, and 20%. Tests were performed on fresh and hardened concrete to determine its workability and 

mechanical strength properties. A concrete mix of grade M30 was investigated keeping water binder ratio as 0.44 

with a total cementatious material content of 399 kg/m3 of concrete. Two different curing conditions investigated are 

boiling and normal curing condition. Test results indicated that the use of High volumes of Class F Fly Ash and 

Metakaolin as a partial replacement of cement in concrete decreased its compressive strength, splitting tensile 

strength and modulus of elasticity, Poisson’s ratio of the concrete. However, the strength properties like impact 

resistance, abrasion resistance of concrete was increased which may be due to the pozzolanic reaction of Fly Ash. 
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Paper Title: A 9-Bit, 200MS/s Low Power CMOS Pipeline ADC 

Abstract:    This paper describes 9-bit, 200MS/s Pipeline analog to digital converter implemented in 0.18µm CMOS 

process consuming 48.97mW power from 1.8v supply. To improve the linearity of pipeline ADC is designed which 

has three stages, 3-bit/stage architecture. Operational transcconductance amplifier is adopted in all pipeline stage to 

give good power efficiency. The converter is optimized for low voltage, low power application by optimizing opamp 

and 3- bit flash at circuit level. 
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Paper Title: Economic Load Dispatch using Imperialistic Competitive Algorithm: An Effect of Control Variables 

Abstract:    The operation of an electric power system is a complex one due to its nonlinear and computational 

difficulties. One task of operating a power system economically and securely is optimal scheduling, commonly 

referred to as the Optimal Power Flow (OPF) problem. Optimal power flow has become an essential tool in power 

system planning and operation. OPF is a typical nonlinear programming problem which consists in determining an 

optimal steady state operation of an electric power system. In this paper, conventional quadratic and non-convex fuel 

cost functions optimized while satisfying equality and in-equality constraints. The effect of control variables is 

identified by considering limited and all control variable cases are analyzed with the supporting numerical results on 

standard IEEE-14 bus and IEEE-30 bus test systems. 
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Paper Title: Approaches to Named Entity Recognition in Indian Languages: A Study 

Abstract:   Named Entity Recognition (NER) is subtask of information extraction that seeks to locate and classify 

the elements in some text into pre-defined categories. NER finds its application in Natural Language Processing tasks 

like machine translation, question-answering systems and automatic summarization. The approaches to NER are rule 

based, statistics based or a combination of both. In this paper, we present a survey of these various approaches for 

identification of Names Entities (NE) in Indian Languages. 
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Paper Title: Working Model of Remote Controlled Hovercraft 

Abstract:    In this study, mainly focus on analysis and procedure about designing and making of the working model 

of Hovercraft. Different criteria vital in designing procedure of the model hovercraft are theoretically calculated here. 

Subsequently, proper material is elected and working Hovercraft was prepared. Main problem is to create enough 

pressure of air cushion and that leads to decrease in accuracy and poor operation of model. Main intention of our 

project is to produce an amphibious vehicle that can also be operated over less perfect surfaces. 
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Paper Title: DC Motor Torque Control using Fuzzy Proportional-Derivative Controllers 

Abstract:   This paper demonstrates the design of a fuzzy logic control system to torque control of a DC motor by 

using fuzzy rules in Mamdani interference system. So, as to achieve the better control performing results, fuzzy rules 

and fuzzy sets optimize the input parameters as well as the parameters of fuzzy logic controller, which is defined by 

Membership Function (MFs). By using the torque- speed characteristic of DC motor we design the simulation model 

which shows the optimization of torque near to ideal value as well as comparable result between the output values 

with its input unit step value. The numbers of rule design are much enough to minimize the ripples in its output 

torque signal.The mathematical modeling of proposed DC motor is also presented. To achieve effective control 

output the simulink software is used. This proposed paper is able to obtain results for variable load torque. This paper 

is also describing the comparative description of conventional PID controller technique with fuzzy logic controller 

technique. 
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Paper Title: Artificial Intelligence in My Eyes on the Applications to Game Design 

Abstract:   Artificial Intelligence (AI) is the ability of a digital computer or computer-controlled robot to perform 

tasks commonly associated with intelligent beings. A computer game is an electronic game that involves human 

interaction with a user interface to generate visual feedback on a video device. Using of AI in game designing makes 

exciting playing strategies in game, which keeps player attracted and focused on it. Also the AI in game avoid the 

monotony of repetition where by the player are provided with exciting opponents, more intelligent creative that dwell 

the world of their games. In order to give a player good game experience, an AI is implemented to produce the 

illusionary effect of intelligence augments. Here in we are surveying the interaction of AI technology such as path 

finding and perception, neural networks, finite state machines, rule based systems and genetic algorithm, in different 

kind of games like strategy, action, adventure and, role playing. We provide comparison of the surveyed technologies 

in terms of their usability, efficiency and robustness. The survey results indicate the more interaction of finite states 

machines technology in game design although may not always provide the optimal solution, but it generally provide 

a simple solution that works. Furthermore a game object that uses an FSM can also use other techniques such as 

neural networks. For these advantages FSM can be used in most commercial games designing, for example Enemy 

Nations and Quake 
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Paper Title: Embedded Spiking Neural Network 

Abstract:    NEURAL networks are computational models of the brain. These networks are excellent at solving 

problems for which a solution seems easy to obtain for the brain, but requires a lot of efforts using standard 

algorithmic techniques.  Examples of such problems are pattern recognition, perception, generalization and non-

linear control. In the brain, all communication between neurons occur using action potentials or spikes. In classical 

neural models these individual spikes are averaged out in time and all interaction is identified by the mean firing rate 

of the neurons. Recently there has been an increasing interest in more complex models, which take the individual 
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spikes into account. This sudden interest is catalyzed by the fact that these more realistic models are very well suited 

for hardware implementations, more specifically embedded systems. In addition they are computationally stronger 

than classic neural networks. 
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Paper Title: Dynamic Resource Allocation using Virtual Machines for Cloud Computing Environment 

Abstract:    Cloud computing allows business customers to scale up and down their resource usage based on needs. 

Many of the touted gains in the cloud model come from resource multiplexing through virtualization technology. In 

this paper, we present a system that uses virtualization technology to allocate data center resources dynamically 

based on application demands and support green computing by optimizing the number of servers in use. We 

introduce the concept of “skewness” to measure the unevenness in the multi-dimensional resource utilization of a 

server. By minimizing skewness, we can combine different types of workloads nicely and improve the overall 

utilization of server resources. We develop a set of heuristics that prevent overload in the system effectively while 

saving energy used. Trace driven simulation and experiment results demonstrate that our algorithm achieves good 

performance 
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Paper Title: PID based Stabilization of Gesture Controlled Drones using HIL Simulation 

Abstract:    In order to understand the balancing dynamics of a quadcopter, a hardware-in-the-loop simulation (HIL 

Simulation) using NI ELVIS II+ was undertaken. The purpose of this project was to implement collision avoidance 

on a quadcopter prototype in a controlled environment. The extra mile was run by simulating PID control for the 

motor actions in the balancing of the quadcopter. Three modules were developed to simulate the control, which upon 

implementation, provoked an angular change in the quadcopter position. Upon removal of the control, the balancing 

aspect comes into the picture. PID control was used to simulate the balancing procedure and its constituting effects. 

The project was approached with modular programming and project approach in mind to incorporate a readable, 

maintainable and fool-proof environment.. 
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Paper Title: Change Detection of Land use/ Land Cover of a Watershed using Remote Sensing and GIS 

Abstract:    This study reveals to identify the changes of Land Use/Land Cover of the  Kiliyar sub-watershed of 

Tamilnadu. In this study,  Kiliyar sub-watershed is chosen as study area which is located partly in Thiruvannamalai 

and Kanchipuram districts. The objectives of the study are to prepare temporal Land Use/Land Cover maps of the 

study area to analyze the nature and extent of Land Use/Land Cover changes of the study area and to identify the 

major components those promote the trend changes in the Land Use/Land Cover. Satellite imageries and toposheets 

are collected from IRS, Anna University. Both satellite imageries and toposheets are georeferenced to get the Land 

Use/Land Cover maps for different years  (1995, 2003 and 2009) of the study area. The digitization of maps was 

done using ArcGIS (version 9.3) software. The change detection of LU/LC of the study area are analysed and 

compared. The results are presented spatially as well as graphically by GIS maps and pie-charts. From this study it is 

inferred that there are significant changes in wasteland, forest and water bodies in the study area. It is necessary to 

conserve forest and water bodies of the study area for sustainable development. This study will be useful for efficient 

watershed management. 
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Paper Title: Mechanical Properties of High Performance Concrete in Corporating with Quarry Wastes 

Abstract:    Concrete is a stone like material obtained by designing a carefully proportioned mixture of cement, sand 

and gravel or other aggregates and water to harden in forms of the shape and dimensions of the desired structure. A 

High performance concrete is something which demands much higher performance from concrete as compared to 

performance expected from routing concrete. Use of chemical admixtures reduces the water content, thereby 

reducing the porosity within the hydrated cement paste. The demand for natural sand in the construction industry has 

consecutively increased which has resulted in the reduction of sources and an increase in price. In such a situation the 

quarry dust can be an economical alternative to the river sand. Therefore the quarry dust should be used in 

construction works, then the cost of construction would be saved significantly and the natural resources would be 

used efficiently. In this study, I have obtained the quarry dust material sample from the source of Thiruvakkarai and 

perumukkal source from Villupuram district. The scope of the present study is to investigate the effect of quarry dust 

towards the performance of High performanceconcrete. An effort has been made to focus on the mechanical 

properties of High performance concrete made with quarry dust material. This paper presents the results of a study to 

use quarry dust in concrete as a partial replacement of sand. The strength characteristics such as compressive strength 

and flexural strength were investigated to find the optimum replacement of quarry dust. The mechanical properties of 

High performanceconcrete with quarry dust at the replacement levels of 0%, 50%, and 100% were studied at 3 days, 

7 days, 14 days, 28 days and 60 days of curing. From the studies contained, it was observed that quarry dust plays a 

vital role in improving the strength of concrete. The performance of concrete ratio and quarry dust replacement level 

on the compressive strength of quarry dust concrete was investigated. 
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Paper Title: 
Dispersion Modelling of SO2 Emission from a Coal Fired Thermal Power Plant in Dadri, Uttar 

Pradesh 

Abstract:     Ambient air quality management in any industrial area is a prime concern in India. High concentrations 

of ambient sulfur dioxide (SO2) in many Indian places are responsible for non-compliance of ambient air quality 

standards. Dispersion modeling finds an important tool to simulate the ambient air quality of a region and to predict 

the ground level concentration of SO2 under various scenarios. National Thermal Power Plant Corporation in Dadri 

region (NTPC) is chosen in the present investigation for the application of a widely used industrial source complex – 

short term version 3 (ISCST3) model to predict the ground level concentration of SO2.  Objective of this study is to 

stimulate the dispersion modeling of SO2 emission from the coal-fired Thermal Power Plant. 
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Paper Title: A Comprehensive Overview on Manet 

Abstract:   Mobile Adhoc NETwork (MANET) is a collection of mobile nodes that dynamically form a temporary 

network and are capable of communicating with each other without the use of a network infrastructure or any 

centralized administration. We present in this paper, the history of MANET, characteristics, challenges (issues) 

involve in MANET and its some applications. 
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