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1

C H A P T E R

1

Introduction to Electrical
Engineering

he aim of this chapter is to introduce electrical engineering. The chapter is
organized to provide the newcomer with a view of the different specialties
making up electrical engineering and to place the intent and organization
of the book into perspective. Perhaps the first question that surfaces in the

mind of the student approaching the subject is, Why electrical engineering? Since
this book is directed at a readership having a mix of engineering backgrounds
(including electrical engineering), the question is well justified and deserves some
discussion. The chapter begins by defining the various branches of electrical engi-
neering, showing some of the interactions among them, and illustrating by means
of a practical example how electrical engineering is intimately connected to many
other engineering disciplines. In the second section, mechatronic systems engi-
neering is introduced, with an explanation of how this book can lay the foundation
for interdisciplinary mechatronic product design. This design approach is illus-
trated by an example. The next section introduces the Engineer-in-Training (EIT)
national examination. A brief historical perspective is also provided, to outline the
growth and development of this relatively young engineering specialty. Next, the
fundamental physical quantities and the system of units are defined, to set the stage
for the chapters that follow. Finally, the organization of the book is discussed, to
give the student, as well as the teacher, a sense of continuity in the development
of the different subjects covered in Chapters 2 through 18.
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1.1 ELECTRICAL ENGINEERING

The typical curriculum of an undergraduate electrical engineering student includes
the subjects listed in Table 1.1. Although the distinction between some of these
subjects is not always clear-cut, the table is sufficiently representative to serve our
purposes. Figure 1.1 illustrates a possible interconnection between the disciplines
of Table 1.1. The aim of this book is to introduce the non-electrical engineering
student to those aspects of electrical engineering that are likely to be most relevant
to his or her professional career. Virtually all of the topics of Table 1.1 will be
touched on in the book, with varying degrees of emphasis. The following example
illustrates the pervasive presence of electrical, electronic, and electromechanical
devices and systems in a very common application: the automobile. As you read
through the example, it will be instructive to refer to Figure 1.1 and Table 1.1.Table 1.1 Electrical

engineering disciplines

Circuit analysis
Electromagnetics
Solid-state electronics
Electric machines
Electric power systems
Digital logic circuits
Computer systems
Communication systems
Electro-optics
Instrumentation systems
Control systems

Power
systems

Engineering
applications

Mathematical
foundations

Electric
machinery

Analog
electronics

Digital
electronics

Computer
systems

Network
theory

Logic 
theory

System
theory

Physical
foundations

Electro-
magnetics

Solid-state
physics

Optics

Control
systems

Communication
systems

Instrumentation
systems

Figure 1.1 Electrical engineering disciplines

EXAMPLE 1.1 Electrical Systems in a Passenger Automobile

A familiar example illustrates how the seemingly disparate specialties of electrical
engineering actually interact to permit the operation of a very familiar engineering
system: the automobile. Figure 1.2 presents a view of electrical engineering systems in a
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keyless entry

Auto belts
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Memory mirror

MUX
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Transmission

Charging
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Cooling fan

Ignition

4-wheel drive

Antilock brake

Traction

Suspension

Power steering

4-wheel steer
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Navigation

Cellular phone
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AM/FM radio

Digital radio

TV sound 

Body
electronics

Vehicle
control

Power train

Instrumentation Entertainment

Figure 1.2 Electrical engineering systems in the automobile

modern automobile. Even in older vehicles, the electrical system—in effect, an electric
circuit—plays a very important part in the overall operation. An inductor coil generates a
sufficiently high voltage to allow a spark to form across the spark plug gap, and to ignite
the air and fuel mixture; the coil is supplied by a DC voltage provided by a lead-acid
battery. In addition to providing the energy for the ignition circuits, the battery also
supplies power to many other electrical components, the most obvious of which are the
lights, the windshield wipers, and the radio. Electric power is carried from the battery to
all of these components by means of a wire harness, which constitutes a rather elaborate
electrical circuit. In recent years, the conventional electrical ignition system has been
supplanted by electronic ignition; that is, solid-state electronic devices called transistors
have replaced the traditional breaker points. The advantage of transistorized ignition
systems over the conventional mechanical ones is their greater reliability, ease of control,
and life span (mechanical breaker points are subject to wear).

Other electrical engineering disciplines are fairly obvious in the automobile. The
on-board radio receives electromagnetic waves by means of the antenna, and decodes the
communication signals to reproduce sounds and speech of remote origin; other common
communication systems that exploit electromagnetics are CB radios and the ever more
common cellular phones. But this is not all! The battery is, in effect, a self-contained
12-VDC electric power system, providing the energy for all of the aforementioned
functions. In order for the battery to have a useful lifetime, a charging system, composed
of an alternator and of power electronic devices, is present in every automobile. The
alternator is an electric machine, as are the motors that drive the power mirrors, power
windows, power seats, and other convenience features found in luxury cars. Incidentally,
the loudspeakers are also electric machines!
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The list does not end here, though. In fact, some of the more interesting applications
of electrical engineering to the automobile have not been discussed yet. Consider
computer systems. You are certainly aware that in the last two decades, environmental
concerns related to exhaust emissions from automobiles have led to the introduction of
sophisticated engine emission control systems. The heart of such control systems is a type
of computer called a microprocessor. The microprocessor receives signals from devices
(called sensors) that measure relevant variables—such as the engine speed, the
concentration of oxygen in the exhaust gases, the position of the throttle valve (i.e., the
driver’s demand for engine power), and the amount of air aspirated by the engine—and
subsequently computes the optimal amount of fuel and the correct timing of the spark to
result in the cleanest combustion possible under the circumstances. The measurement of
the aforementioned variables falls under the heading of instrumentation, and the
interconnection between the sensors and the microprocessor is usually made up of digital
circuits. Finally, as the presence of computers on board becomes more pervasive—in
areas such as antilock braking, electronically controlled suspensions, four-wheel steering
systems, and electronic cruise control—communications among the various on-board
computers will have to occur at faster and faster rates. Some day in the not-so-distant
future, these communications may occur over a fiber optic network, and electro-optics
will replace the conventional wire harness. It should be noted that electro-optics is already
present in some of the more advanced displays that are part of an automotive
instrumentation system.

1.2 ELECTRICAL ENGINEERING
AS A FOUNDATION FOR THE DESIGN
OF MECHATRONIC SYSTEMS

Many of today’s machines and processes, ranging from chemical plants to auto-
mobiles, require some form of electronic or computer control for proper operation.
Computer control of machines and processes is common to the automotive, chem-
ical, aerospace, manufacturing, test and instrumentation, consumer, and industrial
electronics industries. The extensive use of microelectronics in manufacturing
systems and in engineering products and processes has led to a new approach to
the design of such engineering systems. To use a term coined in Japan and widely
adopted in Europe, mechatronic design has surfaced as a new philosophy of de-
sign, based on the integration of existing disciplines—primarily mechanical, and
electrical, electronic, and software engineering.1

A very important issue, often neglected in a strictly disciplinary approach
to engineering education, is the integrated aspect of engineering practice, which
is unavoidable in the design and analysis of large scale and/or complex systems.
One aim of this book is to give engineering students of different backgrounds
exposure to the integration of electrical, electronic, and software engineering into
their domain. This is accomplished by making use of modern computer-aided
tools and by providing relevant examples and references. Section 1.6 describes
how some of these goals are accomplished.

1D. A. Bradley, D. Dawson, N. C. Burd, A. J. Loader, 1991, “Mechatronics, Electronics in Products
and Processes,” Chapman and Hall, London. See also ASME/IEEE Transactions on Mechatronics,
Vol. 1, No. 1, 1996.
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Example 1.2 illustrates some of the thinking behind the mechatronic system
design philosophy through a practical example drawn from the design experience
of undergraduate students at a number of U.S. universities.

EXAMPLE 1.2 Mechatronic Systems—Design of a Formula
Lightning Electric Race Car

The Formula Lightning electric race car competition is an interuniversity2 competition
project that has been active since 1994. This project involves the design, analysis, and
testing of an electric open-wheel race car. A photo and the generic layout of the car are
shown in Figures 1.3 and 1.4. The student-designed propulsion and energy storage
systems have been tested in interuniversity competitions since 1994. Projects have
included vehicle dynamics and race track simulation, motor and battery pack selection,
battery pack and loading system design, and transmission and driveline design. This is an
ongoing competition, and new projects are defined in advance of each race season. The
objective of this competitive series is to demonstrate advancement in electric drive
technology for propulsion applications using motorsports as a means of extending existing
technology to its performance limit. This example describes some of the development that
has taken place at the Ohio State University. The description given below is representative
of work done at all of the participating universities.

Figure 1.3 The Ohio State University Smokin’
Buckeye

+ –
+ –

+ –
+ –

+ –
+ –

+ –
+
24 V

–

+ –
+ –

+ –
+ –

+ –
+ –

+ –
+
24 V

–

DC-AC converter
(electric drive)

AC
motor

Instrumentation
panel

Battery
pack

GearboxDifferential

Figure 1.4 Block diagram of electric race car

Design Constraints:

The Formula Lightning series is based on a specification chassis; thus, extensive
modifications to the frame, suspension, brakes, and body are not permitted. The focus of
the competition is therefore to optimize the performance of the spec vehicle by selecting a

2Universities that have participated in this competition are Arizona State University, Bowling Green
State University, Case Western Reserve University, Kettering University, Georgia Institute of
Technology, Indiana University—Purdue University at Indianapolis, Northern Arizona University,
Notre Dame University, Ohio State University, Ohio University, Rennselaer Polytechnic Institute,
University of Oklahoma, and Wright State University.
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suitable combination of drivetrain and energy storage components. In addition, since the
vehicle is intended to compete in a race series, issues such as energy management, quick
and efficient pit stops for battery pack replacement, and the ability to adapt system
performance to varying race conditions and different race tracks are also important design
constraints.

Design Solutions:3

Teams of undergraduate aerospace, electrical, industrial, and mechanical engineering
students participate in the design of the all-electric Formula Lightning drivetrain through a
special design course, made available especially for student design competitions.

In a representative course at Ohio State, the student team was divided into four
groups: battery system selection, motor and controller selection, transmission and
driveline design, and instrumentation and vehicle dynamics. Each of these groups was
charged with the responsibility of determining the technology that would be best suited to
matching the requirements of the competition and result in a highly competitive vehicle.

Figure 1.5 illustrates the interdisciplinary mechatronics team approach; it is apparent
that, to arrive at an optimal solution, an iterative process had to be followed and that the
various iterations required significant interaction between different teams.

To begin the process, a gross vehicle weight was assumed and energy storage
limitations were ignored in a dynamic computer simulation of the vehicle on a simulated
road course (the Cleveland Grand Prix Burke Lakefront Airport racetrack, site of the first
race in the series). The simulation employed a realistic model of the vehicle and tire
dynamics, but a simple model of an electric drive—energy storage limitations would be
considered later.

Vehicle-track
dynamic simulation

Vehicle weight and
weight distribution

Motor
Torque-speed

curves
Lap time

Energy
consumption

Energy

Gear and final
drive ratios

Motor
selection

Transmission
selection

Battery
selection

Figure 1.5 Iterative design process for electric race
car drivetrain

The simulation was exercised under various scenarios to determine the limit
performance of the vehicle and the choice of a proper drivetrain design. The first round of
simulations led to the conclusion that a multispeed gearbox would be a necessity for

3K. Grider, G. Rizzoni, “Design of the Ohio State University electric race car,” SAE Technical Paper
in Proceedings, 1996 SAE Motorsports Conference and Exposition, Dearborn, MI, Dec.10–12,
1996.
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competitive performance on a road course, and also showed the need for a very high
performance AC drive as the propulsion system. The motor and controller are depicted in
Figure 1.6.

Figure 1.6 Motor and controller

Once the electric drive had been selected, the results of battery tests performed by the
battery team were evaluated to determine the proper battery technology, and the resulting
geometry and weight distribution of the battery packs. With the preferred battery
technology identified (see Figure 1.7), energy criteria was included in the simulation, and
lap times and energy consumption were predicted. Finally, appropriate instrumentation
was designed to permit monitoring of the most important functions in the vehicle (e.g.,
battery voltage and current, motor temperature, vehicle and motor speed). Figure 1.8
depicts the vehicle dashboard. Table 1.2 gives the specifications for the vehicle.

Figure 1.7 Open side pod
with battery pack and single
battery

Figure 1.8 Dashboard

Table 1.2 Smokin’ Buckeye specifications

Drive system:
Vector controlled AC propulsion model 150
Motor type: three-phase induction, 150 kW
Weight: motor 100 lb, controller 75 lb
Motor dimensions: 12-in diameter, 15-in length

Transmission/clutch:
Webster four-speed supplied by Taylor Race Engineering
Tilton metallic clutch

Battery system:
Total voltage: 372 V (nominal)
Total weight: 1440 lb
Number of batteries: 31
Battery: Optima spiral-wound lead-acid gel-cell battery
Configuration: 16 battery packs, 12 or 24 V each

Instrumentation:
Ohio Semitronics model EV1 electric vehicle monitor
Stack model SR 800 Data Acquisition

Vehicle dimensions:
Wheelbase: 115 in
Total length: 163 in
Width: 77 in
Weight: 2690 lb

Stock components:
Tires: Yokohama
Chassis: 1994 Stewart Racing Formula Lightning
Springs: Eibach
Shocks: Penske racing coil-over shocks
Brakes: Wilwood Dynalite II



8 Chapter 1 Introduction to Electrical Engineering

Altogether approximately 30 students from different engineering disciplines
participated in the initial design process. They received credit for their effort either
through the course—ME 580.04, Analysis, Design, Testing and Fabrication of Alternative
Vehicles—or through a senior design project. As noted, interaction among teams and
among students from different disciplines was an integral part of the design process.

Comments: The example illustrates the importance of interdisciplinary thinking in the
design of mechatronics systems. The aim of this book is to provide students in different
engineering disciplines with the foundations of electrical/electronic engineering that are
necessary to effectively participate in interdisciplinary engineering design projects. The
next 17 chapters will present the foundations and vocabulary of electrical engineering.

1.3 FUNDAMENTALS OF ENGINEERING
EXAM REVIEW

Each of the 50 states regulates the engineering profession by requiring individuals
who intend to practice the profession to become registered professional engineers.
To become a professional engineer, it is necessary to satisfy four requirements.
The first is the completion of a B.S. degree in engineering from an accredited
college or university (although it is theoretically possible to be registered with-
out having completed a degree). The second is the successful completion of the
Fundamentals of Engineering (FE) Examination. This is an eight-hour exam that
covers general engineering undergraduate education. The third requirement is
two to four years of engineering experience after passing the FE exam. Finally,
the fourth requirement is successful completion of the Principles and Practice of
Engineering or Professional Engineer (PE) Examination.

The FE exam is a two-part national examination given twice a year (in April
and October). The exam is divided into two 4-hour sessions. The morning session
consists of 140 multiple choice questions (five possible answers are given); the
afternoon session consists of 70 questions. The exam is prepared by the State
Board of Engineers for each state.

One of the aims of this book is to assist you in preparing for one part of
the FE exam, entitled Electrical Circuits. This part of the examination consists of
a total of 18 questions in the morning session and 10 questions in the afternoon
session. The examination topics for the electrical circuits part are the following:

DC Circuits

AC Circuits

Three-Phase Circuits

Capacitance and Inductance

Transients

Diode Applications

Operational Amplifiers (Ideal)

Electric and Magnetic Fields

Electric Machinery

Appendix B contains a complete review of the Electrical Circuits portion
of the FE examination. In Appendix B you will find a detailed listing of the
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topics covered in the examination, with references to the relevant material in the
book. The appendix also contains a collection of sample problems similar to those
found in the examination, with answers. These sample problems are arranged in
two sections: The first includes worked examples with a full explanation of the
solution; the second consists of a sample exam with answers supplied separately.
This material is based on the author’s experience in teaching the FE Electrical
Circuits review course for mechanical engineering seniors at Ohio State University
over several years.

1.4 BRIEF HISTORY OF ELECTRICAL
ENGINEERING

The historical evolution of electrical engineering can be attributed, in part, to
the work and discoveries of the people in the following list. You will find these
scientists, mathematicians, and physicists referenced throughout the text.

William Gilbert (1540–1603), English physician, founder of magnetic
science, published De Magnete, a treatise on magnetism, in 1600.

Charles A. Coulomb (1736–1806), French engineer and physicist,
published the laws of electrostatics in seven memoirs to the French
Academy of Science between 1785 and 1791. His name is associated with
the unit of charge.

James Watt(1736–1819), English inventor, developed the steam engine.
His name is used to represent the unit of power.

Alessandro Volta(1745–1827), Italian physicist, discovered the electric
pile. The unit of electric potential and the alternate name of this quantity
(voltage) are named after him.

Hans Christian Oersted(1777–1851), Danish physicist, discovered the
connection between electricity and magnetism in 1820. The unit of
magnetic field strength is named after him.

Andr é Marie Ampère (1775–1836), French mathematician, chemist, and
physicist, experimentally quantified the relationship between electric
current and the magnetic field. His works were summarized in a treatise
published in 1827. The unit of electric current is named after him.

Georg Simon Ohm(1789–1854), German mathematician, investigated the
relationship between voltage and current and quantified the phenomenon of
resistance. His first results were published in 1827. His name is used to
represent the unit of resistance.

Michael Faraday (1791–1867), English experimenter, demonstrated
electromagnetic induction in 1831. His electrical transformer and
electromagnetic generator marked the beginning of the age of electric
power. His name is associated with the unit of capacitance.

Joseph Henry(1797–1878), American physicist, discovered
self-induction around 1831, and his name has been designated to represent
the unit of inductance. He had also recognized the essential structure of the
telegraph, which was later perfected by Samuel F. B. Morse.

Carl Friedrich Gauss (1777–1855), German mathematician, and
Wilhelm Eduard Weber (1804–1891), German physicist, published a
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treatise in 1833 describing the measurement of the earth’s magnetic field.
The gauss is a unit of magnetic field strength, while the weber is a unit of
magnetic flux.

James Clerk Maxwell (1831–1879), Scottish physicist, discovered the
electromagnetic theory of light and the laws of electrodynamics. The
modern theory of electromagnetics is entirely founded upon Maxwell’s
equations.

Ernst Werner Siemens(1816–1892) and Wilhelm Siemens(1823–1883),
German inventors and engineers, contributed to the invention and
development of electric machines, as well as to perfecting electrical
science. The modern unit of conductance is named after them.

Heinrich Rudolph Hertz (1857–1894), German scientist and
experimenter, discovered the nature of electromagnetic waves and
published his findings in 1888. His name is associated with the unit of
frequency.

Nikola Tesla (1856–1943), Croatian inventor, emigrated to the United
States in 1884. He invented polyphase electric power systems and the
induction motor and pioneered modern AC electric power systems. His
name is used to represent the unit of magnetic flux density.

1.5 SYSTEM OF UNITS

This book employs the International System of Units (also called SI, from the
French Système International des Unités). SI units are commonly adhered to by
virtually all engineering professional societies. This section summarizes SI units
and will serve as a useful reference in reading the book.

SI units are based on six fundamental quantities, listed in Table 1.3. All
other units may be derived in terms of the fundamental units of Table 1.3. Since,
in practice, one often needs to describe quantities that occur in large multiples or
small fractions of a unit, standard prefixes are used to denote powers of 10 of SI
(and derived) units. These prefixes are listed in Table 1.4. Note that, in general,
engineering units are expressed in powers of 10 that are multiples of 3.

Table 1.3 SI units

Quantity Unit Symbol

Length Meter m
Mass Kilogram kg
Time Second s
Electric current Ampere A
Temperature Kelvin K
Luminous intensity Candela cd

Table 1.4 Standard prefixes

Prefix Symbol Power

atto a 10−18

femto f 10−15

pico p 10−12

nano n 10−9

micro µ 10−6

milli m 10−3

centi c 10−2

deci d 10−1

deka da 10
kilo k 103

mega M 106

giga G 109

tera T 1012
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For example, 10−4 s would be referred to as 100 × 10−6 s, or 100µs (or, less
frequently, 0.1 ms).

1.6 SPECIAL FEATURES OF THIS BOOK

This book includes a number of special features designed to make learning easier
and also to allow students to explore the subject matter of the book in more depth, if
so desired, through the use of computer-aided tools and the Internet. The principal
features of the book are described below.

EXAMPLES

The examples in the book have also been set aside from the main text, so that they can be
easily identified. All examples are solved by following the same basic methodology: A
clear and simple problem statement is given, followed by a solution. The solution consists
of several parts: All known quantities in the problem are summarized, and the problem
statement is translated into a specific objective (e.g., “Find the equivalent resistance, R”).

Next, the given data and assumptions are listed, and finally the analysis is presented.
The analysis method is based on the following principle: All problems are solved
symbolically first, to obtain more general solutions that may guide the student in solving
homework problems; the numerical solution is provided at the very end of the analysis.
Each problem closes with comments summarizing the findings and tying the example to
other sections of the book.

The solution methodology used in this book can be used as a general guide to
problem-solving techniques well beyond the material taught in the introductory electrical
engineering courses. The examples contained in this book are intended to help you
develop sound problem-solving habits for the remainder of your engineering career.

Focus on Computer-Aided Tools, Virtual Lab

One of the very important changes to engineering education in the 1990s has been
the ever more common use of computers for analysis, design, data acquisition, and
control. This book is designed to permit students and instructors to experiment
with various computer-aided design and analysis tools. Some of the tools used are
generic computing tools that are likely to be in use in most engineering schools
(e.g., Matlab, MathCad). Many examples are supplemented by electronic solutions
that are intended to teach you how to solve typical electrical engineering problems
using such computer aids, and to stimulate you to experiment in developing your
own solution methods. Many of these methods will also be useful later in your
curriculum.

Some examples (and also some of the figures in the main text) are supple-
mented by circuit simulation created using Electronics WorkbenchTM, a circuit
analysis and simulation program that has a particularly friendly user interface, and
that permits a more in-depth analysis of realistic electrical/electronic circuits and
devices. Use of this feature could be limited to just running a simulated circuit to
observe its behavior (with virtually no new learning required), or could be more
involved and result in the design of new circuit simulations. You might find it
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F O C U S O N M E T H O D O L O G Y

Each chapter, especially the early ones, includes “boxes” titled “Focus on
Methodology.” The content of these boxes (which are set aside from the main
text) is to summarize important methods and procedures for the solution of
common problems. They usually consist of step-by-step instructions, and
are designed to assist you in methodically solving problems.

useful to learn how to use this tool for some of your homework and project assign-
ments. The electronic examples supplied with the book form a veritable Virtual
Electrical and Electronic Circuits Laboratory. The use of these computer aids is
not mandatory, but you will find that the electronic supplements to the book may
become a formidable partner and teaching assistant.

Find It on the Web!

The use of the Internet as a resource for knowledge and information is becoming

1
increasingly common. In recognition of this fact, Web site references have been
included in this book to give you a starting point in the exploration of the world of
electrical engineering. Typical Web references give you information on electrical
engineering companies, products, and methods. Some of the sites contain tutorial
material that may supplement the book’s contents.

CD-ROM Content

The inclusion of a CD-ROM in the book allows you to have a wealth of supple-
ments. We list a few major ones: Matlab, MathCad, and Electronics Workbench
electronic files; demo version of Electronics Workbench; Virtual Laboratory ex-
periments; data sheets for common electrical/electronic circuit components; addi-
tional reference material.

FOCUS ON
MEASUREMENTS

As stated many times in this book, the need for measurements is a common
thread to all engineering and scientific disciplines. To emphasize the great
relevance of electrical engineering to the science and practice of
measurements, a special set of examples focuses on measurement problems.
These examples very often relate to disciplines outside electrical engineering
(e.g., biomedical, mechanical, thermal, fluid system measurements). The
“Focus on Measurements” sections are intended to stimulate your thinking
about the many possible applications of electrical engineering to
measurements in your chosen field of study. Many of these examples are a
direct result of the author’s work as a teacher and researcher in both
mechanical and electrical engineering.

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/index.htm


Chapter 1 Introduction to Electrical Engineering 13

Web Site

The list of features would not be complete without a reference to the book’s Web
site, http://www.mhhe.com/engcs/electrical/rizzoni. Create a bookmark for this
site now! The site is designed to provide up-to-date additions, examples, errata,
and other important information.

HOMEWORK PROBLEMS

1.1 List five applications of electric motors in the
common household.

1.2 By analogy with the discussion of electrical systems
in the automobile, list examples of applications of the
electrical engineering disciplines of Table 1.1 for each
of the following engineering systems:

a. A ship.

b. A commercial passenger aircraft.

c. Your household.

d. A chemical process control plant.

1.3 Electric power systems provide energy in a variety of
commercial and industrial settings. Make a list of
systems and devices that receive electric power in:

a. A large office building.

b. A factory floor.

c. A construction site.
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C H A P T E R

2

Fundamentals of Electric Circuits

his chapter presents the fundamental laws of circuit analysis and serves
as the foundation for the study of electrical circuits. The fundamental
concepts developed in these first pages will be called upon throughout
the book.

The chapter starts with definitions of charge, current, voltage, and power, and
with the introduction of the basic laws of electrical circuit analysis: Kirchhoff’s
laws. Next, the basic circuit elements are introduced, first in their ideal form,
then including the most important physical limitations. The elements discussed in
the chapter include voltage and current sources, measuring instruments, and the
ideal resistor. Once the basic circuit elements have been presented, the concept
of an electrical circuit is introduced, and some simple circuits are analyzed using
Kirchhoff’s and Ohm’s laws. The student should appreciate the fact that, although
the material presented at this early stage is strictly introductory, it is already possible
to discuss some useful applications of electric circuits to practical engineering
problems. To this end, two examples are introduced which discuss simple resistive
devices that can measure displacements and forces. The topics introduced in
Chapter 2 form the foundations for the remainder of this book and should be
mastered thoroughly. By the end of the chapter, you should have accomplished
the following learning objectives:

• Application of Kirchhoff’s and Ohm’s laws to elementary resistive
circuits.
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• Power computation for a circuit element.
• Use of the passive sign convention in determining voltage and current

directions.
• Solution of simple voltage and current divider circuits.
• Assigning node voltages and mesh currents in an electrical circuit.
• Writing the circuit equations for a linear resistive circuit by applying

Kirchhoff’s voltage law and Kirchhoff’s current law.

2.1 CHARGE, CURRENT, AND KIRCHHOFF’S
CURRENT LAW

The earliest accounts of electricity date from about 2,500 years ago, when it was
discovered that static charge on a piece of amber was capable of attracting very
light objects, such as feathers. The word itself—electricity—originated about 600
B.C.; it comes from elektron, which was the ancient Greek word for amber. The
true nature of electricity was not understood until much later, however. Following
the work of Alessandro Volta1 and his invention of the copper-zinc battery, it was
determined that static electricity and the current that flows in metal wires connected
to a battery are due to the same fundamental mechanism: the atomic structure of
matter, consisting of a nucleus—neutrons and protons—surrounded by electrons.
The fundamental electric quantity is charge, and the smallest amount of charge
that exists is the charge carried by an electron, equal to

qe = −1.602 × 10−19 C (2.1)

Charles Coulomb (1736–1806). Photo
courtesyofFrenchEmbassy, Wash-
ington, D.C.

As you can see, the amount of charge associated with an electron is rather
small. This, of course, has to do with the size of the unit we use to measure
charge, the coulomb (C), named after Charles Coulomb.2 However, the definition
of the coulomb leads to an appropriate unit when we define electric current, since
current consists of the flow of very large numbers of charge particles. The other
charge-carrying particle in an atom, the proton, is assigned a positive sign, and the
same magnitude. The charge of a proton is

qp = +1.602 × 10−19 C (2.2)

Electrons and protons are often referred to as elementary charges.

i

A

Current i = dq/dt is generated by 
the flow of charge through the 
cross-sectional area A in a 
conductor.

Figure 2.1 Current flow in
an electric conductor

Electric current is defined as the time rate of change of charge passing
through a predetermined area. Typically, this area is the cross-sectional area of
a metal wire; however, there are a number of cases we shall explore later in this
book where the current-carrying material is not a conducting wire. Figure 2.1
depicts a macroscopic view of the flow of charge in a wire, where we imagine �q

units of charge flowing through the cross-sectional area A in �t units of time. The
resulting current, i, is then given by

i = �q

�t

C

s
(2.3)

1See brief biography on page 9.
2See brief biography on page 9.
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If we consider the effect of the enormous number of elementary charges actually
flowing, we can write this relationship in differential form:

i = dq

dt

C

s
(2.4)

The units of current are called amperes (A), where 1 ampere = 1 coulomb/second.
The name of the unit is a tribute to the French scientist André Marie Ampère.3

The electrical engineering convention states that the positive direction of current
flow is that of positive charges. In metallic conductors, however, current is carried
by negative charges; these charges are the free electrons in the conduction band,
which are only weakly attracted to the atomic structure in metallic elements and
are therefore easily displaced in the presence of electric fields.

EXAMPLE 2.1 Charge and Current in a Conductor

Problem

Find the total charge in a cylindrical conductor (solid wire) and compute the current
flowing in the wire.

Solution

Known Quantities: Conductor geometry, charge density, charge carrier velocity.

Find: Total charge of carriers, Q; current in the wire, I .

Schematics, Diagrams, Circuits, and Given Data: Conductor length: L = 1 m.
Conductor diameter: 2r = 2 × 10−3 m.
Charge density: n = 1029 carriers/m3.
Charge of one electron: qe = −1.602 × 10−19.
Charge carrier velocity: u = 19.9 × 10−6 m/s.

Assumptions: None.

Analysis: To compute the total charge in the conductor, we first determine the volume of
the conductor:

Volume = Length × Cross-sectional area

V = L × πr2 = (1 m) ×
[
π

(
2 × 10−3

2

)2

m2

]
= π × 10−6 m3

Next, we compute the number of carriers (electrons) in the conductor and the total
charge:

Number of carriers = Volume × Carrier density

N = V × n = (
π × 10−6 m3

) ×
(

1029 carriers

m3

)
= π × 1023carriers

Charge = number of carriers × charge/carrier

Q = N × qe = (
π × 1023 carriers

)
×

(
−1.602 × 10−19 coulomb

carrier

)
= −50.33 × 103 C.

3See brief biography on page 9.
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To compute the current, we consider the velocity of the charge carriers, and the charge
density per unit length of the conductor:

Current = Carrier charge density per unit length × Carrier velocity

I =
(
Q

L

C

m

)
×

(
u

m

s

)
=

(
−50.33 × 103 C

m

)
×

(
19.9 × 10−6 m

s

)
= 1 A

Comments: Charge carrier density is a function of material properties. Carrier velocity
is a function of the applied electric field.

In order for current to flow there must exist a closed circuit. Figure 2.2
depicts a simple circuit, composed of a battery (e.g., a dry-cell or alkaline 1.5-V
battery) and a light bulb.

1.5 V

+

–

1.5 V
battery

i = Current flowing
in closed circuit

Light
bulb

i

Figure 2.2 A simple
electrical circuit

Note that in the circuit of Figure 2.2, the current, i, flowing from the battery
to the light bulb is equal to the current flowing from the light bulb to the battery.
In other words, no current (and therefore no charge) is “lost” around the closed
circuit. This principle was observed by the German scientist G. R. Kirchhoff4

and is now known as Kirchhoff’s current law (KCL). Kirchhoff’s current law
states that because charge cannot be created but must be conserved, the sum of the
currents at a node must equal zero(in an electrical circuit, a node is the junction
of two or more conductors). Formally:

N∑
n=1

in = 0 Kirchhoff’s current law (2.5)

The significance of Kirchhoff’s current law is illustrated in Figure 2.3, where the
simple circuit of Figure 2.2 has been augmented by the addition of two light bulbs
(note how the two nodes that exist in this circuit have been emphasized by the
shaded areas). In applying KCL, one usually defines currents entering a node as
being negative and currents exiting the node as being positive. Thus, the resulting
expression for node 1 of the circuit of Figure 2.3 is:

−i + i1 + i2 + i3 = 0

1.5 V

+

–

Battery

i

i

i1 i2 i3

Node 1

Node 2
Illustration of KCL at

node 1: –i + i 1 + i 2 + i 3 = 0

Figure 2.3 Illustration of
Kirchhoff’s current law

Kirchhoff’s current law is one of the fundamental laws of circuit analysis,
making it possible to express currents in a circuit in terms of each other; for
example, one can express the current leaving a node in terms of all the other
currents at the node. The ability to write such equations is a great aid in the
systematic solution of large electric circuits. Much of the material presented in
Chapter 3 will be an extension of this concept.

4Gustav Robert Kirchhoff (1824–1887), a German scientist, who published the first systematic
description of the laws of circuit analysis. His contribution—though not original in terms of its
scientific content—forms the basis of all circuit analysis.
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EXAMPLE 2.2 Kirchhoff’s Current Law Applied
to an Automotive Electrical Harness

Problem

Figure 2.4 shows an automotive battery connected to a variety of circuits in an
automobile. The circuits include headlights, taillights, starter motor, fan, power locks, and
dashboard panel. The battery must supply enough current to independently satisfy the
requirements of each of the “load” circuits. Apply KCL to the automotive circuits.

(a)

Vbatt

(b)

+

–

Ihead

Ibatt

Itail Istart Ifan Ilocks Idash

Figure 2.4 (a) Automotive circuits (b) equivalent electrical circuit

Solution

Known Quantities: Components of electrical harness: headlights, taillights, starter
motor, fan, power locks, and dashboard panel.

Find: Expression relating battery current to load currents.

Schematics, Diagrams, Circuits, and Given Data: Figure 2.4.

Assumptions: None.

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw02.htm
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Automotive wiring harness

To door
courtesy
switch

To heater blower
motor resistor

To A/C blower
motor resistor

To right front
door resistor

Glove box lamp

Stereo wiring

Radio wiring

Ash tray lamp
Printed circuit
board connectors

Headlamp switch

Heated rear window
switch and lamp
Rear wipe and wash
switch and lamp
l. body M-Z 44

Lamp

Lifegate release
l. body M-Z24

Ground
Fuse block

To stereo speakers MZ24

To left door speakers

To left door courtesy switches

To rear wipe wash

To heated rear window

To hatch release

To body wiring

Bulkhead disconnect

To speed control switch wiring
To stop lamp switch

To accessory lamps

To turn signal switch
To intermittent wipe

To ignition switch lamp
To wiper switch

To key-lamp
To key-in buzzer

Cigarette lighter

Heater blower
motor feed

To ignition
switch

To headlamp
dimmer switch

To speed control brake wiring
To speed control clutch switch

To speed control servo

(c)

Figure 2.4 (c) Automotive wiring harness Copyright c©1995 by Delmar Publishers. Copyrightc©1995–1997 Automotive
Information Center. All rights reserved.

Analysis: Figure 2.4(b) depicts the equivalent electrical circuit, illustrating how the
current supplied by the battery must divide among the various circuits. The application of
KCL to the equivalent circuit of Figure 2.4 requires that:

Ibatt − Ihead − Itail − Istart − Ifan − Ilocks − Idash = 0

Comments: This illustration is meant to give the reader an intuitive feel for the
significance of KCL; more detailed numerical examples of KCL will be presented later in
this chapter, when voltage and current sources and resistors are defined more precisely.
Figure 2.4(c) depicts a real automotive electrical harness—a rather complicated electrical
circuit!
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Gustav Robert Kirchhoff
(1824–1887). Photo courtesy of
Deutsches Museum, Munich.

2.2 VOLTAGE AND KIRCHHOFF’S VOLTAGE
LAW

Charge moving in an electric circuit gives rise to a current, as stated in the preceding
section. Naturally, it must take some work, or energy, for the charge to move
between two points in a circuit, say, from point a to point b. The total work per
unit chargeassociated with the motion of charge between two points is called
voltage. Thus, the units of voltage are those of energy per unit charge; they have
been called volts in honor of Alessandro Volta:

1 volt = 1 joule

coulomb
(2.6)

The voltage, or potential difference, between two points in a circuit indicates the
energy required to move charge from one point to the other. As will be presently
shown, the direction, or polarity, of the voltage is closely tied to whether energy
is being dissipated or generated in the process. The seemingly abstract concept
of work being done in moving charges can be directly applied to the analysis of
electrical circuits; consider again the simple circuit consisting of a battery and a
light bulb. The circuit is drawn again for convenience in Figure 2.5, with nodes
defined by the letters a and b. A series of carefully conducted experimental
observations regarding the nature of voltages in an electric circuit led Kirchhoff to
the formulation of the second of his laws, Kirchhoff’s voltage law, or KVL. The
principle underlying KVL is that no energy is lost or created in an electric circuit;
in circuit terms, the sum of all voltages associated with sources must equal the
sum of the load voltages, so that the net voltage around a closed circuit is zero.If
this were not the case, we would need to find a physical explanation for the excess
(or missing) energy not accounted for in the voltages around a circuit. Kirchhoff’s
voltage law may be stated in a form similar to that used for KCL:

N∑
n=1

vn = 0 Kirchhoff’s voltage law (2.7)

where the vn are the individual voltages around the closed circuit. Making refer-
ence to Figure 2.5, we see that it must follow from KVL that the work generated
by the battery is equal to the energy dissipated in the light bulb in order to sustain
the current flow and to convert the electric energy to heat and light:

vab = −vba

or

v1 = v2

1.5 V

+

–

v1

i
+

–

i

a

b

v2 = vab

+

–

Illustration of Kirchhoff’s
voltage law: v1 = v2

Figure 2.5 Voltages around
a circuit

One may think of the work done in moving a charge from point a to point
b and the work done moving it back from b to a as corresponding directly to the
voltages across individual circuit elements. Let Q be the total charge that moves
around the circuit per unit time, giving rise to the current i. Then the work done
in moving Q from b to a (i.e., across the battery) is

Wba = Q × 1.5 V (2.8)
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Similarly, work is done in moving Q from a to b, that is, across the light bulb. Note
that the word potential is quite appropriate as a synonym of voltage, in that voltage
represents the potential energy between two points in a circuit: if we remove the
light bulb from its connections to the battery, there still exists a voltage across the
(now disconnected) terminals b and a. This is illustrated in Figure 2.6.

A moment’s reflection upon the significance of voltage should suggest that it
must be necessary to specify a sign for this quantity. Consider, again, the same dry-
cell or alkaline battery, where, by virtue of an electrochemically induced separation
of charge, a 1.5-V potential difference is generated. The potential generated by
the battery may be used to move charge in a circuit. The rate at which charge is
moved once a closed circuit is established (i.e., the current drawn by the circuit
connected to the battery) depends now on the circuit element we choose to connect
to the battery. Thus, while the voltage across the battery represents the potential for
providing energy to a circuit, the voltage across the light bulb indicates the amount
of work done in dissipating energy. In the first case, energy is generated; in the
second, it is consumed (note that energy may also be stored, by suitable circuit
elements yet to be introduced). This fundamental distinction requires attention in
defining the sign (or polarity) of voltages.

We shall, in general, refer to elements that provide energy as sources, and
to elements that dissipate energy as loads. Standard symbols for a generalized
source-and-load circuit are shown in Figure 2.7. Formal definitions will be given
in a later section.

1.5 V

+

–

v1

+

–

a

b

v2

+

–

The presence of a voltage, v2, 
across the open terminals a and b 
indicates the potential energy that 
can enable the motion of charge, 
once a closed circuit is established 
to allow current to flow.

Figure 2.6 Concept of
voltage as potential difference

a

b

vL

+

–

Load+
–

i

i

vS
Source

A symbolic representation of the 
battery–light bulb circuit of Figure 
2.5.

Figure 2.7 Sources and
loads in an electrical circuit

EXAMPLE 2.3 Kirchhoff’s Voltage Law—Electric Vehicle
Battery Pack

Problem

Figure 2.8a depicts the battery pack in the Smokin’ Buckeye electric race car. In this
example we apply KVL to the series connection of 31 12-V batteries that make up the
battery supply for the electric vehicle.
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DC-AC converter
(electric drive)

12 V12 V12 V12 V12 V

AC motor

(b)(a)

Vbatt1 Vbatt2 Vbattn

power 
converter
and motor

(c)

vbatt1

+

–
vdrive

+

–

vbatt2
+ –

vbatt3
+ –

vbatt31
+ –

Figure 2.8 Electric vehicle battery pack: illustration of KVL

Solution

Known Quantities: Nominal characteristics of OptimaTM lead-acid batteries.

Find: Expression relating battery and electric motor drive voltages.

Schematics, Diagrams, Circuits, and Given Data: Vbatt = 12 V. Figure 2.8(a), (b) and (c)

Assumptions: None.

Analysis: Figure 2.8(b) depicts the equivalent electrical circuit, illustrating how the
voltages supplied by the battery are applied across the electric drive that powers the
vehicle’s 150-kW three-phase induction motor. The application of KVL to the equivalent
circuit of Figure 2.8(b) requires that:

31∑
n=1

Vbattn − Vdrive = 0.

Thus, the electric drive is nominally supplied by a 31 × 12 = 372-V battery pack. In
reality, the voltage supplied by lead-acid batteries varies depending on the state of charge
of the battery. When fully charged, the battery pack of Figure 2.8(a) is closer to supplying
around 400 V (i.e., around 13 V per battery).

Comments: This illustration is meant to give the reader an intuitive feel for the
significance of KVL; more detailed numerical examples of KVL will be presented later in
this chapter, when voltage and current sources and resistors are defined more precisely.

2.3 IDEAL VOLTAGE AND CURRENT
SOURCES

In the examples presented in the preceding sections, a battery was used as a source
of energy, under the unspoken assumption that the voltage provided by the battery
(e.g., 1.5 volts for a dry-cell or alkaline battery, or 12 volts for an automotive lead-
acid battery) is fixed. Under such an assumption, we implicitly treat the battery as
an ideal source. In this section, we will formally define ideal sources. Intuitively,
an ideal source is a source that can provide an arbitrary amount of energy. Ideal
sourcesare divided into two types: voltage sources and current sources. Of these,

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw02.htm
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you are probably more familiar with the first, since dry-cell, alkaline, and lead-acid
batteries are all voltage sources (they are not ideal, of course). You might have to
think harder to come up with a physical example that approximates the behavior of
an ideal current source; however, reasonably good approximations of ideal current
sources also exist. For instance, a voltage source connected in series with a circuit
element that has a large resistance to the flow of current from the source provides
a nearly constant—though small—current and therefore acts very nearly like an
ideal current source.

Ideal Voltage Sources

An ideal voltage sourceis an electrical device that will generate a prescribed
voltage at its terminals. The ability of an ideal voltage source to generate its
output voltage is not affected by the current it must supply to the other circuit
elements. Another way to phrase the same idea is as follows:

An ideal voltage source provides a prescribed voltage across its terminals
irrespective of the current flowing through it. The amount of current
supplied by the source is determined by the circuit connected to it.

+
_

+
_

–

Vs

+

–

+

–

vs(t)

+

vs(t)

vs(t)

+

–

~

vs(t)

Vs

General symbol 
for ideal voltage 
source. vs (t) 
may be constant 
(DC source).

A special case:
DC voltage 
source (ideal 
battery)

A special case:
sinusoidal 
voltage source,
vs(t) = V cos ωt

Figure 2.9 Ideal
voltage sources

Figure 2.9 depicts various symbols for voltage sources that will be employed
throughout this book. Note that the output voltage of an ideal source can be a
function of time. In general, the following notation will be employed in this book,
unless otherwise noted. A generic voltage source will be denoted by a lowercase
v . If it is necessary to emphasize that the source produces a time-varying voltage,
then the notation v(t) will be employed. Finally, a constant, or direct current, or
DC, voltage source will be denoted by the uppercase character V . Note that by
convention the direction of positive current flow out of a voltage source is out of
the positive terminal.

The notion of an ideal voltage source is best appreciated within the context
of the source-load representation of electrical circuits, which will frequently be
referred to in the remainder of this book. Figure 2.10 depicts the connection of
an energy source with a passive circuit (i.e., a circuit that can absorb and dissipate
energy—for example, the headlights and light bulb of our earlier examples). Three
different representations are shown to illustrate the conceptual, symbolic, and
physical significance of this source-load idea.

+
_

Car battery Headlight
+ –

i

+

–

v R

i

i

+

–
vSource Load

(a) Conceptual
representation

Power flow

(b) Symbolic (circuit)
representation

(c) Physical
representation

VS

Figure 2.10 Various representations of an electrical system.
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In the analysis of electrical circuits, we choose to represent the physical
reality of Figure 2.10(c) by means of the approximation provided by ideal circuit
elements, as depicted in Figure 2.10(b).

Ideal Current Sources

An ideal current source is a device that can generate a prescribed current inde-
pendent of the circuit it is connected to. To do so, it must be able to generate
an arbitrary voltage across its terminals. Figure 2.11 depicts the symbol used to
represent ideal current sources. By analogy with the definition of the ideal voltage
source stated in the previous section, we write:

iS, IS

iS, IS

Figure 2.11 Symbol for ideal
current source

An ideal current source provides a prescribed current to any circuit
connected to it. The voltage generated by the source is determined by the
circuit connected to it.

The same uppercase and lowercase convention used for voltage sources will be
employed in denoting current sources.

Dependent (Controlled) Sources

The sources described so far have the capability of generating a prescribed voltage
or current independent of any other element within the circuit. Thus, they are
termed independent sources. There exists another category of sources, however,
whose output (current or voltage) is a function of some other voltage or current
in a circuit. These are called dependent(or controlled) sources. A different
symbol, in the shape of a diamond, is used to represent dependent sources and
to distinguish them from independent sources. The symbols typically used to
represent dependent sources are depicted in Figure 2.12; the table illustrates the
relationship between the source voltage or current and the voltage or current it
depends on—vx or ix , respectively—which can be any voltage or current in the
circuit.

+
_vS

Voltage controlled voltage source (VCVS) vS = Avx

Current controlled voltage source (CCVS) vS = Aix

Voltage controlled current source (VCCS) iS = Avx

Current controlled current source (CCCS) iS = Aix

Source type Relationship

iS

Figure 2.12 Symbols for dependent sources

Dependent sources are very useful in describing certain types of electronic
circuits. You will encounter dependent sources again in Chapters 9, 10, and 12,
when electronic amplifiers are discussed.
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2.4 ELECTRIC POWER AND SIGN
CONVENTION

The definition of voltage as work per unit charge lends itself very conveniently to
the introduction of power. Recall that power is defined as the work done per unit
time. Thus, the power, P , either generated or dissipated by a circuit element can
be represented by the following relationship:

Power = Work

Time
= Work

Charge

Charge

Time
= Voltage × Current (2.9)

Thus,

The electrical power generated by an active element, or that dissipated or
stored by a passive element, is equal to the product of the voltage across
the element and the current flowing through it.

P = V I (2.10)

It is easy to verify that the units of voltage (joules/coulomb) times current
(coulombs/second) are indeed those of power (joules/second, or watts).

It is important to realize that, just like voltage, power is a signed quantity,
and that it is necessary to make a distinction between positive and negative power.
This distinction can be understood with reference to Figure 2.13, in which a source
and a load are shown side by side. The polarity of the voltage across the source and
the direction of the current through it indicate that the voltage source is doing work
in moving charge from a lower potential to a higher potential. On the other hand,
the load is dissipating energy, because the direction of the current indicates that
charge is being displaced from a higher potential to a lower potential. To avoid
confusion with regard to the sign of power, the electrical engineering community
uniformly adopts the passive sign convention, which simply states that the power
dissipated by a load is a positive quantity (or, conversely, that the power generated
by a source is a positive quantity). Another way of phrasing the same concept is
to state that if current flows from a higher to a lower voltage (+ to −), the power
is dissipated and will be a positive quantity.

+
_ Sourcev

+

–

Load v

+

–

i

i

Power dissipated = 
= v (–i) = (–v) i = –vi
Power generated = vi

Power dissipated = vi
Power generated =

= v (–i) = (–v) i = –vi

Figure 2.13 The passive sign
convention

It is important to note also that the actual numerical values of voltages and
currents do not matter: once the proper reference directions have been established
and the passive sign convention has been applied consistently, the answer will
be correct regardless of the reference direction chosen. The following examples
illustrate this point.

F O C U S O N M E T H O D O L O G Y

The Passive Sign Convention

1. Choose an arbitrary direction of current flow.

2. Label polarities of all active elements (voltage and current sources).
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F O C U S O N M E T H O D O L O G Y

3. Assign polarities to all passive elements (resistors and other loads); for
passive elements, current always flows into the positive terminal.

4. Compute the power dissipated by each element according to the
following rule: If positive current flows into the positive terminal of an
element, then the power dissipated is positive (i.e., the element absorbs
power); if the current leaves the positive terminal of an element, then
the power dissipated is negative (i.e., the element delivers power).

EXAMPLE 2.4 Use of the Passive Sign Convention

Problem

Apply the passive sign convention to the circuit of Figure 2.14.

Solution

vB

Load 1

L
oa

d 
2+

–

Figure 2.14

Known Quantities: Voltages across each circuit element; current in circuit.

Find: Power dissipated or generated by each element.

Schematics, Diagrams, Circuits, and Given Data: Figure 2.15(a) and (b). The voltage
drop across Load 1 is 8 V, that across Load 2 is 4 V; the current in the circuit is 0.1 A.

vB

Load 1

v2

L
oa

d 
2

i

v1

vB = 12 V
  i = 0.1 A

+

–

–+

–

+

v1 = 8 V
v2 = 4 V

(a)

vB

Load 1

(b)

v2

L
oa

d 
2

i

v1

vB = –12 V
  i = –0.1 A

–

+

– +

–

+

v1 = –8 V
v2 = –4 V

Figure 2.15

Assumptions: None.

Analysis: Following the passive sign convention, we first select an arbitrary direction for
the current in the circuit; the example will be repeated for both possible directions of
current flow to demonstrate that the methodology is sound.

1. Assume clockwise direction of current flow, as shown in Figure 2.15(a).

2. Label polarity of voltage source, as shown in Figure 2.15(a); since the arbitrarily
chosen direction of the current is consistent with the true polarity of the voltage
source, the source voltage will be a positive quantity.

3. Assign polarity to each passive element, as shown in Figure 2.15(a).

4. Compute the power dissipated by each element: Since current flows from − to +
through the battery, the power dissipated by this element will be a negative quantity:

PB = −vB × i = −(12 V) × (0.1 A) = −1.2 W

that is, the battery generates 1.2 W. The power dissipated by the two loads will be a
positive quantity in both cases, since current flows from + to −:

P1 = v1 × i = (8 V) × (0.1 A) = 0.8 W

P2 = v2 × i = (4 V) × (0.1 A) = 0.4 W

Next, we repeat the analysis assuming counterclockwise current direction.

1. Assume counterclockwise direction of current flow, as shown in Figure 2.15(b).

2. Label polarity of voltage source, as shown in Figure 2.15(b); since the arbitrarily
chosen direction of the current is not consistent with the true polarity of the voltage
source, the source voltage will be a negative quantity.



28 Chapter 2 Fundamentals of Electric Circuits

3. Assign polarity to each passive element, as shown in Figure 2.15(b).

4. Compute the power dissipated by each element: Since current flows from + to −
through the battery, the power dissipated by this element will be a positive quantity;
however, the source voltage is a negative quantity:

PB = vB × i = (−12 V) × (0.1 A) = −1.2 W

that is, the battery generates 1.2 W, as in the previous case. The power dissipated by
the two loads will be a positive quantity in both cases, since current flows from + to
−:

P1 = v1 × i = (8 V) × (0.1 A) = 0.8 W

P2 = v2 × i = (4 V) × (0.1 A) = 0.4 W

Comments: It should be apparent that the most important step in the example is the
correct assignment of source voltage; passive elements will always result in positive power
dissipation. Note also that energy is conserved, as the sum of the power dissipated by
source and loads is zero. In other words: Power supplied always equals power dissipated.

EXAMPLE 2.5 Another Use of the Passive Sign Convention

Problem

Determine whether a given element is dissipating or generating power from known
voltages and currents.

Solution

Known Quantities: Voltages across each circuit element; current in circuit.

Find: Which element dissipates power and which generates it.

Schematics, Diagrams, Circuits, and Given Data: Voltage across element A: 1,000 V.
Current flowing into element A: 420 A.
See Figure 2.16(a) for voltage polarity and current direction.

+

–
1000 VElement

A
Element

B

(a)

+

–
1000 V B

420 A

(b)

420 A

Figure 2.16

Analysis: According to the passive sign convention, an element dissipates power when
current flows from a point of higher potential to one of lower potential; thus, element A
acts as a load. Since power must be conserved, element B must be a source [Figure
2.16(b)]. Element A dissipates (1,000 V) × (420 A) = 420 kW. Element B generates the
same amount of power.

Comments: The procedure described in this example can be easily conducted
experimentally, by performing simple current and voltage measurements. Measuring
devices are discussed in Section 2.8.

Check Your Understanding
2.1 Compute the current flowing through each of the headlights of Example 2.2 if each
headlight has a power rating of 50 W. How much power is the battery providing?
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2.2 Determine which circuit element in the illustration (below, left) is supplying power
and which is dissipating power. Also determine the amount of power dissipated and sup-
plied.

–

+
14 VA B

2.2 A
+
_4 V

+

–
i1 i2 i3

2.3 If the battery in the accompanying diagram (above, right) supplies a total of 10 mW
to the three elements shown and i1 = 2 mA and i2 = 1.5 mA, what is the current i3? If
i1 = 1 mA and i3 = 1.5 mA, what is i2?

2.5 CIRCUIT ELEMENTS AND THEIR i-v
CHARACTERISTICS

The relationship between current and voltage at the terminals of a circuit element
defines the behavior of that element within the circuit. In this section we shall
introduce a graphical means of representing the terminal characteristics of circuit
elements. Figure 2.17 depicts the representation that will be employed throughout
the chapter to denote a generalized circuit element: the variable i represents the
current flowing through the element, while v is the potential difference, or voltage,
across the element. v

+

–

i

Figure 2.17 Generalized
representation of circuit elements

Suppose now that a known voltage were imposed across a circuit element.
The current that would flow as a consequence of this voltage, and the voltage itself,
form a unique pair of values. If the voltage applied to the element were varied
and the resulting current measured, it would be possible to construct a functional
relationship between voltage and current known as the i-v characteristic (or volt-
ampere characteristic). Such a relationship defines the circuit element, in the
sense that if we impose any prescribed voltage (or current), the resulting current
(or voltage) is directly obtainable from the i-v characteristic. A direct consequence
is that the power dissipated (or generated) by the element may also be determined
from the i-v curve.

Figure 2.18 depicts an experiment for empirically determining the i-v char-
acteristic of a tungsten filament light bulb. A variable voltage source is used to
apply various voltages, and the current flowing through the element is measured
for each applied voltage.

We could certainly express the i-v characteristic of a circuit element in func-
tional form:

i = f (v) v = g(i) (2.11)

In some circumstances, however, the graphical representation is more desirable,
especially if there is no simple functional form relating voltage to current. The
simplest form of the i-v characteristic for a circuit element is a straight line, that
is,

i = kv (2.12)
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Figure 2.18 Volt-ampere characteristic of a tungsten light bulb

with k a constant. In the next section we shall see how this simple model of
a circuit element is quite useful in practice and can be used to define the most
common circuit elements: ideal voltage and current sources and the resistor.

We can also relate the graphical i-v representation of circuit elements to the
power dissipated or generated by a circuit element. For example, the graphical rep-
resentation of the light bulb i-v characteristic of Figure 2.18 illustrates that when a
positive current flows through the bulb, the voltage is positive, and that, conversely,
a negative current flow corresponds to a negative voltage. In both cases the power
dissipated by the device is a positive quantity, as it should be, on the basis of the
discussion of the preceding section, since the light bulb is a passive device. Note
that the i-v characteristic appears in only two of the four possible quadrants in the i-
v plane. In the other two quadrants, the product of voltage and current (i.e., power)
is negative, and an i-v curve with a portion in either of these quadrants would there-
fore correspond to power generated. This is not possible for a passive load such as
a light bulb; however, there are electronic devices that can operate, for example, in
three of the four quadrants of the i-v characteristic and can therefore act as sources
of energy for specific combinations of voltages and currents. An example of this
dual behavior is introduced in Chapter 8, where it is shown that the photodiode can
act either in a passive mode (as a light sensor) or in an active mode (as a solar cell).

The i-v characteristics of ideal current and voltage sources can also be use-
ful in visually representing their behavior. An ideal voltage source generates a
prescribed voltage independent of the current drawn from the load; thus, its i-v
characteristic is a straight vertical line with a voltage axis intercept corresponding
to the source voltage. Similarly, the i-v characteristic of an ideal current source is
a horizontal line with a current axis intercept corresponding to the source current.
Figure 2.19 depicts these behaviors.
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i-v characteristic
of a 3-A current source
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4
5
6

i

8
7

0

i-v characteristic
of a 6-V voltage source

Figure 2.19 i-v
characteristics of ideal
sources

2.6 RESISTANCE AND OHM’S LAW

When electric current flows through a metal wire or through other circuit elements,
it encounters a certain amount of resistance, the magnitude of which depends on
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the electrical properties of the material. Resistance to the flow of current may
be undesired—for example, in the case of lead wires and connection cable—or it
may be exploited in an electrical circuit in a useful way. Nevertheless, practically
all circuit elements exhibit some resistance; as a consequence, current flowing
through an element will cause energy to be dissipated in the form of heat. An ideal
resistor is a device that exhibits linear resistance properties according to Ohm’s
law, which states that

V = IR Ohm’s law (2.13)

that is, that the voltage across an element is directly proportional to the current
flow through it. R is the value of the resistance in units of ohms(Ω), where

1 " = 1 V/A (2.14)

The resistance of a material depends on a property called resistivity, denoted by
the symbol ρ; the inverse of resistivity is called conductivity and is denoted by
the symbol σ . For a cylindrical resistance element (shown in Figure 2.20), the
resistance is proportional to the length of the sample, l, and inversely proportional
to its cross-sectional area, A, and conductivity, σ .

v = l

σA
i (2.15)

i

R v

+

–

A

l

...

1/R

i

v

i-v characteristicCircuit symbolPhysical resistors
with resistance R.

Typical materials are
carbon, metal film.

R =
l

σA

...

Figure 2.20 The resistance element

It is often convenient to define the conductanceof a circuit element as the
inverse of its resistance. The symbol used to denote the conductance of an element
is G, where

G = 1

R
siemens (S) where 1 S = 1 A/V (2.16)

Thus, Ohm’s law can be restated in terms of conductance as:

I = GV (2.17)
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Ohm’s law is an empirical relationship that finds widespread application in
electrical engineering, because of its simplicity. It is, however, only an approx-
imation of the physics of electrically conducting materials. Typically, the linear
relationship between voltage and current in electrical conductors does not apply at
very high voltages and currents. Further, not all electrically conducting materials
exhibit linear behavior even for small voltages and currents. It is usually true, how-
ever, that for some range of voltages and currents, most elements display a linear
i-v characteristic. Figure 2.21 illustrates how the linear resistance concept may
apply to elements with nonlinear i-v characteristics, by graphically defining the
linear portion of the i-v characteristic of two common electrical devices: the light
bulb, which we have already encountered, and the semiconductor diode, which we
study in greater detail in Chapter 8.

i

i

Linear
range

Linear
range

v

v

Light bulb

Exponential i-v
characteristic

(semiconductor diode)

Figure 2.21

The typical construction and the circuit symbol of the resistor are shown in
Figure 2.20. Resistors made of cylindrical sections of carbon (with resistivity ρ =
3.5×10−5 "-m) are very common and are commercially available in a wide range
of values for several power ratings (as will be explained shortly). Another common
construction technique for resistors employs metal film. A common power rating
for resistors used in electronic circuits (e.g., in most consumer electronic appliances
such as radios and television sets) is 1

4 W. Table 2.1 lists the standard values for
commonly used resistors and the color code associated with these values (i.e.,
the common combinations of the digits b1b2b3 as defined in Figure 2.22). For
example, if the first three color bands on a resistor show the colors red (b1 = 2),
violet (b2 = 7), and yellow (b3 = 4), the resistance value can be interpreted as
follows:

R = 27 × 104 = 270,000 " = 270 k"

Table 2.1 Common resistor values values ( 1
8 -, 1

4 -, 1
2 -, 1-, 2-W rating)

Ω Code Ω Multiplier kΩ Multiplier kΩ Multiplier kΩ Multiplier

10 Brn-blk-blk 100 Brown 1.0 Red 10 Orange 100 Yellow
12 Brn-red-blk 120 Brown 1.2 Red 12 Orange 120 Yellow
15 Brn-grn-blk 150 Brown 1.5 Red 15 Orange 150 Yellow
18 Brn-gry-blk 180 Brown 1.8 Red 18 Orange 180 Yellow
22 Red-red-blk 220 Brown 2.2 Red 22 Orange 220 Yellow
27 Red-vlt-blk 270 Brown 2.7 Red 27 Orange 270 Yellow
33 Org-org-blk 330 Brown 3.3 Red 33 Orange 330 Yellow
39 Org-wht-blk 390 Brown 3.9 Red 39 Orange 390 Yellow
47 Ylw-vlt-blk 470 Brown 4.7 Red 47 Orange 470 Yellow
56 Grn-blu-blk 560 Brown 5.6 Red 56 Orange 560 Yellow
68 Blu-gry-blk 680 Brown 6.8 Red 68 Orange 680 Yellow
82 Gry-red-blk 820 Brown 8.2 Red 82 Orange 820 Yellow

b4 b3 b2 b1

Color bands

black
brown
red
orange
yellow
green

0
1
2
3
4
5

blue
violet
gray
white
silver
gold

6   
7   
8   
9   

10%
5%

Resistor value = (b1 b2) × 10b3;
b4 = % tolerance in actual value

Figure 2.22 Resistor color
code

In Table 2.1, the leftmost column represents the complete color code; columns
to the right of it only show the third color, since this is the only one that changes. For
example, a 10-" resistor has the code brown-black-black, while a 100-" resistor
has brown-black-brown.

In addition to the resistance in ohms, the maximum allowable power dissipa-
tion (or power rating) is typically specified for commercial resistors. Exceeding
this power rating leads to overheating and can cause the resistor to literally burn
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up. For a resistor R, the power dissipated can be expressed, with Ohm’s Law
substituted into equation 2.10, by

P = V I = I 2R = V 2

R
(2.18)

That is, the power dissipated by a resistor is proportional to the square of the current
flowing through it, as well as the square of the voltage across it. The following
example illustrates how one can make use of the power rating to determine whether
a given resistor will be suitable for a certain application.

EXAMPLE 2.6 Using Resistor Power Ratings

Problem

Determine the minimum resistor sizethat can be connected to a given battery without
exceeding the resistor’s 1

4 -watt power rating.

Solution

Known Quantities: Resistor power rating = 0.25 W.
Battery voltages: 1.5 and 3 V.

Find: The smallest size 1
4 -watt resistor that can be connected to each battery.

Schematics, Diagrams, Circuits, and Given Data: Figure 2.23, Figure 2.24.

1.5 V

+

–

i

R1.5 V

+

–

1.5 V

+

–

Figure 2.23

1.5 V

+

–

I

R3 V

+

–

1.5 V

+

–

Figure 2.24

Analysis: We first need to obtain an expression for resistor power dissipation as a
function of its resistance. We know that P = V I and that V = IR. Thus, the power
dissipated by any resistor is:

PR = V × I = V ×
(
V

R

)
= V 2

R

Since the maximum allowable power dissipation is 0.25 W, we can write
V 2/R ≤ 0.25, or R ≥ V 2/0.25. Thus, for a 1.5-volt battery, the minimum size resistor
will be R = 1.52/0.25 = 9". For a 3-volt battery the minimum size resistor will be
R = 32/0.25 = 36".

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw02.htm
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Comments: Sizing resistors on the basis of power rating is very important in practice.
Note how the minimum resistor size quadrupled as we doubled the voltage across it. This
is because power increases as the square of the voltage. Remember that exceeding power
ratings will inevitably lead to resistor failure!

FOCUS ON
MEASUREMENTS

Resistive Throttle Position Sensor

Problem:
The aim of this example is to determine the calibration of an automotive
resistive throttle position sensor,shown in Figure 2.25(a). Figure 2.25(b)
and (c) depict the geometry of the throttle plate and the equivalent circuit of
the throttle sensor. The throttle plate in a typical throttle body has a range of
rotation of just under 90◦, ranging from closed throttle to wide-open throttle.

(a)

Figure 2.25 (a) A throttle position sensor. Photo
courtesy of CTS Corporation.

Solution:
Known Quantities— Functional specifications of throttle position sensor.
Find— Calibration of sensor in volts per degree of throttle plate opening.

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw02.htm
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Figure 2.25 (b) Throttle blade geometry (c) Throttle position
sensor equivalent circuit
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Figure 2.25 (d) Calibration curve for throttle position sensor

Schematics, Diagrams, Circuits, and Given Data—

Functional specifications of throttle position sensor

Overall Resistance, Ro + �R 3 to 12 k"

Input, VB 5V ± 4% regulated

Output, Vsensor 5% to 95% Vs

Current draw, Is ≤ 20 mA

Recommended load, RL ≤ 220 k"

Electrical Travel, Max. 110 degrees

The nominal supply voltage is 12 V and total throttle plate travel is 88◦,
with a closed-throttle angle of 2◦ and a wide-open throttle angle of 90◦.
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Analysis— The equivalent circuit describing the variable resistor that makes
up the sensor is shown in Figure 2.25(c). The wiper arm, that is, the moving
part of the variable resistor, or potentiometer, defines a voltage proportional
to position. The actual construction of the potentiometer is in the shape of a
circle—the figure depicts the potentiometer resistor as a straight line for
simplicity. The range of the potentiometer (see specifications above) is 0 to
112◦ for a resistance of 3 to 12 k"; thus, the calibration constant of the
potentiometer is:

kpot = 112 − 0

12 − 3

degrees

k"
= 12.44

degrees

k"

The calibration of the throttle position sensor is:

Vsensor = VB

R0 + �R

Rsensor
= VB

(
R0

Rsensor
+ �R

Rsensor

)

= VB

(
R0

Rsensor
+ θ

kpot × Rsensor

)
(θ in degrees)

The calibration curve for the sensor is shown in Figure 2.25(d).
So, if the throttle is closed, the sensor voltage will be:

Vsensor = VB

(
R0

Rsensor
+ θ

kpot × Rsensor

)

= 12

(
3

12
+ 2

12.44 × 12

)
= 3.167 V

When the throttle is wide open, the sensor voltage will be:

Vsensor = VB

(
R0

Rsensor
+ θ

kpot × Rsensor

)

= 12

(
3

12
+ 90

12.44 × 12

)
= 10.23 V

Comments— The fixed resistor R0 prevents the wiper arm from shorting to
ground. Note that the throttle position measurement does not use the entire
range of the sensor.

FOCUS ON
MEASUREMENTS

Resistance Strain Gauges

Another common application of the resistance concept to
engineering measurements is the resistance strain gauge. Strain gauges are
devices that are bonded to the surface of an object, and whose resistance
varies as a function of the surface strain experienced by the object. Strain

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw02.htm
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gauges may be used to perform measurements of strain, stress, force, torque,
and pressure. Recall that the resistance of a cylindrical conductor of
cross-sectional area A, length L, and conductivity σ is given by the
expression

R = L

σA

If the conductor is compressed or elongated as a consequence of an external
force, its dimensions will change, and with them its resistance. In particular,
if the conductor is stretched, its cross-sectional area will decrease and the
resistance will increase. If the conductor is compressed, its resistance
decreases, since the length, L, will decrease. The relationship between
change in resistance and change in length is given by the gauge factor, G,
defined by

G = �R/R

�L/L

and since the strain ε is defined as the fractional change in length of an
object, by the formula

ε = �L

L

the change in resistance due to an applied strain ε is given by the expression

�R = R0 G ε

where R0 is the resistance of the strain gauge under no strain and is called
the zero strain resistance. The value of G for resistance strain gauges made
of metal foil is usually about 2.

Figure 2.26 depicts a typical foil strain gauge. The maximum strain that
can be measured by a foil gauge is about 0.4 to 0.5 percent; that is, �L/L =
0.004 – 0.005. For a 120-" gauge, this corresponds to a change in resistance
of the order of 0.96 to 1.2 ". Although this change in resistance is very
small, it can be detected by means of suitable circuitry. Resistance strain

RG
Circuit symbol for
the strain gauge

Metal-foil resistance strain gauge. 
The foil is formed by a photo-
etching process and is less than 
0.00002 in thick. Typical resistance 
values are 120, 350, and 1,000 Ω. 
The wide areas are bonding pads 
for electrical connections.

Figure 2.26 Metal-foil resistance strain gauge. The foil is formed by a
photo-etching process and is less than 0.00002 in thick. Typical resistance
values are 120, 350, and 1,000 ". The wide areas are bonding pads for
electrical connections.
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gauges are usually connected in a circuit called the Wheatstone bridge,
which we analyze later in this chapter.
Comments— Resistance strain gauges find application in many
measurement circuits and instruments.

EXAMPLE 2.7 Application of Kirchhoff’s Laws

Problem

Apply both KVL and KCL to each of the two circuits depicted in Figure 2.27.

Solution

Known Quantities: Current and voltage source and resistor values.

Find: Obtain equations for each of the two circuits by applying KCL and KVL.

Schematics, Diagrams, Circuits, and Given Data: Figure 2.27.

VS

R1V1

R2

(a)

–

+

V2
–

+ –

+
I

R1

(b)

R2

I1I2

V IS
–

+

Figure 2.27

Analysis: We start with the circuit of Figure 2.27(a). Applying KVL we write

VS − V1 − V2 = 0

VS = IR1 + IR2.

Applying KCL we obtain two equations, one at the top node, the other at the node
between the two resistors:

I − V1

R1
= 0 and

V1

R1
− V2

R2
= 0

With reference to the circuit of Figure 2.27(b), we apply KVL to two equations (one for
each loop):

V = I2R2;V = I1R1

Applying KCL we obtain a single equation at the top node:

IS − I1 − I2 = 0 or IS − V1

R1
− V2

R2
= 0

Comments: Note that in each circuit one of Kirchhoff’s laws results in a single equation,
while the other results in two equations. In Chapter 3 we shall develop methods for
systematically writing the smallest possible number of equations sufficient to solve a
circuit.

Open and Short Circuits

Two convenient idealizations of the resistance element are provided by the limit-
ing cases of Ohm’s law as the resistance of a circuit element approaches zero or
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infinity. A circuit element with resistance approaching zero is called a short
circuit . Intuitively, one would expect a short circuit to allow for unimpeded
flow of current. In fact, metallic conductors (e.g., short wires of large diameter)
approximate the behavior of a short circuit. Formally, a short circuit is defined as
a circuit element across which the voltage is zero, regardless of the current flowing
through it. Figure 2.28 depicts the circuit symbol for an ideal short circuit. i

The short circuit:
R = 0
v = 0 for any i

v

+

–

Figure 2.28 The short
circuit

Physically, any wire or other metallic conductor will exhibit some resistance,
though small. For practical purposes, however, many elements approximate a short
circuit quite accurately under certain conditions. For example, a large-diameter
copper pipe is effectively a short circuit in the context of a residential electrical
power supply, while in a low-power microelectronic circuit (e.g., an FM radio) a
short length of 24 gauge wire (refer to Table 2.2 for the resistance of 24 gauge
wire) is a more than adequate short circuit.

Table 2.2 Resistance of copper wire

Number of Diameter per Resistance per
AWG size strands strand 1,000 ft (Ω)

24 Solid 0.0201 28.4
24 7 0.0080 28.4
22 Solid 0.0254 18.0
22 7 0.0100 19.0
20 Solid 0.0320 11.3
20 7 0.0126 11.9
18 Solid 0.0403 7.2
18 7 0.0159 7.5
16 Solid 0.0508 4.5
16 19 0.0113 4.7

A circuit element whose resistance approaches infinity is called an open
circuit . Intuitively, one would expect no current to flow through an open circuit,
since it offers infinite resistance to any current. In an open circuit, we would
expect to see zero current regardless of the externally applied voltage. Figure 2.29
illustrates this idea.

i

The open circuit:
R → ∞
i = 0 for any v

v

+

–

Figure 2.29 The open
circuit

In practice, it is not too difficult to approximate an open circuit: any break
in continuity in a conducting path amounts to an open circuit. The idealization
of the open circuit, as defined in Figure 2.29, does not hold, however, for very
high voltages. The insulating material between two insulated terminals will break
down at a sufficiently high voltage. If the insulator is air, ionized particles in
the neighborhood of the two conducting elements may lead to the phenomenon
of arcing; in other words, a pulse of current may be generated that momentarily
jumps a gap between conductors (thanks to this principle, we are able to ignite the
air-fuel mixture in a spark-ignition internal combustion engine by means of spark
plugs). The ideal open and short circuits are useful concepts and find extensive
use in circuit analysis.

Series Resistors and the Voltage Divider Rule

Although electrical circuits can take rather complicated forms, even the most in-
volved circuits can be reduced to combinations of circuit elements in parallel and
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in series. Thus, it is important that you become acquainted with parallel and se-
ries circuits as early as possible, even before formally approaching the topic of
network analysis. Parallel and series circuits have a direct relationship with Kirch-
hoff’s laws. The objective of this section and the next is to illustrate two common
circuits based on series and parallel combinations of resistors: the voltage and cur-
rent dividers. These circuits form the basis of all network analysis; it is therefore
important to master these topics as early as possible.

For an example of a series circuit, refer to the circuit of Figure 2.30, where
a battery has been connected to resistors R1, R2, and R3. The following definition
applies:+

_

R1

v1+ –

v3– +

+

–
v2

i
1.5 V R2

R1

R2

R3

Rn

RN

REQ

The current i flows through each of 
the four series elements. Thus, by 
KVL,

1.5 = v1 + v2 + v3

N series resistors are equivalent to a 
single resistor equal to the sum of 
the individual resistances.

Figure 2.30

Definition

Two or more circuit elements are said to be in seriesif the identical current
flows through each of the elements.

By applying KVL, you can verify that the sum of the voltages across the three
resistors equals the voltage externally provided by the battery:

1.5 V = v1 + v2 + v3

and since, according to Ohm’s law, the separate voltages can be expressed by the
relations

v1 = iR1 v2 = iR2 v3 = iR3

we can therefore write

1.5 V = i(R1 + R2 + R3)

This simple result illustrates a very important principle: To the battery, the three
series resistors appear as a single equivalent resistance of value REQ, where

REQ = R1 + R2 + R3

The three resistors could thus be replaced by a single resistor of value REQ without
changing the amount of current required of the battery. From this result we may
extrapolate to the more general relationship defining the equivalent resistance of
N series resistors:

REQ =
N∑

n=1

Rn (2.19)

which is also illustrated in Figure 2.30. A concept very closely tied to series
resistors is that of the voltage divider. This terminology originates from the
observation that the source voltage in the circuit of Figure 2.30 divides among the
three resistors according to KVL. If we now observe that the series current, i, is
given by

i = 1.5 V

REQ
= 1.5 V

R1 + R2 + R3
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we can write each of the voltages across the resistors as:

v1 = iR1 = R1

REQ
(1.5 V)

v2 = iR2 = R2

REQ
(1.5 V)

v3 = iR3 = R3

REQ
(1.5 V)

That is:

The voltage across each resistor in a series circuit is directly proportional
to the ratio of its resistance to the total series resistance of the circuit.

An instructive exercise consists of verifying that KVL is still satisfied, by adding
the voltage drops around the circuit and equating their sum to the source voltage:

v1 + v2 + v3 = R1

REQ
(1.5 V) + R2

REQ
(1.5 V) + R3

REQ
(1.5 V) = 1.5 V

since

REQ = R1 + R2 + R3

Therefore, since KVL is satisfied, we are certain that the voltage divider rule is
consistent with Kirchhoff’s laws. By virtue of the voltage divider rule, then, we
can always determine the proportion in which voltage drops are distributed around
a circuit. This result will be useful in reducing complicated circuits to simpler
forms. The general form of the voltage divider rule for a circuit with N series
resistors and a voltage source is:

vn = Rn

R1 + R2 + · · · + Rn + · · · + RN

vS Voltage divider (2.20)

EXAMPLE 2.8 Voltage Divider

Problem

Determine the voltage v3 in the circuit of Figure 2.31.

v3

v2 –+

–

+
v1

i

VS

R3

R1

R2
–

+

+ –

Figure 2.31

Solution

Known Quantities: Source voltage, resistance values

Find: Unknown voltage v3.

Schematics, Diagrams, Circuits, and Given Data: R1 = 10"; R2 = 6"; R3 = 8";
VS = 3 V. Figure 2.31.
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Analysis: Figure 2.31 indicates a reference direction for the current (dictated by the
polarity of the voltage source). Following the passive sign convention, we label the
polarities of the three resistors, and apply KVL to determine that

VS − v1 − v2 − v3 = 0

The voltage divider rule tells us that

v3 = VS × R3

R1 + R2 + R3
= 3 × 8

10 + 6 + 8
= 1 V

Comments: Application of the voltage divider rule to a series circuit is very
straightforward. The difficulty usually arises in determining whether a circuit is in fact a
series circuit. This point is explored later in this section, and in Example 2.10.

Focus on Computer-Aided Tools: The simple voltagedivider circuit introduced in this
example provides an excellent introduction to the capabilities of the Electronics
Workbench, or EWBTM, a computer-aided tool for solving electrical and electronic
circuits. You will find the EWBTM version of the circuit of Figure 2.31 in the electronic
files that accompany this book in CD-ROM format. This simple example may serve as a
workbench to practice your own skills in constructing circuits using Electronics
Workbench.

Parallel Resistors and the Current Divider Rule

A concept analogous to that of the voltage divider may be developed by applying
Kirchhoff’s current law to a circuit containing only parallel resistances.

Definition

Two or more circuit elements are said to be in parallel if the identical
voltage appears across each of the elements.

Figure 2.32 illustrates the notion of parallel resistors connected to an ideal current
source. Kirchhoff’s current law requires that the sum of the currents into, say, the
top node of the circuit be zero:

iS = i1 + i2 + i3

i1 i2 i3

iS R1 R2 R3

+

–

v

KCL applied at this node

RN REQR1 R2 R3 Rn

The voltage v appears across each parallel 
element; by KCL, iS = i1 + i2 + i3

N resistors in parallel are equivalent to a single equivalent 
resistor with resistance equal to the inverse of the sum of 
the inverse resistances.

Figure 2.32 Parallel circuits
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But by virtue of Ohm’s law we may express each current as follows:

i1 = v

R1
i2 = v

R2
i3 = v

R3

since, by definition, the same voltage, v , appears across each element. Kirchhoff’s
current law may then be restated as follows:

iS = v

(
1

R1
+ 1

R2
+ 1

R3

)

Note that this equation can be also written in terms of a single equivalent resistance:

iS = v
1

REQ

where

1

REQ
= 1

R1
+ 1

R2
+ 1

R3

As illustrated in Figure 2.32, one can generalize this result to an arbitrary number
of resistors connected in parallel by stating that N resistors in parallel act as a
single equivalent resistance, REQ, given by the expression

1

REQ
= 1

R1
+ 1

R2
+ · · · + 1

RN

(2.21)

or

REQ = 1

1/R1 + 1/R2 + · · · + 1/RN

(2.22)

Very often in the remainder of this book we shall refer to the parallel combination
of two or more resistors with the following notation:

R1 ‖ R2 ‖ · · ·
where the symbol ‖ signifies “in parallel with.”

From the results shown in equations 2.21 and 2.22, which were obtained
directly from KCL, the current divider rule can be easily derived. Consider,
again, the three-resistor circuit of Figure 2.32. From the expressions already
derived from each of the currents, i1, i2, and i3, we can write:

i1 = v

R1
i2 = v

R2
i3 = v

R3

and since v = REQiS , these currents may be expressed by:

i1 = REQ

R1
iS = 1/R1

1/REQ
iS = 1/R1

1/R1 + 1/R2 + 1/R3
iS

i2 = 1/R2

1/R1 + 1/R2 + 1/R3
iS

i3 = 1/R3

1/R1 + 1/R2 + 1/R3
iS
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One can easily see that the current in a parallel circuit divides in inverse proportion
to the resistances of the individual parallel elements. The general expression for
the current divider for a circuit with N parallel resistors is the following:

in = 1/Rn

1/R1 + 1/R2 + · · · + 1/Rn + · · · + 1/RN

iS Current
divider

(2.23)

Example 2.9 illustrates the application of the current divider rule.

EXAMPLE 2.9 Current Divider

Problem

Determine the current i1 in the circuit of Figure 2.33.
i2 i3

R1

+

–

v

i1

R2 R3IS

Figure 2.33

Solution

Known Quantities: Source current, resistance values.

Find: Unknown current i1.

Schematics, Diagrams, Circuits, and Given Data:
R1 = 10"; R2 = 2"; R3 = 20"; IS = 4 A. Figure 2.33.

Analysis: Application of the current divider rule yields:

i1 = IS ×
1
R1

1
R1

+ 1
R2

+ 1
R3

= 4 ×
1

10
1

10 + 1
2 + 1

20

= 0.6154 A

Comments: While application of the current divider rule to a parallel circuit is very
straightforward, it is sometimes not so obvious whether two or more resistors are actually
in parallel. A method for ensuring that circuit elements are connected in parallel is
explored later in this section, and in Example 2.10.

Focus on Computer-Aided Tools: You will find the EWBTM version of the circuit of
Figure 2.33 in the electronic files that accompany this book in CD-ROM format. This
simple example may serve as a workbench to practice your own skills in constructing
circuits using Electronics Workbench.

Much of the resistive network analysis that will be introduced in Chapter 3 is
based on the simple principles of the voltage and current dividers introduced in this
section. Unfortunately, practical circuits are rarely composed only of parallel or
only of series elements. The following examples and Check Your Understanding
exercises illustrate some simple and slightly more advanced circuits that combine
parallel and series elements.
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EXAMPLE 2.10 Series-Parallel Circuit

Problem

Determine the voltage v in the circuit of Figure 2.34.

Solution

Known Quantities: Source voltage, resistance values.

Find: Unknown voltage v.

Schematics, Diagrams, Circuits, and Given Data: See Figures 2.34, 2.35.

vS R2 R3

+

–

v+
_

i

R1

Figure 2.34

vS
R2 R3

+

–

v+
_ i

R1

R2 R3

+

–

v+
_

i

R1

Equivalent circuit

vS

Elements in parallel

Figure 2.35

Analysis: The circuit of Figure 2.34 is neither a series nor a parallel circuit because the
following two conditions do not apply:

1. The current through all resistors is the same (series circuit condition)

2. The voltage across all resistors is the same (parallel circuit condition)

The circuit takes a much simplier appearance once it becomes evident that the same
voltage appears across both R2 and R3 and, therefore, that these elements are in parallel.
If these two resistors are replaced by a single equivalent resistor according to the
procedures described in this section, the circuit of Figure 2.35 is obtained. Note that now
the equivalent circuit is a simple series circuit and the voltage divider rule can be applied
to determine that:

v = R2‖R3

R1 + R2‖R3
vS

while the current is found to be

i = vS

R1 + R2‖R3

Comments: Systematic methods for analyzing arbitrary circuit configurations are
explored in Chapter 3.
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EXAMPLE 2.11 The Wheatstone Bridge

Problem

The Wheatstone bridgeis a resistive circuit that is frequently encountered in a variety of
measurement circuits. The general form of the bridge circuit is shown in Figure 2.36(a),
where R1, R2, and R3 are known while Rx is an unknown resistance, to be determined.
The circuit may also be redrawn as shown in Figure 2.36(b). The latter circuit will be used
to demonstrate the use of the voltage divider rule in a mixed series-parallel circuit. The
objective is to determine the unknown resistance, Rx .

R2

R3R1

vS a+
_

(a)

Rx

vbva b

d

c

R2

R3R1

+
_

(b)

Rx

vbva b

d

c

avS

Figure 2.36 Wheatstone
bridge circuits

1. Find the value of the voltage vab = vad − vbd in terms of the four resistances and the
source voltage, vS . Note that since the reference point d is the same for both
voltages, we can also write vab = va − vb.

2. If R1 = R2 = R3 = 1 k", vS = 12 V, and vab = 12 mV, what is the value of Rx?

Solution

Known Quantities: Source voltage, resistance values, bridge voltage.

Find: Unknown resistance Rx .

Schematics, Diagrams, Circuits, and Given Data: See Figure 2.36.
R1 = R2 = R3 = 1 k"; vS = 12 V; vab = 12 mV.

Analysis:

1. First, we observe that the circuit consists of the parallel combination of three
subcircuits: the voltage source, the series combination of R1 and R2, and the series
combination of R3 and Rx . Since these three subcircuits are in parallel, the same
voltage will appear across each of them, namely, the source voltage, vS .
Thus, the source voltage divides between each resistor pair, R1 − R2 and R3 − Rx ,
according to the voltage divider rule: va is the fraction of the source voltage
appearing across R2, while vb is the voltage appearing across Rx :

va = vS
R2

R1 + R2
and vb = vS

Rx

R3 + Rx

Finally, the voltage difference between points a and b is given by:

vab = va − vb = vS

(
R2

R1 + R2
− Rx

R3 + Rx

)

This result is very useful and quite general.

2. In order to solve for the unknown resistance, we substitute the numerical values in
the preceding equation to obtain

0.012 = 12

(
1,000

2,000
− Rx

1,000 + Rx

)

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw02.htm
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which may be solved for Rx to yield

Rx = 996 "

Comments: The Wheatstone bridge finds application in many measurement circuits and
instruments.

Focus on Computer-Aided Tools: Virtual Lab You will find a Virtual Lab version of the
circuit of Figure 2.36 in the electronic files that accompany this book. If you have
practiced building some simple circuits using Electronics Workbench, you should by now
be convinced that this is an invaluable tool in validating numerical solutions to problems,
and in exploring more advanced concepts.

FOCUS ON
MEASUREMENTS

The Wheatstone Bridge and Force Measurements
Strain gauges, which were introduced in a Focus on Measurements section
earlier in this chapter, are frequently employed in the measurement of force.
One of the simplest applications of strain gauges is in the measurement of
the force applied to a cantilever beam, as illustrated in Figure 2.37. Four
strain gauges are employed in this case, of which two are bonded to the
upper surface of the beam at a distance L from the point where the external
force, F , is applied and two are bonded on the lower surface, also at a
distance L. Under the influence of the external force, the beam deforms and
causes the upper gauges to extend and the lower gauges to compress. Thus,
the resistance of the upper gauges will increase by an amount �R, and that
of the lower gauges will decrease by an equal amount, assuming that the
gauges are symmetrically placed. Let R1 and R4 be the upper gauges and R2

and R3 the lower gauges. Thus, under the influence of the external force, we
have:

R1 = R4 = R0 + �R

R2 = R3 = R0 − �R

where R0 is the zero strain resistance of the gauges. It can be shown from
elementary statics that the relationship between the strain ε and a force F

�
��
�
�

R2

R3R1

vS

R4

vbva

d

c

+

–

ia ib

h
w

Beam cross section

L

R2, R3 bonded
to bottom surface

F

R1
R4

Figure 2.37 A force-measuring instrument
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applied at a distance L for a cantilever beam is:

ε = 6LF

wh2Y

where h and w are as defined in Figure 2.37 and Y is the beam’s modulus of
elasticity.

In the circuit of Figure 2.37, the currents ia and ib are given by

ia = vS

R1 + R2
and ib = vS

R3 + R4

The bridge output voltage is defined by vo = vb − va and may be found from
the following expression:

vo = ibR4 − iaR2 = vSR4

R3 + R4
− vSR2

R1 + R2

= vS
R0 + �R

R0 + �R + R0 − �R
− vS

R0 − �R

R0 + �R + R0 − �R

= vS
�R

R0
= vS Gε

where the expression for �R/R0 was obtained in “Focus on Measurements:
Resistance Strain Gauges” section. Thus, it is possible to obtain a
relationship between the output voltage of the bridge circuit and the force,
F , as follows:

vo = vS Gε = vS G
6LF

wh2Y
= 6vSGL

wh2Y
F = kF

where k is the calibration constant for this force transducer.

Comments— Strain gauge bridgesare commonly used in
mechanical, chemical, aerospace, biomedical, and civil
engineering applications (and wherever measurements of force,
pressure, torque, stress, or strain are sought).

Check Your Understanding
2.4 Repeat Example 2.8 by reversing the reference direction of the current, to show that
the same result is obtained.

2.5 The circuit in the accompanying illustration contains a battery, a resistor, and an
unknown circuit element.

1. If the voltage Vbattery is 1.45 V and i = 5 mA, find power supplied to or by the battery.
2. Repeat part 1 if i = −2 mA.

R

Vbattery
+
_

Unknown
element

i+

–

2.6 The battery in the accompanying circuit supplies power to the resistors R1, R2, and
R3. Use KCL to determine the current iB , and find the power supplied by the battery if
Vbattery = 3 V.

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw02.htm
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R3Vbattery
+
_

iB

+

–

R1 R2

i1 = 0.2 mA i2 = 0.4 mA i3 = 1.2 mA

2.7 Use the results of part 1 of Example 2.11 to find the condition for which the voltage
vab = va − vb is equal to zero (this is called the balanced condition for the bridge). Does
this result necessarily require that all four resistors be identical? Why?

2.8 Verify that KCL is satisfied by the current divider rule and that the source current
iS divides in inverse proportion to the parallel resistors R1, R2, and R3 in the circuit of
Figure 2.33. (This should not be a surprise, since we would expect to see more current flow
through the smaller resistance.)

2.9 Compute the full-scale (i.e., largest) output voltage for the force-measuring ap-
paratus of “Focus on Measurements: The Wheatstone Bridge and Force Measurements.”
Assume that the strain gauge bridge is to measure forces ranging from 0 to 500 N, L = 0.3
m, w = 0.05 m, h = 0.01 m, G = 2, and the modulus of elasticity for the beam is 69 × 109

N/m2 (aluminum). The source voltage is 12 V. What is the calibration constant of this force
transducer?

2.10 Repeat the derivation of the current divider law by using conductance elements—
that is, by replacing each resistance with its equivalent conductance, G = 1/R.

2.7 PRACTICAL VOLTAGE AND CURRENT
SOURCES

The idealized models of voltage and current sources we discussed in Section 2.3
fail to consider the internal resistance of practical voltage and current sources. The
objective of this section is to extend the ideal models to models that are capable
of describing the physical limitations of the voltage and current sources used in
practice. Consider, for example, the model of an ideal voltage source shown in
Figure 2.9. As the load resistance (R) decreases, the source is required to provide
increasing amounts of current to maintain the voltage vS(t) across its terminals:

i(t) = vS(t)

R
(2.24)

This circuit suggests that the ideal voltage source is required to provide an infinite
amount of current to the load, in the limit as the load resistance approaches zero.
Naturally, you can see that this is impossible; for example, think about the ratings of
a conventional car battery: 12 V, 450 A-h (ampere-hours). This implies that there
is a limit (albeit a large one) to the amount of current a practical source can deliver
to a load. Fortunately, it will not be necessary to delve too deeply into the physical
nature of each type of source in order to describe the behavior of a practical volt-
age source: The limitations of practical sources can be approximated quite simply
by exploiting the notion of the internal resistance of a source. Although the models
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described in this section are only approximations of the actual behavior of energy
sources, they will provide good insight into the limitations of practical voltage
and current sources. Figure 2.38 depicts a model for a practical voltage source,
composed of an ideal voltage source, vS , in series with a resistance, rS . The
resistance rS in effect poses a limit to the maximum current the voltage source can
provide:

iS max = vS

rS
(2.25)

RL

rS
iS

+
_vS

+

–

vL

Practical voltage
source

rS
iS max

vS

+

–

vL

The maximum (short circuit) 
current which can be supplied 
by a practical voltage source is

iS max =
vS

rS

iS =
vS

rS + RL

lim  iS =
vS

rSRL→0

+
_

Figure 2.38 Practical
voltage source

Typically, rS is small. Note, however, that its presence affects the voltage
across the load resistance: Now this voltage is no longer equal to the source voltage.
Since the current provided by the source is

iS = vS

rS + RL

(2.26)

the load voltage can be determined to be

vL = iSRL = vS
RL

rS + RL

(2.27)

Thus, in the limit as the source internal resistance, rS , approaches zero, the load
voltage, vL, becomes exactly equal to the source voltage. It should be apparent that
a desirable feature of an ideal voltage source is a very small internal resistance, so
that the current requirements of an arbitrary load may be satisfied. Often, the effec-
tive internal resistance of a voltage source is quoted in the technical specifications
for the source, so that the user may take this parameter into account.

A similar modification of the ideal current source model is useful to describe
the behavior of a practical current source. The circuit illustrated in Figure 2.39
depicts a simple representation of a practical current source, consisting of an ideal
source in parallel with a resistor. Note that as the load resistance approaches
infinity (i.e., an open circuit), the output voltage of the current source approaches
its limit,

vS max = iSrS (2.28)

A good current source should be able to approximate the behavior of an ideal
current source. Therefore, a desirable characteristic for the internal resistance of
a current source is that it be as large as possible.

RLiS

+

–

vSrS

iS

+

–

vSrS

A model for practical current 
sources consists of an ideal source 
in parallel with an internal 
resistance.

Maximum output 
voltage for practical 
current source with 
open-circuit load:

vS max = iSrS

Figure 2.39 Practical
current source

2.8 MEASURING DEVICES

In this section, you should gain a basic understanding of the desirable properties
of practical devices for the measurement of electrical parameters. The measure-
ments most often of interest are those of current, voltage, power, and resistance.
In analogy with the models we have just developed to describe the nonideal be-
havior of voltage and current sources, we shall similarly present circuit models for
practical measuring instruments suitable for describing the nonideal properties of
these devices.

The Ohmmeter

The ohmmeter is a device that, when connected across a circuit element, can
measure the resistance of the element. Figure 2.40 depicts the circuit connection
of an ohmmeter to a resistor. One important rule needs to be remembered:
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The resistance of an element can be measured only when the element is
disconnected from any other circuit.

ΩΩ R

Symbol for
ohmmeter

Circuit for the
measurement of 

resistance R

Figure 2.40 Ohmmeter
and measurement of
resistance

The Ammeter

The ammeter is a device that, when connected in series with a circuit element,
can measure the current flowing through the element. Figure 2.41 illustrates this
idea. From Figure 2.41, two requirements are evident for obtaining a correct
measurement of current:

R2

R1

+
_vS

A series
circuit

R2

R1

+
_vS

A

A

Symbol for
ideal ammeter

Circuit for the measurement
of the current i

i i

Figure 2.41 Measurement of current

1. The ammeter must be placed in series with the element whose current is to
be measured (e.g., resistor R2).

2. The ammeter should not restrict the flow of current (i.e., cause a voltage
drop), or else it will not be measuring the true current flowing in the circuit.
An ideal ammeter has zero internal resistance.

The Voltmeter

The voltmeter is a device that can measure the voltage across a circuit element.
Since voltage is the difference in potential between two points in a circuit, the
voltmeter needs to be connected across the element whose voltage we wish to
measure. A voltmeter must also fulfill two requirements:

1. The voltmeter must be placed in parallel with the element whose voltage it is
measuring.

2. The voltmeter should draw no current away from the element whose voltage
it is measuring, or else it will not be measuring the true voltage across that
element. Thus, an ideal voltmeter has infinite internal resistance.

Figure 2.42 illustrates these two points.
Once again, the definitions just stated for the ideal voltmeter and ammeter

need to be augmented by considering the practical limitations of the devices. A
practical ammeter will contribute some series resistance to the circuit in which
it is measuring current; a practical voltmeter will not act as an ideal open circuit
but will always draw some current from the measured circuit. The homework
problems verify that these practical restrictions do not necessarily pose a limit to
the accuracy of the measurements obtainable with practical measuring devices,
as long as the internal resistance of the measuring devices is known. Figure 2.43
depicts the circuit models for the practical ammeter and voltmeter.
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R2

R1

+
_vS

A series
circuit

R1

+
_ VV

Ideal
voltmeter

Circuit for the measurement
of the voltage v2

i

v2

+

– i

R2v2

+

–

v2

+

–

vS

Figure 2.42 Measurement of voltage

All of the considerations that pertain to practical ammeters and voltmeters
can be applied to the operation of a wattmeter, a measuring instrument that
provides a measurement of the power dissipated by a circuit element, since the
wattmeter is in effect made up of a combination of a voltmeter and an ammeter.
Figure 2.44 depicts the typical connection of a wattmeter in the same series circuit
used in the preceding paragraphs. In effect, the wattmeter measures the current
flowing through the load and, simultaneously, the voltage across it and multiplies
the two to provide a reading of the power dissipated by the load. The internal power
consumption of a practical wattmeter is explored in the homework problems.

rm

A

Practical
ammeter

V

Practical
voltmeter

rm

Figure 2.43 Models for
practical ammeter and voltmeter

i

R1

+
_

Internal wattmeter connections

R2v2

+

–

vS

iR1

+
_

Measurement of the power
dissipated in the resistor R2:

P2 = v2 i

vS

W

R2v2

+

–
V

A

Figure 2.44 Measurement of power

2.9 ELECTRICAL NETWORKS

In the previous sections we have outlined models for the basic circuit elements:
sources, resistors, and measuring instruments. We have assembled all the tools
and parts we need in order to define an electrical network. It is appropriate at this
stage to formally define the elements of the electrical circuit; the definitions that
follow are part of standard electrical engineering terminology.

Branch

A branch is any portion of a circuit with two terminals connected to it. A branch
may consist of one or more circuit elements (Figure 2.45). In practice, any circuit
element with two terminals connected to it is a branch.



Part I Circuits 53

rm

A

Practical
ammeter

Ideal
resistor

Rv

A battery

A branch

Branch
voltage

Branch
current

+

–

a

b

i

Examples of circuit branches

Figure 2.45 Definition of a branch

FOCUS ON
MEASUREMENTS

DC Measurements with the Digital MultiMeter
(Courtesy: Hewlett-Packard)

Digital multimeters (DMMs) are the workhorse of all measurement
laboratories. Figure 2.46 depicts the front panel of a typical benchtop DMM.
Tables 2.3 and 2.4 list the features and specifications of the multimeter.

Figure 2.46 Hewlett-Packard 34401A 6.5-digit multimeter.

Table 2.3 Features of the 34401A multimeter

• 6.5 digit resolution uncovers the details that hide from other DMMs
• Accuracy you can count on: 0.0015% for dc, 0.06% for ac
• Perfect for your bench - more than a dozen functions one or two key presses
away
• True RMS AC volts and current
• Perfect for your system - 1000 rdgs/sec in ASCII format across the HP-IB
bus
• RS-232 and HP-IB Standard

The Measurements section in the accompanying
CD-ROM contains interactive programs that illustrate the use of
the DMM and of other common measuring instruments.

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw02.htm
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Table 2.4 Specifications for the 34401A multimeter

DC Voltage Accuracy specs

Range dc 6.5 Digits Accuracy: 1 year
voltage Resolution (%reading + %range) Input resistance

100mV 100nV 0.0050 + 0.0035 10 M" or >10 G"

1V 1µV 0.0040 + 0.0007 10 M" or >10 G"

10V 10µV 0.0035 + 0.0005 10 M" or >10 G"

100V 100µV 0.0045 + 0.0006 10 M"

1000V 1mV 0.0045 + 0.0010 10 M"

True RMS AC Voltage Accuracy specs

Accuracy: 1 year
Frequency (%reading + %range)

100 mV 3 Hz–5 Hz 1.00 + 0.04
range 5 Hz–10 Hz 0.35 + 0.04

10 Hz–20 kHz 0.06 + 0.04
20 kHz–50 kHz 0.12 + 0.04
50 kHz–100 kHz 0.60 + 0.08

100 kHz–300 kHz 4.00 + 0.50

1 V–750 V 3 Hz–5 Hz 1.00 + 0.03
ranges 5 Hz–10 Hz 0.35 + 0.03

10 Hz–20 kHz 0.06 + 0.03
20 kHz–50 kHz 0.12 + 0.05
50 kHz–100 kHz 0.60 + 0.08

100 kHz–300 kHz 400 + 0.50

Resistance Accuracy specs

Accuracy: 1 year
Range Resolution (%reading + %range) Current Source

100 ohm 100 " 0.010 + 0.004 1 mA
1 k" 1 m" 0.010 + 0.001 1 mA

10 k" 10 m" 0.010 + 0.001 100 µA
100 kohm 100 m" 0.010 + 0.001 10 µA

1 M" 1 " 0.010 + 0.001 5 µA
10 M" 10 " 0.040 + 0.001 500 nA

100 Mohm 100 " 0.800 + 0.010 500 nA

Other Accuracy specs (basic 1 year accuracy)

dc current accuracy: 0.05% of reading +
(10 mA to 3 A ranges) 0.005% of range

ac current accuracy: 0.1% of reading +
(1 A to 3 A ranges) 0.04% of range

Frequency (and Period): 0.01% of reading
(3 Hz to 300 kHz,

0.333 sec to 3.33 µsec)

Continuity: 0.01% of reading +
(1000 " range, 0.02% of range
1 mA test current)

Diode test: 0.01% of reading =
1 V range, 0.02% of range
1 mA test current
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Node

A node is the junction of two or more branches (one often refers to the junction
of only two branches as a trivial node). Figure 2.47 illustrates the concept. In
effect, any connection that can be accomplished by soldering various terminals
together is a node. It is very important to identify nodes properly in the analysis
of electrical networks.

Examples of nodes in practical circuits

Node a

Node b

vS iS

Node c Node a

Node b

...

...

... ...

Node

Figure 2.47 Definition of a node

Loop

A loop is any closed connection of branches. Various loop configurations are
illustrated in Figure 2.48.

vSLoop 1 Loop 2

Loop 3

R

iS R1 R2

1-loop circuit 3-loop circuit
(How many nodes in 

this circuit?)

Note how two different loops
in the same circuit may in-
clude some of the same ele-
ments or branches.

Figure 2.48 Definition of a loop

Mesh

A mesh is a loop that does not contain other loops. Meshes are an important
aid to certain analysis methods. In Figure 2.48, the circuit with loops 1, 2, and
3 consists of two meshes: loops 1 and 2 are meshes, but loop 3 is not a mesh,
because it encircles both loops 1 and 2. The one-loop circuit of Figure 2.48 is also
a one-mesh circuit. Figure 2.49 illustrates how meshes are simpler to visualize in
complex networks than loops are.

Network Analysis

The analysis of an electrical network consists of determining each of the unknown
branch currents and node voltages. It is therefore important to define all of the
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R3

vS
Mesh 

1
How many loops can you
identify in this four-mesh cir-
cuit? (Answer: 14)

Mesh
 3

Mesh 
4

iS

Mesh 3

R4

R5

R2

R1

+

_

Figure 2.49 Definition of a mesh

relevant variables as clearly as possible, and in systematic fashion. Once the
known and unknown variables have been identified, a set of equations relating
these variables is constructed, and these are solved by means of suitable techniques.
The analysis of electrical circuits consists of writing the smallest set of equations
sufficient to solve for all of the unknown variables. The procedures required to
write these equations are the subject of Chapter 3 and are very well documented
and codified in the form of simple rules. The analysis of electrical circuits is
greatly simplified if some standard conventions are followed. The objective of
this section is precisely to outline the preliminary procedures that will render the
task of analyzing an electrical circuit manageable.

Circuit Variables

The first observation to be made is that the relevant variables in network analysis
are the node voltages and the branch currents. This fact is really nothing more
than a consequence of Ohm’s law. Consider the branch depicted in Figure 2.50,
consisting of a single resistor. Here, once a voltage vR is defined across the resistor
R, a current iR will flow through the resistor, according to vR = iRR. But the
voltage vR , which causes the current to flow, is really the difference in electric
potential between nodes a and b:

vR = va − vb (2.29)

What meaning do we assign to the variables va and vb? Was it not stated that
voltage is a potential difference? Is it then legitimate to define the voltage at a
single point (node) in a circuit? Whenever we reference the voltage at a node in
a circuit, we imply an assumption that the voltage at that node is the potential
difference between the node itself and a reference node called ground, which is
located somewhere else in the circuit and which for convenience has been assigned
a potential of zero volts. Thus, in Figure 2.50, the expression

vR = va − vb

really signifies that vR is the difference between the voltage differences va − vc
and vb − vc, where vc is the (arbitrary) ground potential. Note that the equation
vR = va−vb would hold even if the reference node, c, were not assigned a potential
of zero volts, since

vR = va − vb = (va − vc) − (vb − vc) (2.30)

What, then, is this ground or reference voltage?

iRvR

va

vb

+

_

Figure 2.50 Variables in a
network analysis problem
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Ground

The choice of the word ground is not arbitrary. This point can be illustrated by
a simple analogy with the physics of fluid motion. Consider a tank of water, as
shown in Figure 2.51, located at a certain height above the ground. The potential
energy due to gravity will cause water to flow out of the pipe at a certain flow
rate. The pressure that forces water out of the pipe is directly related to the head,
(h1 −h2), in such a way that this pressure is zero when h2 = h1. Now the point h3,
corresponding to the ground level, is defined as having zero potential energy. It
should be apparent that the pressure acting on the fluid in the pipe is really caused
by the difference in potential energy, (h1 − h3) − (h2 − h3). It can be seen, then,
that it is not necessary to assign a precise energy level to the height h3; in fact, it
would be extremely cumbersome to do so, since the equations describing the flow
of water would then be different, say, in Denver (h3 = 1,600 m above sea level)
from those that would apply in Miami (h3 = 0 m above sea level). You see, then,
that it is the relative difference in potential energy that matters in the water tank
problem.

+
_

Circuit
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earth ground

Circuit
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chassis ground

R2
vS

+

_i
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from pipe

Physical ground

h1

h2

H2O

h3

R1

v2

Figure 2.51 Analogy between electrical and earth ground

In analogous fashion, in every circuit a point can be defined that is recog-
nized as “ground” and is assigned the electric potential of zero volts for conve-
nience. Note that, unless they are purposely connected together, the grounds in
two completely separate circuits are not necessarily at the same potential. This
last statement may seem puzzling, but Example 2.12 should clarify the idea.

It is a useful exercise at this point to put the concepts illustrated in this chapter
into practice by identifying the relevant variables in a few examples of electrical
circuits. In the following example, we shall illustrate how it is possible to define
unknown voltages and currents in a circuit in terms of the source voltages and
currents and of the resistances in the circuit.

EXAMPLE 2.12

Identify the branch and node voltages and the loop and mesh currents in the circuit of
Figure 2.52.
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Solution

The following node voltages may be identified:

Node voltages Branch voltages

va = vS (source voltage) vS = va − vd = va
vb = vR2 vR1 = va − vb
vc = vR4 vR2 = vb − vd = vb
vd = 0 (ground) vR3 = vb − vc

vR4 = vc − vd = vc

+
_ ia ib

d

a b c

R1 R3

vR1 vR3

vR4
R2 

+

_

+

_

+ _ + _

vS

ic

+

_
vR2 

Figure 2.52

Comments: Currents ia , ib, and ic are loop currents, but only ia and ib are mesh currents.

It should be clear at this stage that some method is needed to organize the
wealth of information that can be generated simply by applying Ohm’s law at each
branch in a circuit. What would be desirable at this point is a means of reducing the
number of equations needed to solve a circuit to the minimum necessary, that is, a
method for obtaining N equations in N unknowns. The next chapter is devoted to
the development of systematic circuit analysis methods that will greatly simplify
the solution of electrical network problems.

Check Your Understanding
2.11 Write expressions for the voltage across each resistor in Example 2.12 in terms
of the mesh currents.

2.12 Write expressions for the current through each resistor in Example 2.12 in terms
of the node voltages.

Conclusion

The objective of this chapter was to introduce the background needed in the following
chapters for the analysis of linear resistive networks. The fundamental laws of circuit
analysis, Kirchhoff’s current law, Kirchhoff’s voltage law, and Ohm’s law, were introduced,
along with the basic circuit elements, and all were used to analyze the most basic circuits:
voltage and current dividers. Measuring devices and a few other practical circuits employed
in common engineering measurements were also introduced to provide a flavor of the
applicability of these basic ideas to practical engineering problems. The remainder of the
book draws on the concepts developed in this chapter. Mastery of the principles exposed
in these first pages is therefore of fundamental importance.

CHECK YOUR UNDERSTANDING ANSWERS

CYU 2.1 IP = ID = 4.17 A; 100 W

CYU 2.2 A, supplying 30.8 W; B, dissipating 30.8 W

CYU 2.3 i3 = −1 mA; i2 = 0 mA

CYU 2.5 P1 = 7.25 × 10−3 W (supplied by); P2 = 2.9 × 10−3 W (supplied to)
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CYU 2.6 iB = 1.8 mA PB = 5.4 mW

CYU 2.7 R1Rx = R2R3

CYU 2.9 vo (full scale) = 62.6 mV; k = 0.125 mV/N

CYU 2.11 vR1 = iaR1; vR2 = (ia − ib)R2; vR3 = ibR3; vR4 = ibR4

CYU 2.12 i1 = va − vb

R1
; i2 = vb − vd

R2
; i3 = vb − vc

R3
; i4 = vc − vd

R4

HOMEWORK PROBLEMS

Section 1: Charge and Kirchhoff’s Laws;
Voltages and Currents

2.1 An isolated free electron is traveling through an
electric field from some initial point where its
Coulombic potential energy per unit charge (voltage)
is 17 kJ/C and velocity = 93 Mm/s to some final point
where its Coulombic potential energy per unit charge
is 6 kJ/C. Determine the change in velocity of the
electron. Neglect gravitational forces.

2.2 The unit used for voltage is the volt, for current the
ampere, and for resistance the ohm. Using the
definitions of voltage, current, and resistance, express
each quantity in fundamental MKS units.

2.3 Suppose the current flowing through a wire is given
by the curve shown in Figure P2.3.

1 2 3 t (s)

4

2

0

–2

–4

i(
t)

 (
m

A
)

4 5 6 7 8 9 10

Figure P2.3

a. Find the amount of charge, q, that flows through
the wire between t1 = 0 and t2 = 1 s.

b. Repeat part a for t2 = 2, 3, 4, 5, 6, 7, 8, 9, and 10 s.
c. Sketch q(t) for 0 ≤ t ≤ 10 s.

2.4 The capacity of a car battery is usually specified in
ampere-hours. A battery rated at, say, 100 A-h should
be able to supply 100 A for 1 hour, 50 A for 2 hours,
25 A for 4 hours, 1 A for 100 hours, or any other
combination yielding a product of 100 A-h.
a. How many coulombs of charge should we be able

to draw from a fully charged 100 A-h battery?
b. How many electrons does your answer to part a

require?

2.5 The current in a semiconductor device results from
the motion of two different kinds of charge carriers:
electrons and holes. The holes and electrons have
charge of equal magnitude but opposite sign. In a
particular device, suppose the electron density is
2 × 1019 electrons/m3, and the hole density is 5 × 1018

holes/m3. This device has a cross-sectional area of 50
nm2. If the electrons are moving to the left at a
velocity of 0.5 mm/s, and the holes are moving to the
right at a velocity of 0.2 mm/s, what are:
a. The direction of the current in the semiconductor.
b. The magnitude of the current in the device.

2.6 The charge cycle shown in Figure P2.6 is an example
of a two-rate charge. The current is held constant at 50
mA for 5 h. Then it is switched to 20 mA for the next
5 h. Find:
a. The total charge transferred to the battery.
b. The energy transferred to the battery.

Hint: Recall that energy, w, is the integral of power, or
P = dw/dt .
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2.7 Batteries (e.g., lead-acid batteries) store chemical
energy and convert it to electrical energy on demand.
Batteries do not store electrical charge or charge
carriers. Charge carriers (electrons) enter one terminal
of the battery, acquire electrical potential energy and
exit from the other terminal at a lower voltage.
Remember the electron has a negative charge! It is
convenient to think of positive carriers flowing in the
opposite direction, i.e., conventional current, and
exiting at a higher voltage. All currents in this course,
unless otherwise stated, will be conventional current.
(Benjamin Franklin caused this mess!) For a battery
with a rated voltage = 12 V and a rated capacity = 350
ampere-hours (A-h), determine:
a. The rated chemical energy stored in the battery.
b. The total charge that can be supplied at the rated

voltage.

2.8 What determines:
a. How much current is supplied (at a constant

voltage) by an ideal voltage source?
b. How much voltage is supplied (at a constant

current) by an ideal current source?

2.9 Determine the current through R3 in Figure P2.9 for:
VS = 12V RS = 1 k"

R1 = 2 k" R2 = 4 k" R3 = 6 k"

+
_

R1

R2 R3

RS

VS

Figure P2.9

Section 2: Electric Power

2.10 In the block diagram in Figure P2.10:

I = 420 A

+

–V = 1 kVA B

Figure P2.10

a. Which component must be a voltage or current
source?

b. What could the other component be? Include all
possible answers.

2.11 If an electric heater requires 23 A at 110 V,
determine:

a. The power is dissipates as heat or other losses.
b. The energy dissipated by the heater in a 24-hour

period.
c. The cost of the energy if the power company

charges at the rate 6 cents/kW-h.

2.12 Determine which elements in the circuit of Figure
P2.12 are supplying power and which are dissipating
power. Also determine the amount of power dissipated
and supplied.

25 A

A C

B

–12 V 27 V

+15 V
+ _

+

_

_

+

Figure P2.12

2.13 In the circuit shown in Figure P2.13, determine the
terminal voltage of the source, the power supplied to
the circuit (or load), and the efficiency of the circuit.
Assume that the only loss is due to the internal
resistance of the source. Efficiency is defined as the
ratio of load power to source power.

VS = 12 V RS = 5 k" RL = 7 k"

+
_

RS

VS

Non-Ideal Source

VT RL

IT

+

–

Figure P2.13

2.14 For the circuit shown in Figure P2.14:

A ED

B

C

3 A

2 A–3 V +

–5 V +

10 V
+

–

Figure P2.14

a. Determine which components are absorbing power
and which are delivering power.

b. Is conservation of power satisfied? Explain your
answer.
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2.15 Suppose one of the two headlights in Example 2.2
has been replaced with the wrong part and the 12-V
battery is now connected to a 75-W and a 50-W
headlight. What is the resistance of each headlight,
and what is the total resistance seen by the battery?

2.16 What is the equivalent resistance seen by the
battery of Example 2.2 if two 10-W taillights are added
to the 50-W (each) headlights?

2.17 For the circuit shown in Figure P2.17, determine
the power absorbed by the 5 " resistor.

+
_20 V 15 Ω

5 Ω

Figure P2.17

2.18 With reference to Figure P2.18, determine:

+
_ _

+
RS

VS RLVT

IT

Nonideal Source

Figure P2.18

a. The total power supplied by the ideal source.
b. The power dissipated and lost within the nonideal

source.
c. The power supplied by the source to the circuit as

modeled by the load resistance.
d. Plot the terminal voltage and power supplied to the

circuit as a function of current.

Calculate for IT = 0, 5, 10, 20, 30 A.

VS = 12 V RS = 0.3 "

2.19 In the circuit of Figure P2.19, if v1 = v/8 and the
power delivered by the source is 8 mW, find R, v, v1,
and i.

+
_

8 kΩ

4 kΩ

R

v

i

v1

+

_

2  kΩ

Figure P2.19

2.20 A GE SoftWhite Longlife light bulb is rated as
follows:

PR = Rated power = 60 W

POR = Rated optical power = 820 lumens (average)

Operating life = 1500 h (average)

VR = Rated operating voltage = 115 V

The resistance of the filament of the bulb, measured
with a standard multimeter, is 16.7 ". When the bulb
is connected into a circuit and is operating at the rated
values given above, determine:
a. The resistance of the filament.
b. The efficiency of the bulb.

2.21 An incandescent light bulb rated at 100 W will
dissipate 100 W as heat and light when connected
across a 110-V ideal voltage source. If three of these
bulbs are connected in series across the same source,
determine the power each bulb will dissipate.

2.22 An incandescent light bulb rated at 60 W will
dissipate 60 W as heat and light when connected
across a 100-V ideal voltage source. A 100-W bulb
will dissipate 100 W when connected across the same
source. If the bulbs are connected in series across the
same source, determine the power that either one of the
two bulbs will dissipate.

Section 3: Resistance Calculations

2.23 Use Kirchhoff’s current law to determine the
current in each of the 30-" resistors in the circuit of
Figure P2.23.

2.5 A

60 Ω 20 Ω

30 Ω each

Figure P2.23

2.24 Cheap resistors are fabricated by depositing a thin
layer of carbon onto a nonconducting cylindrical
substrate (see Figure P2.24). If such a cylinder has
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radius a and length d , determine the thickness of the
film required for a resistance R if:

a = 1 mm R = 33 k"

σ = 1

ρ
= 2.9 M

S

m
d = 9 mm

Neglect the end surfaces of the cylinder and assume
that the thickness is much smaller than the radius.

a

Acs

∆t

Figure P2.24

2.25 The resistive elements of fuses, light bulbs, heaters,
etc., are significantly nonlinear, i.e., the resistance is
dependent on the current through the element. Assume
the resistance of a fuse (Figure P2.25) is given by the
expression: R = R0[1 + A(T − T0)] with
T − T0 = kP ; T0 = 25◦C; A = 0.7[◦C]−1;

k = 0.35
◦C
W

; R0 = 0.11 "; and P is the power

dissipated in the resistive element of the fuse.
Determine:
a. The rated current at which the circuit will melt and

open, i.e., “blow.” Hint: The fuse blows when R
becomes infinite.

b. The temperature of the element at which this
occurs.

Fuse

Figure P2.25

2.26 The voltage divider network of Figure P2.26 is
expected to provide 2.5 V at the output. The resistors,

however, may not be exactly the same; that is, their
tolerances are such that the resistances may not be
exactly 10 k".
a. If the resistors have ±10 percent tolerance, find the

worst-case output voltages.
b. Find these voltages for tolerances of ±5 percent.

VOUT
+
_5 V

R1 = 10 kΩ

R2 = 10 kΩ

Figure P2.26

2.27 For the circuits of Figure P2.27, determine the
resistor values (including the power rating) necessary
to achieve the indicated voltages.
Resistors are available in 1

8 -, 1
4 -, 1

2 -, and 1-W ratings.

VOUT  = 20 V
+
_50 V

R1 = 15 kΩ

Ra

(a)

VOUT  = 2.25 V 
+
_5 V

(b)

Rb

R2 = 270 Ω

VOUT  = 28.3 V 

110 V

(c)

RL 

R4 = 2.7 kΩ

R3 = 1 kΩ

+
_

Figure P2.27
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2.28 For the circuit shown in Figure P2.28, find

+
_

2 Ω 6 Ω

 R1= 4 Ω v2

i

+

_
_+

6 V

v1 

Figure P2.28

a. The equivalent resistance seen by the source.
b. The current, i.
c. The power delivered by the source.
d. The voltages, v1, v2.
e. The minimum power rating required for R1.

2.29 Find the equivalent resistance of the circuit of
Figure P2.29 by combining resistors in series and in
parallel.

14 Ω 5 Ω

12 Ω 1 ΩReq

Figure P2.29

2.30 Find the equivalent resistance seen by the source
and the current i in the circuit of Figure P2.30.

1 Ω 4 Ω

90 Ω 8 Ω

22 Ω

4 Ω 4 Ω

i

+
_50 V

Figure P2.30

2.31 In the circuit of Figure P2.31, the power absorbed
by the 15-" resistor is 15 W. Find R.

R 4 Ω

15 Ω
24 Ω

6 Ω

4 Ω 4 Ω

+
_25 V

Figure P2.31

2.32 Find the equivalent resistance between terminals a
and b in the circuit of Figure P2.32.

4 Ω 4 Ω 2 Ω

4 Ω

2 Ω

3 Ω

12 Ω6 Ω

a

b

Figure P2.32

2.33 For the circuit shown in Figure P2.33:

6 Ω+
_ 14 V

7 Ω

3 Ω 1 Ω

4 Ω 2 Ω

5 Ω

Figure P2.33

a. Find the equivalent resistance seen by the source.
b. How much power is delivered by the source?

2.34 In the circuit of Figure P2.34, find the equivalent
resistance looking in at terminals a and b if terminals c
and d are open and again if terminals c and d are
shorted together. Also, find the equivalent resistance
looking in at terminals c and d if terminals a and b are
open and if terminals a and b are shorted together.

 360 Ω  180 Ω

 540 Ω  540 Ω

a

b

c d 

Figure P2.34

2.35 Find the currents i1 and i2, the power delivered by
the 2-A current source and by the 10-V voltage source,
and the total power dissipated by the circuit of Figure
P2.35. R1 = 32 ", R2 = R3 = 6 ", and R4 = 50 ".
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+
_

R1 R3

R4R2

i2

i12 A 10 V

Figure P2.35

2.36 Determine the power delivered by the dependent
source in the circuit of Figure P2.36.

+
_3i

10 Ω

10 V 25 Ω

5 Ω

R

i

Figure P2.36

2.37 Consider the circuit shown in Figure P2.37.

Load

Load

Battery #1

Battery #2 Battery #1

R1

V1

R2

V2

R1

V1

RL

I1I2 IL

IL

RL

VL

+

_

Figure P2.37

a. If V1 = 10.0 V, R1 = 0.05 ", and RL = 0.45 ",
find the load current IL and the power dissipated by
the load.

b. If we connect a second battery in parallel with
battery 1 that has voltage V2 = 10 V and
R2 = 0.1 ", will the load current IL increase or
decrease? Will the power dissipated by the load
increase or decrease? By how much?

2.38 With no load attached, the voltage at the terminals
of a particular power supply is 25.5 V. When a 5 W

load is attached, the voltage drops to 25 V.
a. Determine vS and RS for this nonideal source.
b. What voltage would be measured at the terminals

in the presence of a 10-" load resistor?
c. How much current could be drawn from this power

supply under short-circuit conditions?

2.39 A 120-V electric heater has two heating coils
which can be switched such that either can be used
independently, or the two can be connected in series or
parallel, yielding a total of four possible
configurations. If the warmest setting corresponds to
1500-W power dissipation and the coolest corresponds
to 200 W, determine:
a. The resistance of each of the two coils.
b. The power dissipation for each of the other two

possible arrangements.

2.40 At an engineering site which you are supervising, a
1-horsepower motor must be sited a distance d from a
portable generator (Figure P2.40). Assume the
generator can be modeled as an ideal source with the
voltage given. The nameplate on the motor gives the
following rated voltages and the corresponding
full-load current:

VG = 110 V

VM min = 105 V → IM FL = 7.10 A

VM max = 117 V → IM FL = 6.37 A

If d = 150 m and the motor must deliver its full rated
power, determine the minimum AWG conductors
which must be used in a rubber insulated cable.
Assume that the only losses in the circuit occur in the
wires.

d

IM

Cable

Conductors

VG
+
_ VM

+
_

Figure P2.40

2.41 A building has been added to your plant to house
an additional production line. The total electrical load
in the building is 23 kW. The nameplates on the
various loads give the minimum and maximum
voltages below with the related full-load current:

VS = 450 V

VLmin = 446 V → IL FL = 51.5 A

VLmax = 463 V → IL FL = 49.6 A
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The building is sited a distance d from the transformer
bank which can be modeled as an ideal source (see
Figure P2.41). If d = 85 m, determine the AWG of the
smallest conductors which can be used in a
rubber-insulated cable used to supply the load.

d

IL

Cable

Conductors

VS
+
_ VL

+

–

Figure P2.41

2.42 At an engineering site which you are supervising, a
1-horsepower motor must be sited a distance d from a
portable generator (Figure P2.42). Assume the
generator can be modeled as an ideal source with the
voltage given. The nameplate on the motor gives the
rated voltages and the corresponding full load current:

VG = 110 V

VM min = 105 V → IM FL = 7.10 A

VM max = 117 V → IM FL = 6.37 A

The cable must have AWG #14 or larger conductors to
carry a current of 7.103 A without overheating.
Determine the maximum length of a rubber insulated
cable with AWG #14 conductors which can be used to
connect the motor and generator.

d

IM

Cable

Conductors

VG
+
_ VM

+
_

Figure P2.42

2.43 An additional building has been added to your
plant to house a production line. The total electrical
load in the building is 23 kW. The nameplates on the
loads give the minimum and maximum voltages with
the related full load current:

VS = 450 V

VLmin = 446 V → IL FL = 51.57 A

VLmax = 463 V → IL FL = 49.68 A

The building is sited a distance d from the transformer
bank which can be modeled as an ideal source (Figure
P2.43). The cable must have AWG 4 or larger
conductors to carry a current of 51.57 A without
overheating. Determine the maximum length d of a
rubber-insulated cable with AWG 4 conductors which
can be used to connect the source to the load.

d

IL

Cable

Conductors

VS
+
_ VL

+

–

Figure P2.43

2.44 In the bridge circuit in Figure P2.44, if nodes (or
terminals) C and D are shorted, and:

R1 = 2.2 k" R2 = 18 k"

R3 = 4.7 k" R4 = 3.3 k"

determine the equivalent resistance between the nodes
or terminals A and B.

R3

R2R1

R4

BA
C

D

Figure P2.44

2.45 Determine the voltage between nodes A and B in
the circuit shown in Figure P2.45.

VS = 12 V

R1 = 11 k" R3 = 6.8 k"

R2 = 220 k" R4 = 0.22 m"

R3

R2R1

R4

BAVS
+
_

Figure P2.45

2.46 Determine the voltage between the nodes A and B
in the circuit shown in Figure P2.45.

VS = 5 V

R1 = 2.2 k" R2 = 18 k"

R3 = 4.7 k" R4 = 3.3 k"
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2.47 Determine the voltage across R3 in Figure P2.47.

VS = 12 V R1 = 1.7 m"

R2 = 3 k" R3 = 10 k"

R1

R2 R3VS
+

–

Figure P2.47

Section 4: Measuring Devices

2.48 A thermistor is a device whose terminal resistance
changes with the temperature of its surroundings. Its
resistance is an exponential relationship:

Rth(T ) = RAe
−βT

where RA is the terminal resistance at T = 0◦C and β
is a material parameter with units [◦C]−1.
a. If RA = 100 " and β = 0.10/C◦, plot Rth(T )

versus T for 0 ≤ T ≤ 100◦C.
b. The thermistor is placed in parallel with a resistor

whose value is 100 ".
i. Find an expression for the equivalent

resistance.
ii. Plot Req(T ) on the same plot you made in

part a.

2.49 A certain resistor has the following nonlinear
characteristic:

R(x) = 100ex

where x is a normalized displacement. The nonlinear
resistor is to be used to measure the displacement x in
the circuit of Figure P2.49.

+
_ 10 V+

_

vout x

Figure P2.49

a. If the total length of the resistor is 10 cm, find an
expression for vout(x).

b. If vout = 4 V, what is the distance, x?

2.50 A moving coil meter movement has a meter
resistance rm = 200 " and full-scale deflection is
caused by a meter current Im = 10µA. The movement
must be used to indicate pressure measured by the

sensor up to a maximum of 100 kPa. See Figure P2.50.

Sensor

RS

VS

+

–

RM

Meter

0
P (PSIG)

V
T

 (V
 )

50 100
0

5

10

Figure P2.50

a. Draw a circuit required to do this showing all
appropriate connections between the terminals of
the sensor and meter movement.

b. Determine the value of each component in the
circuit.

c. What is the linear range, i.e., the minimum and
maximum pressure that can accurately be
measured?

2.51 A moving coil meter and pressure transducer are
used to monitor the pressure at a critical point in a
system. The meter movement is rated at 1.8 k" and
50 µA (full scale). A new transducer must be installed
with the pressure-voltage characteristic shown in
Figure P2.51 (different from the previous transducer).
The maximum pressure that must be measured by the
monitoring system is 100 kPa.

Sensor

RS

VS

+

–

RM

Meter

0
P (PSIG)

V
T

 (V
 )

50 100
0

5

10

Figure P2.51
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a. Redesign the meter circuit required for these
specifications and draw the circuit between the
terminals of the sensor and meter showing all
appropriate connections.

b. Determine the value for each component in your
circuit.

c. What is the linear range (i.e., the minimum and
maximum pressure that can accurately be
measured) of this system?

2.52 In the circuit shown in Figure P2.52 the
temperature sensor and moving coil meter movement
are used to monitor the temperature in a chemical
process. The sensor has malfunctioned and must be
replaced with another sensor with the
current-temperature characteristic shown (not the same
as the previous sensor). Temperatures up to a
maximum of 400◦C must be measured. The meter is
rated at 2.5 k" and 250 mV (full scale). Redesign the
meter circuit for these specifications.

Sensor

RS

VS

+

–

RM

Meter

200
T (°C)

I T
 (m

a)

300 400

5

10

IT

Figure P2.52

a. Draw the circuit between the terminals of the sensor
and meter showing all appropriate connections.

b. Determine the value of each component in the
circuit.

c. What is the linear range (i.e., the minimum and
maximum temperature that can accurately be
measured) of the system?

2.53 In the circuit in Figure P2.53, a temperature sensor
with the current-temperature characteristic shown and
a Triplett Electric Manufacturing Company Model
321L moving coil meter will be used to monitor the
condenser temperature in a steam power plant.
Temperatures up to a maximum of 350◦C must be
measured. The meter is rated at 1 k" and 100 µA (full
scale). Design a circuit for these specifications.

Sensor

RS

VS

+

–

RM

Meter

200
T (°C)

I T
 (m

a)

300 400

5

10

IT

Figure P2.53

a. Draw the circuit between the terminals of the sensor
and meter showing all appropriate connections.

b. Determine the value of each component in the
circuit.

c. What is the minimum temperature that can
accurately be measured?

2.54 The circuit of Figure P2.54 is used to measure the
internal impedance of a battery. The battery being
tested is a zinc-carbon dry cell.

Battery

10 Ω

Switch

+

_

Vout

rB

Figure P2.54

a. A fresh battery is being tested, and it is found that
the voltage, Vout, is 1.64 V with the switch open and
1.63 V with the switch closed. Find the internal
resistance of the battery.

b. The same battery is tested one year later, and Vout is
found to be 1.6 V with the switch open but 0.17 V
with the switch closed. Find the internal resistance
of the battery.

2.55 Consider the practical ammeter, diagrammed in
Figure P2.55, consisting of an ideal ammeter in series
with a 2-k" resistor. The meter sees a full-scale
deflection when the current through it is 50µA. If we
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wished to construct a multirange ammeter reading
full-scale values of 1 mA, 10 mA, or 100 mA,
depending on the setting of a rotary switch, what
should R1, R2, and R3 be?

2 kΩ

Α

I

Switch

R1 R2 R3

Figure P2.55

2.56 A circuit that measures the internal resistance of a
practical ammeter is shown in Figure P2.56, where
RS = 10,000 ", VS = 10 V, and Rp is a variable
resistor that can be adjusted at will.

ra

ia

A

Rp

i

+
_VS

RS

Figure P2.56

a. Assume that ra � 10,000 ". Estimate the current
i.

b. If the meter displays a current of 0.43 mA when
Rp = 7 ", find the internal resistance of the meter,
ra .

2.57 A practical voltmeter has an internal resistance rm.
What is the value of rm if the meter reads 9.89 V when
connected as shown in Figure P2.57.

Source Load

Voltmeter

VS rm V

RS

RS  = 10 kΩ 
vS = 10 V

Figure P2.57

2.58 Using the circuit of Figure P2.57, find the voltage
that the meter reads if VS = 10 V and RS has the
following values:
RS = 0.1rm, 0.3rm, 0.5rm, rm, 3rm, 5rm, and 10rm.
How large (or small) should the internal resistance of
the meter be relative to RS?

2.59 A voltmeter is used to determine the voltage across
a resistive element in the circuit of Figure P2.59. The
instrument is modeled by an ideal voltmeter in parallel
with a 97-k" resistor, as shown. The meter is placed to
measure the voltage across R3. Let R1 = 10 k", RS =
100 k",R2 = 40 k", and IS = 90 mA. Find the
voltage across R3 with and without the voltmeter in the
circuit for the following values:

IS RS

VR3

+

_

Circuit

R1

R2

R3

V97 kΩ

Voltmeter

Figure P2.59

a. R3 = 100 "

b. R3 = 1 k"
c. R3 = 10 k"
d. R3 = 100 k"

2.60 An ammeter is used as shown in Figure P2.60. The
ammeter model consists of an ideal ammeter in series
with a resistance. The ammeter model is placed in the
branch as shown in the figure. Find the current through
R3 both with and without the ammeter in the circuit for
the following values, assuming that VS = 10 V, RS =
10 ",R1 = 1 k", and R2 = 100 ": (a) R3 =
1 k", (b) R3 = 100 ", (c) R3 = 10 ", (d) R3 = 1 ".

Ammeter

+
_

RS V1 R2

R1 R3

Circuit

40 Ω

Ammeter model

VS

A

Figure P2.60
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2.61 Shown in Figure P2.61 is an aluminum
cantilevered beam loaded by the force F . Strain
gauges R1, R2, R3, and R4 are attached to the beam as
shown in Figure P2.61 and connected into the circuit
shown. The force causes a tension stress on the top of
the beam that causes the length (and therefore the
resistance) of R1 and R4 to increase and a compression
stress on the bottom of the beam that causes the length
[and therefore the resistance] of R2 and R3 to decrease.
This causes a voltage 50 mV at node B with respect to
node A. Determine the force if:

Ro = 1 k" VS = 12 V L = 0.3 m

w = 25 mm h = 100 mm Y = 69 GN/m2

+
_ B– +VBAVS A

R1

R1 R4 F

h

w
R2 R3

R2

R3

R4

Figure P2.61

2.62 Shown in Figure P2.62 is a structural steel
cantilevered beam loaded by a force F . Strain gauges
R1, R2, R3, and R4 are attached to the beam as shown
and connected into the circuit shown. The force causes
a tension stress on the top of the beam that causes the
length (and therefore the resistance) of R1 and R4 to
increase and a compression stress on the bottom of the
beam that causes the length (and therefore the
resistance) of R2 and R3 to decrease. This generates a
voltage between nodes B and A. Determine this
voltage if F = 1.3 MN and:

Ro = 1 k" VS = 24 V L = 1.7 m

w = 3 cm h = 7 cm Y = 200 GN/m2

+
_ B– +VBAVS A

R1

R1 R4 F

h

w
R2 R3

R2

R3

R4

Figure P2.62
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C H A P T E R

3

Resistive Network Analysis

his chapter will illustrate the fundamental techniques for the analysis of
resistive circuits. The methods introduced are based on the circuit laws
presented in Chapter 2: Kirchhoff’s and Ohm’s laws. The main thrust of
the chapter is to introduce and illustrate various methods of circuit analysis

that will be applied throughout the book.
The first topic is the analysis of resistive circuits by the methods of mesh

currents and node voltages; these are fundamental techniques, which you should
master as early as possible. The second topic is a brief introduction to the princi-
ple of superposition. Section 3.5 introduces another fundamental concept in the
analysis of electrical circuits: the reduction of an arbitrary circuit to equivalent
circuit forms (Thévenin and Norton equivalent circuits). In this section it will
be shown that it is generally possible to reduce all linear circuits to one of two
equivalent forms, and that any linear circuit analysis problem can be reduced to a
simple voltage or current divider problem. The Thévenin and Norton equivalent
representations of electrical circuits naturally lead to the description of electrical
circuits in terms of sources and loads. This notion, in turn, leads to the analysis
of the transfer of power between a source and a load, and of the phenomenon of
source loading. Finally, some graphical and numerical techniques are introduced
for the analysis of nonlinear circuit elements.

Upon completing this chapter, you should have developed confidence in your
ability to compute numerical solutions for a wide range of resistive circuits. Good
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familiarity with the techniques illustrated in this chapter will greatly simplify the
study of AC circuits in Chapter 4. The objective of the chapter is to develop a solid
understanding of the following topics:

• Node voltage and mesh current analysis.
• The principle of superposition.
• Thévenin and Norton equivalent circuits.
• Numerical and graphical (load-line) analysis of nonlinear circuit

elements.

3.1 THE NODE VOLTAGE METHOD

Chapter 2 introduced the essential elements of network analysis, paving the way
for a systematic treatment of the analysis methods that will be introduced in this
chapter. You are by now familiar with the application of the three fundamental
laws of network analysis: KCL, KVL, and Ohm’s law; these will be employed to
develop a variety of solution methods that can be applied to linear resistive circuits.
The material presented in the following sections presumes good understanding of
Chapter 2. You can resolve many of the doubts and questions that may occasionally
arise by reviewing the material presented in the preceding chapter.

Node voltage analysis is the most general method for the analysis of electrical
circuits. In this section, its application to linear resistive circuits will be illustrated.
The node voltage method is based on defining the voltage at each node as an
independent variable. One of the nodes is selected as a reference node (usually—
but not necessarily—ground), and each of the other node voltages is referenced to
this node. Once each node voltage is defined, Ohm’s law may be applied between
any two adjacent nodes in order to determine the current flowing in each branch. In
the node voltage method, each branch current is expressed in terms of one or more
node voltages; thus, currents do not explicitly enter into the equations. Figure
3.1 illustrates how one defines branch currents in this method. You may recall a
similar description given in Chapter 2.

i

R
va vb

i =
va – vb

R

In the node voltage method, we 
assign the node voltages va and vb; 
the branch current flowing from a 
to b is then expressed in terms of 
these node voltages.

Figure 3.1 Branch current
formulation in nodal analysis

Once each branch current is defined in terms of the node voltages, Kirchhoff’s
current law is applied at each node:∑

i = 0 (3.1)

Figure 3.2 illustrates this procedure.

i1

R1
va

vb

i3

vc

vd

R3

R2

i2

By KCL: i1 – i2 – i3 = 0. In the node 
voltage method, we express KCL by 

va – vb

R1
–

vb – vc

R2
–

vb – vd

R3
= 0

Figure 3.2 Use of KCL in
nodal analysis

The systematic application of this method to a circuit with n nodes would
lead to writing n linear equations. However, one of the node voltages is the
reference voltage and is therefore already known, since it is usually assumed to be
zero (recall that the choice of reference voltage is dictated mostly by convenience,
as explained in Chapter 2). Thus, we can write n−1 independent linear equations
in the n − 1 independent variables (the node voltages). Nodal analysis provides
the minimum number of equations required to solve the circuit, since any branch
voltage or current may be determined from knowledge of nodal voltages. At this
stage, you might wish to review Example 2.12, to verify that, indeed, knowledge
of the node voltages is sufficient to solve for any other current or voltage in the
circuit.

The nodal analysis method may also be defined as a sequence of steps, as
outlined in the following box:
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F O C U S O N M E T H O D O L O G Y

Node Voltage Analysis Method

1. Select a reference node (usually ground). All other node voltages will
be referenced to this node.

2. Define the remaining n− 1 node voltages as the independent variables.

3. Apply KCL at each of the n− 1 nodes, expressing each current in
terms of the adjacent node voltages.

4. Solve the linear system of n− 1 equations in n− 1 unknowns.

Following the procedure outlined in the box guarantees that the correct solution
to a given circuit will be found, provided that the nodes are properly identified
and KCL is applied consistently. As an illustration of the method, consider the
circuit shown in Figure 3.3. The circuit is shown in two different forms to illustrate
equivalent graphical representations of the same circuit. The bottom circuit leaves
no question where the nodes are. The direction of current flow is selected arbitrarily
(assuming that iS is a positive current). Application of KCL at node a yields:

iS − i1 − i2 = 0 (3.2)

whereas, at node b,

i2 − i3 = 0 (3.3)

It is instructive to verify (at least the first time the method is applied) that it is not
necessary to apply KCL at the reference node. The equation obtained at node c,

i1 − i3 − iS = 0 (3.4)

is not independent of equations 3.2 and 3.3; in fact, it may be obtained by adding
the equations obtained at nodes a and b (verify this, as an exercise). This obser-
vation confirms the statement made earlier:

i1

R1

va vb

i3

vc = 0

iS R3

R2

i2

R1 R3

R2

Node a Node b

Node c

iS

iS

Figure 3.3 Illustration of
nodal analysis

In a circuit containing n nodes, we can write at most n− 1 independent
equations.

Now, in applying the node voltage method, the currents i1, i2, and i3 are expressed
as functions of va , vb, and vc, the independent variables. Ohm’s law requires that
i1, for example, be given by

i1 = va − vc

R1
(3.5)

since it is the potential difference, va − vc, across R1 that causes the current i1 to
flow from node a to node c. Similarly,

i2 = va − vb

R2

i3 = vb − vc

R3

(3.6)
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Substituting the expression for the three currents in the nodal equations (equations
3.2 and 3.3), we obtain the following relationships:

iS − va

R1
− va − vb

R2
= 0 (3.7)

va − vb

R2
− vb

R3
= 0 (3.8)

Equations 3.7 and 3.8 may be obtained directly from the circuit, with a little
practice. Note that these equations may be solved for va and vb, assuming that iS ,
R1, R2, and R3 are known. The same equations may be reformulated as follows:(

1

R1
+ 1

R2

)
va +

(
− 1

R2

)
vb = iS(

− 1

R2

)
va +

(
1

R2
+ 1

R3

)
vb = 0

(3.9)

The following examples further illustrate the application of the method.

EXAMPLE 3.1 Nodal Analysis

Problem

Solve for all unknown currents and voltages in the circuit of Figure 3.4.

I2I1

R4R1

R2

R3

Figure 3.4

Solution

Known Quantities: Source currents, resistor values.

Find: All node voltages and branch currents.

Schematics, Diagrams, Circuits, and Given Data: I1 = 10 mA; I2 = 50 mA; R1 =
1 k
; R2 = 2 k
; R3 = 10 k
; R4 = 2 k
.

Assumptions: The reference (ground) node is chosen to be the node at the bottom of the
circuit.

Analysis: The circuit of Figure 3.4 is shown again in Figure 3.5, with a graphical
indication of how KCL will be applied to determine the nodal equations. Note that we
have selected to ground the lower part of the circuit, resulting in a reference voltage of
zero at that node. Applying KCL at nodes 1 and 2 we obtain

I1 − v1 − 0

R1
− v1 − v2

R2
− v1 − v2

R3
= 0 (node 1)

v1 − v2

R2
+ v1 − v2

R3
− v2 − 0

R4
− I2 = 0 (node 2)

Now we can write the same equations more systematically as a function of the unknown
node voltages, as was done in equation 3.9.(

1

R1
+ 1

R2
+ 1

R3

)
v1 +

(
− 1

R2
− 1

R3

)
v2 = I1 (node 1)

(
− 1

R2
− 1

R3

)
v1 +

(
1

R2
+ 1

R3
+ 1

R4

)
v2 = −I2 (node 2)
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With some manipulation, the equations finally lead to the following form:

1.6v1 − 0.6v2 = 10

−0.6v1 + 1.1v2 = −50

These equations may be solved simultaneously to obtain

v1 = −13.57 V

v2 = −52.86 V

Knowing the node voltages, we can determine each of the branch currents and voltages in
the circuit. For example, the current through the 10-k
 resistor is given by:

i10 k
 = v1 − v2

10,000
= 3.93 mA

indicating that the initial (arbitrary) choice of direction for this current was the same as the
actual direction of current flow. As another example, consider the current through the
1-k
 resistor:

i1 k
 = v1

1,000
= −13.57 mA

In this case, the current is negative, indicating that current actually flows from ground to
node 1, as it should, since the voltage at node 1 is negative with respect to ground. You
may continue the branch-by-branch analysis started in this example to verify that the
solution obtained in the example is indeed correct.

I2I1

R4R1

R2

R3
Node 1

I2I1

R4R1

R2

R3
Node 2

Figure 3.5

Comments: Note that we have chose to assign a positive sign to currents entering a node,
and a negative sign to currents exiting a node; this choice is arbitrary (one could use the
opposite convention), but we shall use it consistently in this book.

EXAMPLE 3.2 Nodal Analysis

Problem

Write the nodal equations and solve for the node voltages in the circuit of Figure 3.6. R1

R2

ia R3 ib R4

Figure 3.6

Solution

Known Quantities: Source currents, resistor values.

Find: All node voltages and branch currents.

Schematics, Diagrams, Circuits, and Given Data: ia = 1 mA; ib = 2 mA; R1 = 1 k
;
R2 = 500 
; R3 = 2.2 k
; R4 = 4.7 k
.

Assumptions: The reference (ground) node is chosen to be the node at the bottom of the
circuit.

Analysis: To write the node equations, we start by selecting the reference node (step 1).
Figure 3.7 illustrates that two nodes remain after the selection of the reference node. Let
us label these a and b and define voltages va and vb (step 2).

R1

R2

ia R3 ib R4

i2i1

i3

i4

va vb

0 V

Figure 3.7
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Next, we apply KCL at each of the nodes, a and b (step 3):

ia − va

R1
− va − vb

R2
= 0 (node a)

va − vb

R2
+ ib − vb

R3
− vb

R4
= 0 (node b)

and rewrite the equations to obtain a linear system:(
1

R1
+ 1

R2

)
va +

(
− 1

R2

)
vb = ia

(
− 1

R2

)
va +

(
1

R2
+ 1

R3
+ 1

R4

)
vb = ib

Substituting the numerical values in these equations, we get

3 × 10−3va − 2 × 10−3vb = 1 × 10−3

−2 × 10−3va + 2.67 × 10−3vb = 2 × 10−3

or

3va − 2vb = 1

−2va + 2.67vb = 2

The solution va = 1.667 V, vb = 2 V may then be obtained by solving the system of
equations.

EXAMPLE 3.3 Solution of Linear System of Equations Using
Cramer’s Rule

Problem

Solve the circuit equations obtained in Example 3.2 using Cramer’s rule (see Appendix A).

Solution

Known Quantities: Linear system of equations.

Find: Node voltages.

Analysis: The system of equations generated in Example 3.2 may also be solved by using
linear algebra methods, by recognizing that the system of equations can be written as:[

3 −2
−2 2.67

] [
va
vb

]
=

[
1 V
2 V

]

By using Cramer’s rule (see Appendix A), the solution for the two unknown variables, va
and vb, can be written as follows:

va =

∣∣∣∣ 1 −2
2 2.67

∣∣∣∣∣∣∣∣ 3 −2
−2 2.67

∣∣∣∣
= (1)(2.67)− (−2)(2)

(3)(2.67)− (−2)(−2)
= 6.67

4
= 1.667 V

vb =

∣∣∣∣ 3 1
−2 2

∣∣∣∣∣∣∣∣ 3 −2
−2 2.67

∣∣∣∣
= (3)(2)− (−2)(1)

(3)(2.67)− (−2)(−2)
= 8

4
= 2 V

The result is the same as in Example 3.2.
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Comments: While Cramer’s rule is an efficient solution method for simple circuits (e.g.,
two nodes), it is customary to use computer-aided methods for larger circuits. Once the
nodal equations have been set in the general form presented in equation 3.9, a variety of
computer aids may be employed to compute the solution. You will find the solution to the
same example computed using MathCad in the electronic files that accompany this book.

Nodal Analysis with Voltage Sources

It would appear from the examples just shown that the node voltage method is very
easily applied when current sources are present in a circuit. This is, in fact, the
case, since current sources are directly accounted for by KCL. Some confusion
occasionally arises, however, when voltage sources are present in a circuit analyzed
by the node voltage method. In fact, the presence of voltage sources actually
simplifies the calculations. To further illustrate this point, consider the circuit of
Figure 3.8. Note immediately that one of the node voltages is known already!
The voltage at node a is forced to be equal to that of the voltage source; that is,
va = vS . Thus, only two nodal equations will be needed, at nodes b and c:

vS − vb

R1
− vb

R2
− vb − vc

R3
= 0 (node b)

vb − vc

R3
+ iS − vc

R4
= 0 (node c)

(3.10)

Rewriting these equations, we obtain:(
1

R1
+ 1

R2
+ 1

R3

)
vb +

(
− 1

R3

)
vc = vS

R1(
− 1

R3

)
vb +

(
1

R3
+ 1

R4

)
vc = iS

(3.11)

Note how the term vS/R1 on the right-hand side of the first equation is really a
current, as is dimensionally required by the nature of the node equations.

R2

R1

vS R4

va vc

iS

R3

+
_

vb

Figure 3.8 Nodal analysis
with voltage sources

EXAMPLE 3.4 Nodal Analysis with Voltage Sources

Problem

Find the node voltages in the circuit of Figure 3.9.

R1

va vbR2

+
_

Node b

Node a

R3

V

I

Figure 3.9

Solution

Known Quantities: Source current and voltage; resistor values.

Find: Node voltages.

Schematics, Diagrams, Circuits, and Given data: I = −2 mA; V = 3 V; R1 = 1 k
;
R2 = 2 k
; R3 = 3 k
.

Assumptions: Place the reference node at the bottom of the circuit.
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Analysis: Apply KCL at nodes a and b:

I − va − 0

R1
− va − vb

R2
= 0

va − vb

R2
− vb − 3

R3
= 0

Reformulating the last two equations, we derive the following system:

1.5va − 0.5vb = −2

−0.5va + 0.833vb = 1

Solving the last set of equations, we obtain the following values:

va = −1.167 V and vb = 0.5 V

Comments: To compute the current flowing through resistor R3 we noted that the
voltage immediately above resistor R3 (at the negative terminal of the voltage source)
must be 3 volts lower than vb; thus, the current through R3 is equal to (vb − 3)/R3.

Check Your Understanding
3.1 Find the current iL in the circuit shown on the left, using the node voltage method.

50 Ω

50 Ω

75 Ω1 A

100 Ω
iL

20 Ω 20 Ω
2 A

10 Ω vx

10 V

+–

30 Ω

3.2 Find the voltage vx by the node voltage method for the circuit shown on the right.

3.3 Show that the answer to Example 3.2 is correct by applying KCL at one or more
nodes.

3.2 THE MESH CURRENT METHOD

The second method of circuit analysis discussed in this chapter, which is in many
respects analogous to the method of node voltages, employs mesh currents as the
independent variables. The idea is to write the appropriate number of independent
equations, using mesh currents as the independent variables. Analysis by mesh
currents consists of defining the currents around the individual meshes as the
independent variables. Subsequent application of Kirchhoff’s voltage law around
each mesh provides the desired system of equations.

i

vR+ –

R

The current i, defined as flowing 
from left to right, establishes the 
polarity of the voltage across R.

Figure 3.10 Basic principle
of mesh analysis

In the mesh current method, we observe that a current flowing through a
resistor in a specified direction defines the polarity of the voltage across the resistor,
as illustrated in Figure 3.10, and that the sum of the voltages around a closed circuit
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must equal zero, by KVL. Once a convention is established regarding the direction
of current flow around a mesh, simple application of KVL provides the desired
equation. Figure 3.11 illustrates this point.

The number of equations one obtains by this technique is equal to the number
of meshes in the circuit. All branch currents and voltages may subsequently be
obtained from the mesh currents, as will presently be shown. Since meshes are
easily identified in a circuit, this method provides a very efficient and systematic
procedure for the analysis of electrical circuits. The following box outlines the
procedure used in applying the mesh current method to a linear circuit.

v1 R3

+

–

v3
i

R2
+

–

v2+ –

A mesh

Once the direction of current flow 
has been selected, KVL requires 
that v1 – v2 – v3 = 0.

Figure 3.11 Use of KVL
in mesh analysis

F O C U S O N M E T H O D O L O G Y

Mesh Current Analysis Method

1. Define each mesh current consistently. We shall always define mesh
currents clockwise, for convenience.

2. Apply KVL around each mesh, expressing each voltage in terms of one
or more mesh currents.

3. Solve the resulting linear system of equations with mesh currents as the
independent variables.

In mesh analysis, it is important to be consistent in choosing the direction
of current flow. To avoid confusion in writing the circuit equations, mesh currents
will be defined exclusively clockwise when we are using this method. To illustrate
the mesh current method, consider the simple two-mesh circuit shown in Figure
3.12. This circuit will be used to generate two equations in the two unknowns,
the mesh currents i1 and i2. It is instructive to first consider each mesh by itself.
Beginning with mesh 1, note that the voltages around the mesh have been assigned
in Figure 3.13 according to the direction of the mesh current, i1. Recall that as long
as signs are assigned consistently, an arbitrary direction may be assumed for any
current in a circuit; if the resulting numerical answer for the current is negative,
then the chosen reference direction is opposite to the direction of actual current
flow. Thus, one need not be concerned about the actual direction of current flow in
mesh analysis, once the directions of the mesh currents have been assigned. The
correct solution will result, eventually.

R3

R4vS

R1

R2
+
_ i1 i2

Figure 3.12 A two-mesh
circuit

R3

R4vS

R1

R2
+
_ i1 i2v2

v1
+ –

+

–

Mesh 1: KVL requires that
vS – v1 – v2 = 0, where v1 = i1R1,
v2 = (i1 – i2)R1.

Figure 3.13 Assignment of
currents and voltages around
mesh 1

According to the sign convention, then, the voltages v1 and v2 are defined as
shown in Figure 3.13. Now, it is important to observe that while mesh current i1
is equal to the current flowing through resistor R1 (and is therefore also the branch
current through R1), it is not equal to the current through R2. The branch current
throughR2 is the difference between the two mesh currents, i1 −i2. Thus, since the
polarity of the voltage v2 has already been assigned, according to the convention
discussed in the previous paragraph, it follows that the voltage v2 is given by:

v2 = (i1 − i2)R2 (3.12)

Finally, the complete expression for mesh 1 is

vS − i1R1 − (i1 − i2)R2 = 0 (3.13)
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The same line of reasoning applies to the second mesh. Figure 3.14 depicts
the voltage assignment around the second mesh, following the clockwise direction
of mesh current i2. The mesh current i2 is also the branch current through resistors
R3 and R4; however, the current through the resistor that is shared by the two
meshes, R2, is now equal to (i2 − i1), and the voltage across this resistor is

v2 = (i2 − i1)R2 (3.14)

and the complete expression for mesh 2 is

(i2 − i1)R2 + i2R3 + i2R4 = 0 (3.15)

Why is the expression for v2 obtained in equation 3.14 different from equa-
tion 3.12? The reason for this apparent discrepancy is that the voltage assignment
for each mesh was dictated by the (clockwise) mesh current. Thus, since the mesh
currents flow through R2 in opposing directions, the voltage assignments for v2 in
the two meshes will also be opposite. This is perhaps a potential source of confu-
sion in applying the mesh current method; you should be very careful to carry out
the assignment of the voltages around each mesh separately.

R3

R4vS

R1

R2
+
_ i1 i2v2

v3
+ –

+

–
v4

+

–

Mesh 2: KVL requires that

v2 + v3 + v4 = 0

where

v2 = (i2 – i1)R2,

v3 = i2R3,

v4 = i2R4

Figure 3.14 Assignment of
currents and voltages around
mesh 2

Combining the equations for the two meshes, we obtain the following system
of equations:

(R1 + R2)i1 − R2i2 = vS

−R2i1 + (R2 + R3 + R4)i2 = 0
(3.16)

These equations may be solved simultaneously to obtain the desired solution,
namely, the mesh currents, i1 and i2. You should verify that knowledge of the
mesh currents permits determination of all the other voltages and currents in the
circuit. The following examples further illustrate some of the details of this method.

EXAMPLE 3.5 Mesh Analysis

Problem

Find the mesh currents in the circuit of Figure 3.15.

R2

R3

R4

V1

R1

+
_

+
_

+
_V2 V3

Figure 3.15

Solution

Known Quantities: Source voltages; resistor values.

Find: Mesh currents.

Schematics, Diagrams, Circuits, and Given Data: V1 = 10 V; V2 = 9 V; V3 = 1 V;
R1 = 5 
; R2 = 10 
; R3 = 5 
; R4 = 5 
.

Assumptions: Assume clockwise mesh currents i1 and i2.

Analysis: The circuit of Figure 3.15 will yield two equations in two unknowns, i1 and i2.
It is instructive to consider each mesh separately in writing the mesh equations; to this
end, Figure 3.16 depicts the appropriate voltage assignments around the two meshes,



Part I Circuits 81

based on the assumed directions of the mesh currents. From Figure 3.16, we write the
mesh equations:

V1 − R1i1 − V2 − R2(i1 − i2) = 0

R2(i2 − i1)+ V2 − R3i2 − V3 − R4i2 = 0

Rearranging the linear system of the equation, we obtain

15i1 − 10i2 = 1

−10i1 + 20i2 = 8

which can be solved to obtain i1 and i2:

i1 = 0.5 A and i2 = 0.65 A

R4

R3

V1

R1

+
_

+
_

+
_ V2

i1 i2

R2

V3

+

–
v2

+ –v1

R4

R3

V1

R1

+
_

+
_

+
_ V2

i1 i2

R2

V3

+

–
v4

+

–
v2

+ –v3

Analysis of mesh 1

Analysis of mesh 2

Figure 3.16

Comments: Note how the voltage v2 across resistor R2 has different polarity in Figure
3.16, depending on whether we are working in mesh 1 or mesh 2.

EXAMPLE 3.6 Mesh Analysis

Problem

Write the mesh current equations for the circuit of Figure 3.17.

R3

V2V1

R1

R2

i1 i2

i3

R4

+
_+

_

Figure 3.17

Solution

Known Quantities: Source voltages; resistor values.

Find: Mesh current equations.

Schematics, Diagrams, Circuits, and Given Data: V1 = 12 V; V2 = 6 V; R1 = 3 
;
R2 = 8 
; R3 = 6 
; R4 = 4 
.

Assumptions: Assume clockwise mesh currents i1, i2, and i3.

Analysis: Starting from mesh 1 we apply KVL to obtain

V1 − R1(i1 − i3)− R2(i1 − i2) = 0.

KVL applied to mesh 2 yields

−R2(i2 − i1)− R3(i2 − i3)+ V2 = 0

while in mesh 3 we find

−R1(i3 − i1)− R4i3 − R3(i3 − i2) = 0.

These equations can be rearranged in standard form to obtain

(3 + 8)i1 − 8i2 − 3i3 = 12

−8i1 + (6 + 8)i2 − 6i3 = 6

−3i1 − 6i2 + (3 + 6 + 4)i3 = 0

You may verify that KVL holds around any one of the meshes, as a test to check that the
answer is indeed correct.
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Comments: The solution of the mesh current equations with computer-aided tools
(MathCad) may be found in the electronic files that accompany this book.

A comparison of this result with the analogous result obtained by the node
voltage method reveals that we are using Ohm’s law in conjunction with KVL
(in contrast with the use of KCL in the node voltage method) to determine the
minimum set of equations required to solve the circuit.

2 Ω

4 Ω10 V

5 Ω

2 A

i1
vx i2

+
_

+

–

Figure 3.18 Mesh analysis
with current sources

Mesh Analysis with Current Sources

Mesh analysis is particularly effective when applied to circuits containing voltage
sources exclusively; however, it may be applied to mixed circuits, containing both
voltage and current sources, if care is taken in identifying the proper current in
each mesh. The method is illustrated by solving the circuit shown in Figure 3.18.
The first observation in analyzing this circuit is that the presence of the current
source requires that the following relationship hold true:

i1 − i2 = 2 A (3.17)

If the unknown voltage across the current source is labeled vx , application of KVL
around mesh 1 yields:

10 − 5i1 − vx = 0 (3.18)

while KVL around mesh 2 dictates that

vx − 2i2 − 4i2 = 0 (3.19)

Substituting equation 3.19 in equation 3.18, and using equation 3.17, we can then
obtain the system of equations

5i1 + 6i2 = 10

−i1 + i2 = −2
(3.20)

which we can solve to obtain

i1 = 2 A

i2 = 0 A
(3.21)

Note also that the voltage across the current source may be found by using either
equation 3.18 or equation 3.19; for example, using equation 3.19,

vx = 6i2 = 0 V (3.22)

The following example further illustrates the solution of this type of circuit.

EXAMPLE 3.7 Mesh Analysis with Current Sources

Problem

Find the mesh currents in the circuit of Figure 3.19.
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Solution

Known Quantities: Source current and voltage; resistor values.

Find: Mesh currents.

Schematics, Diagrams, Circuits, and Given Data: I = 0.5 A; V = 6 V; R1 = 3 
;
R2 = 8 
; R3 = 6 
; R4 = 4 
.

Assumptions: Assume clockwise mesh currents i1, i2, and i3.

R3

VI

R1

R2

i1 i2

i3 

R4

+
_

Figure 3.19
Analysis: Starting from mesh 1, we see immediately that the current source forces the
mesh current to be equal to I :

i1 = I

There is no need to write any further equations around mesh 1, since we already know the
value of the mesh current. Now we turn to meshes 2 and 3 to obtain:

−R2(i2 − i1)− R3(i2 − i3)+ V = 0 mesh 2

−R1(i3 − i1)− R4i3 − R3(i3 − i2) = 0 mesh 3

Rearranging the equations and substituting the known value of i1, we obtain a system of
two equations in two unknowns:

14i2 − 6i3 = 10

−6i2 + 13i3 = 1.5

which can be solved to obtain

i2 = 0.95 A i3 = 0.55 A

As usual, you should verify that the solution is correct by applying KVL.

Comments: Note that the current source has actually simplified the problem by
constraining a mesh current to a fixed value.

Check Your Understanding
3.4 Find the unknown voltage, vx , by mesh current analysis in the circuit of Figure 3.20.

6 Ω

6 Ω
15 V

vx

+

–+
_

5 Ω
60 Ω

Figure 3.20

3 Ω

24 V

12 Ω

+
_ Ix

+
_ 15 V6 Ω

Figure 3.21

3.5 Find the unknown current, Ix , using mesh current methods in the circuit of Figure
3.21.
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3.6 Show that the equations given in Example 3.6 are correct, by applying KCL at each
node.

3.3 NODAL AND MESH ANALYSIS
WITH CONTROLLED SOURCES

The methods just described also apply, with relatively minor modifications, in the
presence of dependent (controlled) sources. Solution methods that allow for the
presence of controlled sources will be particularly useful in the study of transistor
amplifiers in Chapter 8. Recall from the discussion in Section 2.3 that a dependent
source is a source that generates a voltage or current that depends on the value
of another voltage or current in the circuit. When a dependent source is present
in a circuit to be analyzed by node or mesh analysis, one can initially treat it as
an ideal source and write the node or mesh equations accordingly. In addition
to the equation obtained in this fashion, there will also be an equation relating
the dependent source to one of the circuit voltages or currents. This constraint
equation can then be substituted in the set of equations obtained by the techniques
of nodal and mesh analysis, and the equations can subsequently be solved for the
unknowns.

It is important to remark that once the constraint equation has been substituted
in the initial system of equations, the number of unknowns remains unchanged.
Consider, for example, the circuit of Figure 3.22, which is a simplified model
of a bipolar transistor amplifier (transistors will be introduced in Chapter 8). In
the circuit of Figure 3.22, two nodes are easily recognized, and therefore nodal
analysis is chosen as the preferred method. Applying KCL at node 1, we obtain
the following equation:

iS = v1

(
1

RS

+ 1

Rb

)
(3.23)

KCL applied at the second node yields:

βib + v2

RC

= 0 (3.24)

Next, it should be observed that the current ib can be determined by means of a
simple current divider:

ib = iS
1/Rb

1/Rb + 1/RS

= iS
RS

Rb + RS

(3.25)

ib

VO

+

–

RSiS Rb RCβ ib

Node 1 Node 2

Figure 3.22 Circuit with dependent source
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which, when inserted in equation 3.24, yields a system of two equations:

iS = v1

(
1

RS

+ 1

Rb

)

−βiS RS

Rb + RS

= v2

RC

(3.26)

which can be used to solve for v1 and v2. Note that, in this particular case, the two
equations are independent of each other. The following example illustrates a case
in which the resulting equations are not independent.

EXAMPLE 3.8 Analysis with Dependent Sources

Problem

Find the node voltages in the circuit of Figure 3.23.

R1 v R2

R3vx I v3

+

–
+
_

Figure 3.23

Solution

Known Quantities: Source current; resistor values; dependent voltage source
relationship.

Find: Unknown node voltage v.

Schematics, Diagrams, Circuits, and Given Data: I = 0.5 A; R1 = 5 
; R2 = 2 
;
R3 = 4 
. Dependent source relationship: vx = 2 × v3.

Assumptions: Assume reference node is at the bottom of the circuit.

Analysis: Applying KCL to node v we find that

vx − v

R1
+ I − v − v3

R2
= 0

Applying KCL to node v3 we find

v − v3

R2
− v3

R3
= 0

If we substitute the dependent source relationship into the first equation, we obtain a
system of equations in the two unknowns v and v3:(

1

R1
+ 1

R2

)
v +

(
− 2

R1
− 1

R2

)
v3 = I

(
− 1

R2

)
v +

(
1

R2
+ 1

R3

)
v3 = 0

Substituting numerical values, we obtain:

0.7v − 0.9v3 = 0.5

−0.5v + 0.75v3 = 0

Solution of the above equations yields v = 5 V; v3 = 3.33 V.

Comments: You will find the solution to the same example computed using MathCad in
the electronic files that accompany this book.
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Remarks on Node Voltage and Mesh Current
Methods

The techniques presented in this section and the two preceding sections find use
more generally than just in the analysis of resistive circuits. These methods should
be viewed as general techniques for the analysis of any linear circuit; they provide
systematic and effective means of obtaining the minimum number of equations
necessary to solve a network problem. Since these methods are based on the fun-
damental laws of circuit analysis, KVL and KCL, they also apply to any electrical
circuit, even circuits containing nonlinear circuit elements, such as those to be
introduced later in this chapter.

You should master both methods as early as possible. Proficiency in these
circuit analysis techniques will greatly simplify the learning process for more
advanced concepts.

Check Your Understanding
3.7 The current source ix is related to the voltage vx in Figure 3.24 by the relation

ix = vx

3

Find the voltage across the 8-
 resistor by nodal analysis.

6 Ω

6 Ω
15 V

vx+ –

+
_

6 Ω
8 Ω

ix

Figure 3.24

3 Ω

vx

12 Ω

ix
+
_15 V6 Ω

i12

+
_

Figure 3.25

3.8 Find the unknown current ix in Figure 3.25 using the mesh current method. The
dependent voltage source is related to the current i12 through the 12-
 resistor by vx = 2i12.

3.4 THE PRINCIPLE OF SUPERPOSITION

This brief section discusses a concept that is frequently called upon in the analysis
of linear circuits. Rather than a precise analysis technique, like the mesh current
and node voltage methods, the principle of superposition is a conceptual aid that
can be very useful in visualizing the behavior of a circuit containing multiple
sources. The principle of superposition applies to any linear system and for a
linear circuit may be stated as follows:

In a linear circuit containing N sources, each branch voltage and current is
the sum of N voltages and currents each of which may be computed by
setting all but one source equal to zero and solving the circuit containing
that single source.
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An elementary illustration of the concept may easily be obtained by simply con-
sidering a circuit with two sources connected in series, as shown in Figure 3.26.

R =
vB2

+
_

+
_vB1 i

R
+
_vB1

iB1

R The net current through
R is the sum of the in-
dividual source currents:
i = iB1 + iB2.

vB2
+
_

iB2

+

Figure 3.26 The principle of superposition

The circuit of Figure 3.26 is more formally analyzed as follows. The current,
i , flowing in the circuit on the left-hand side of Figure 3.26 may be expressed as:

i = vB1 + vB2

R
= vB1

R
+ vB2

R
= iB1 + iB2 (3.27)

Figure 3.26 also depicts the circuit as being equivalent to the combined effects
of two circuits, each containing a single source. In each of the two subcircuits, a
short circuit has been substituted for the missing battery. This should appear as
a sensible procedure, since a short circuit—by definition—will always “see” zero
voltage across itself, and therefore this procedure is equivalent to “zeroing” the
output of one of the voltage sources.

If, on the other hand, one wished to cancel the effects of a current source,
it would stand to reason that an open circuit could be substituted for the current
source, since an open circuit is by definition a circuit element through which no
current can flow (and which will therefore generate zero current). These basic
principles are used frequently in the analysis of circuits, and are summarized in
Figure 3.27.

The principle of superposition can easily be applied to circuits containing
multiple sources and is sometimes an effective solution technique. More often,

iS

R1

+
_vS

A circuit

iS

R1

R2

The same circuit with vS = 0

iS

R1

+
_vS R2

R2

A circuit

R1

R2

The same circuit with iS = 0

+
_vS

1. In order to set a voltage source equal to zero, we replace it with a short circuit.

2. In order to set a current source equal to zero, we replace it with an open circuit.

Figure 3.27 Zeroing voltage and current sources
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however, other methods result in a more efficient solution. Example 3.9 further
illustrates the use of superposition to analyze a simple network. The Check Your
Understanding exercises at the end of the section illustrate the fact that superposi-
tion is often a cumbersome solution method.

EXAMPLE 3.9 Principle of Superposition

Problem

Determine the current i2 in the circuit of Figure 3.18 using the principle of superposition.

Solution

Known Quantities: Source voltage and current values. Resistor values.

Find: Unknown current i2.

Given Data Figure 3.18.

Assumptions: Assume reference node is at the bottom of the circuit.

Analysis: Part 1: Zero the current source. Once the current source has been set to zero
(replaced by an open circuit), the resulting circuit is a simple series circuit; the current
flowing in this circuit, i2−V , is the current we seek. Since the total series resistance is
5 + 2 + 4 = 11 
, we find that i2−V = 10/11 = 0.909 A.

Part 2: Zero the voltage source. After zeroing of the voltage source by replacing it
with a short circuit, the resulting circuit consists of three parallel branches: On the left we
have a single 5-
 resistor; in the center we have a −2-A current source (negative because
the source current is shown to flow into the ground node); on the right we have a total
resistance of 2 + 4 = 6
. Using the current divider rule, we find that the current flowing
in the right branch, i2−I , is given by:

i2−I =
1

6
1

5
+ 1

6

(−2) = −0.909 A

And, finally, the unknown current i2 is found to be

i2 = i2-V + i2−I = 0 A.

The result is, of course, identical to that obtained by mesh analysis.

Comments: Superposition may appear to be a very efficient tool. However, beginners
may find it preferable to rely on more systematic methods, such as nodal analysis, to solve
circuits. Eventually, experience will suggest the preferred method for any given circuit.

Check Your Understanding
3.9 Find the voltages va and vb for the circuits of Example 3.4 by superposition.

3.10 Repeat Check Your Understanding Exercise 3.2, using superposition. This ex-
ercise illustrates that superposition is not necessarily a computationally efficient solution
method.
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3.11 Solve Example 3.5, using superposition.

3.12 Solve Example 3.7, using superposition.

3.5 ONE-PORT NETWORKS
AND EQUIVALENT CIRCUITS

You may recall that, in the discussion of ideal sources in Chapter 2, the flow of
energy from a source to a load was described in a very general form, by showing
the connection of two “black boxes” labeled source and load (see Figure 2.10). In
the same figure, two other descriptions were shown: a symbolic one, depicting an
ideal voltage source and an ideal resistor; and a physical representation, in which
the load was represented by a headlight and the source by an automotive battery.
Whatever the form chosen for source-load representation, each block—source or
load—may be viewed as a two-terminal device, described by an i-v characteristic.
This general circuit representation is shown in Figure 3.28. This configuration is
called a one-port network and is particularly useful for introducing the notion of
equivalent circuits. Note that the network of Figure 3.28 is completely described
by its i-v characteristic; this point is best illustrated by the next example.

Linear
network

i

v

+

–

Figure 3.28 One-port network

EXAMPLE 3.10 Equivalent Resistance Calculation

Problem

Determine the source (load) current i in the circuit of Figure 3.29 using equivalent
resistance ideas.

R3
+
_vS R2

i

v

+

–

R1

LoadSource

Figure 3.29 Illustration of
equivalent-circuit concept

Solution

Known Quantities: Source voltage, resistor values.

Find: Source current.

Given Data: Figures 3.29, 3.30.

Assumptions: Assume reference node is at the bottom of the circuit.

R3R2R1

REQ

Load circuit

Equivalent 
load circuit

Figure 3.30 Equivalent
load resistance concept
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Analysis: Insofar as the source is concerned, the three parallel resistors appear identical
to a single equivalent resistance of value

REQ = 1
1

R1
+ 1

R2
+ 1

R3

Thus, we can replace the three load resistors with the single equivalent resistor REQ, as
shown in Figure 3.30, and calculate

i = vS

REQ

Comments: Similarly, insofar as the load is concerned, it would not matter whether the
source consisted, say, of a single 6-V battery or of four 1.5-V batteries connected in series.

For the remainder of this chapter, we shall focus on developing techniques
for computing equivalent representations of linear networks. Such representations
will be useful in deriving some simple—yet general—results for linear circuits, as
well as analyzing simple nonlinear circuits.

Thévenin and Norton Equivalent Circuits

This section discusses one of the most important topics in the analysis of electrical
circuits: the concept of an equivalent circuit. It will be shown that it is always
possible to view even a very complicated circuit in terms of much simpler equiv-
alent source and load circuits, and that the transformations leading to equivalent
circuits are easily managed, with a little practice. In studying node voltage and
mesh current analysis, you may have observed that there is a certain correspon-
dence (called duality) between current sources and voltage sources, on the one
hand, and parallel and series circuits, on the other. This duality appears again very
clearly in the analysis of equivalent circuits: it will shortly be shown that equiva-
lent circuits fall into one of two classes, involving either voltage or current sources
and (respectively) either series or parallel resistors, reflecting this same principle
of duality. The discussion of equivalent circuits begins with the statement of two
very important theorems, summarized in Figures 3.31 and 3.32.

Load

i

v
+

–
Source Load

i

v
+

–
+
_

RT

vT

Figure 3.31 Illustration of Thévenin theorem

Load

i

v
+

–
Source Load

i

v
+

–
RNiN

Figure 3.32 Illustration of Norton theorem
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The Thévenin Theorem

As far as a load is concerned, any network composed of ideal voltage and
current sources, and of linear resistors, may be represented by an
equivalent circuit consisting of an ideal voltage source, vT , in series with
an equivalent resistance, RT .

The Norton Theorem

As far as a load is concerned, any network composed of ideal voltage and
current sources, and of linear resistors, may be represented by an
equivalent circuit consisting of an ideal current source, iN , in parallel with
an equivalent resistance, RN .

The first obvious question to arise is, how are these equivalent source voltages, cur-
rents, and resistances computed? The next few sections illustrate the computation
of these equivalent circuit parameters, mostly through examples. A substantial
number of Check Your Understanding exercises are also provided, with the fol-
lowing caution: The only way to master the computation of Thévenin and Norton
equivalent circuits is by patient repetition.

Determination of Norton or Thévenin Equivalent
Resistance

The first step in computing a Thévenin or Norton equivalent circuit consists of
finding the equivalent resistance presented by the circuit at its terminals. This is
done by setting all sources in the circuit equal to zero and computing the effective
resistance between terminals. The voltage and current sources present in the circuit
are set to zero by the same technique used with the principle of superposition:
voltage sources are replaced by short circuits, current sources by open circuits. To
illustrate the procedure, consider the simple circuit of Figure 3.33; the objective
is to compute the equivalent resistance the load RL “sees” at port a-b.

In order to compute the equivalent resistance, we remove the load resistance
from the circuit and replace the voltage source, vS , by a short circuit. At this
point—seen from the load terminals—the circuit appears as shown in Figure 3.34.
You can see that R1 and R2 are in parallel, since they are connected between the
same two nodes. If the total resistance between terminals a and b is denoted by
RT , its value can be determined as follows:

RT = R3 + R1 ‖ R2 (3.28)

R2 

R1

+
_vS RL

Complete circuit

Circuit with  load removed
for computation of RT . The voltage
source is replaced by a short circuit.

R3

R2 

R1 R3

vS

a

b

a

b

Figure 3.33 Computation
of Thévenin resistance

An alternative way of viewing RT is depicted in Figure 3.35, where a hy-
pothetical 1-A current source has been connected to the terminals a and b. The
voltage vx appearing across the a-b pair will then be numerically equal toRT (only
because iS = 1 A!). With the 1-A source current flowing in the circuit, it should
be apparent that the source current encounters R3 as a resistor in series with the
parallel combination of R1 and R2, prior to completing the loop.
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R2 

a

b

R3

R1 

a

b

R3

R1||R2 RT

Figure 3.34 Equivalent
resistance seen by the load

R2 

a

b

R3

R1 

RT  = R1 || R2  +  R3

vx

+

–

iS

R1

R3

iSR2 iS

What is the total resistance the 
current iS will encounter in flowing 
around the circuit?

Figure 3.35 An alternative
method of determining the
Thévenin resistance

Summarizing the procedure, we can produce a set of simple rules as an aid
in the computation of the Thévenin (or Norton) equivalent resistance for a linear
resistive circuit:

F O C U S O N M E T H O D O L O G Y

Computation of Equivalent Resistance of a One-Port Network

1. Remove the load.

2. Zero all independent voltage and current sources.

3. Compute the total resistance between load terminals, with the load
removed. This resistance is equivalent to that which would be
encountered by a current source connected to the circuit in place of the
load.

We note immediately that this procedure yields a result that is independent of the
load. This is a very desirable feature, since once the equivalent resistance has
been identified for a source circuit, the equivalent circuit remains unchanged if we
connect a different load. The following examples further illustrate the procedure.

EXAMPLE 3.11 Thévenin Equivalent Resistance

Problem

Find the Thévenin equivalent resistance seen by the load RL in the circuit of Figure 3.36.

Solution

Known Quantities: Resistor and current source values.
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R3

RL

R5 a

b

I R4R2R1

Figure 3.36

Find: Thévenin equivalent resistance RT .

Schematics, Diagrams, Circuits, and Given Data: R1 = 20
; R2 = 20
; I = 5 A;
R3 = 10
; R4 = 20
; R5 = 10
.

Assumptions: Assume reference node is at the bottom of the circuit.

Analysis: Following the methodology box introduced in the present section, we first set
the current source equal to zero, by replacing it with an open circuit. The resulting circuit
is depicted in Figure 3.37. Looking into terminal a-b we recognize that, starting from the
left (away from the load) and moving to the right (toward the load) the equivalent
resistance is given by the expression

RT = [((R1||R2)+ R3) ||R4] + R5

= [((20||20)+ 10) ||20] + 10 = 20


R3 R5 a

b

R4R2R1

Figure 3.37

Comments: Note that the reduction of the circuit started at the farthest point away from
the load.

EXAMPLE 3.12 Thévenin Equivalent Resistance

Problem

Compute the Thévenin equivalent resistance seen by the load in the circuit of Figure 3.38.

R1

RL

R3 a

b

I R4R2V +
_

Figure 3.38

Solution

Known Quantities: Resistor values.

Find: Thévenin equivalent resistance RT .
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Schematics, Diagrams, Circuits, and Given Data: V = 5 V; R1 = 2
; R2 = 2
;
R3 = 1
; I = 1 A, R4 = 2
.

Assumptions: Assume reference node is at the bottom of the circuit.

Analysis: Following the Thévenin equivalent resistance methodology box, we first set
the current source equal to zero, by replacing it with an open circuit, then set the voltage
source equal to zero by replacing it with a short circuit. The resulting circuit is depicted in
Figure 3.39. Looking into terminal a-b we recognize that, starting from the left (away
from the load) and moving to the right (toward the load), the equivalent resistance is given
by the expression

RT = ((R1||R2)+ R3) ||R4

= ((2||2)+ 1) ||2 = 1 


R3 a

b

R4R2R1

Figure 3.39
Comments: Note that the reduction of the circuit started at the farthest point away from
the load.

As a final note, it should be remarked that the Thévenin and Norton equivalent
resistances are one and the same quantity:

RT = RN (3.29)

Therefore, the preceding discussion holds whether we wish to compute a Norton
or a Thévenin equivalent circuit. From here on we shall use the notation RT

exclusively, for both Thévenin and Norton equivalents. Check Your Understanding
Exercise 3.13 will give you an opportunity to explain why the two equivalent
resistances are one and the same.

Check Your Understanding
3.13 Apply the methods described in this section to show that RT = RN in the circuits
of Figure 3.40.

RN

RT

+
_VT RL IN RL

Figure 3.40

2.5 kΩ

5 V

RL

+
_

5 kΩ3 kΩ
5 kΩ 

2 kΩ

a

b

Figure 3.41

3.14 Find the Thévenin equivalent resistance of the circuit of Figure 3.41 seen by the
load resistor, RL.

3.15 Find the Thévenin equivalent resistance seen by the load resistor,RL, in the circuit
of Figure 3.42.

3.16 For the circuit of Figure 3.43, find the Thévenin equivalent resistance seen by the
load resistor, RL.
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2 Ω

10 V

RL

+
_

10 Ω

3 Ω

a

b

4 Ω

2 Ω

0.5 A

6 Ω 5 Ω

Figure 3.42

6 kΩ

20 V RL6 kΩ 3 kΩ

a

b

1 MΩ

2 kΩ3 kΩ

2 kΩ +
_

Figure 3.43

3.17 For the circuit of Figure 3.44, find the Thévenin equivalent resistance seen by the
load resistor, RL.

10 Ω

RL

+
_

10 Ω
1 Ω

20 Ω 
12 V

a

b

Figure 3.44

Computing the Thévenin Voltage

This section describes the computation of the Thévenin equivalent voltage, vT , for
an arbitrary linear resistive circuit. The Thévenin equivalent voltage is defined as
follows: vOC

+

–

One-port
network

+
_

RT

vT vOC = vT

+

–

i = 0

Figure 3.45 Equiva-
lence of open-circuit and
Thévenin voltage

The equivalent (Thévenin) source voltage is equal to the open-circuit
voltage present at the load terminals (with the load removed).

This states that in order to compute vT , it is sufficient to remove the load
and to compute the open-circuit voltage at the one-port terminals. Figure 3.45
illustrates that the open-circuit voltage, vOC, and the Thévenin voltage, vT , must



96 Chapter 3 Resistive Network Analysis

be the same if the Thévenin theorem is to hold. This is true because in the circuit
consisting of vT and RT , the voltage vOC must equal vT , since no current flows
through RT and therefore the voltage across RT is zero. Kirchhoff’s voltage law
confirms that

vT = RT (0)+ vOC = vOC (3.30)

F O C U S O N M E T H O D O L O G Y

Computing the Thévenin Voltage

1. Remove the load, leaving the load terminals open-circuited.

2. Define the open-circuit voltage vOC across the open load terminals

3. Apply any preferred method (e.g., nodal analysis) to solve for vOC.

4. The Thévenin voltage is vT = vOC.

The actual computation of the open-circuit voltage is best illustrated by ex-
amples; there is no substitute for practice in becoming familiar with these compu-
tations. To summarize the main points in the computation of open-circuit voltages,
consider the circuit of Figure 3.33, shown again in Figure 3.46 for convenience. Re-
call that the equivalent resistance of this circuit was given by RT = R3 +R1 ‖ R2.
To compute vOC, we disconnect the load, as shown in Figure 3.47, and immedi-
ately observe that no current flows through R3, since there is no closed circuit
connection at that branch. Therefore, vOC must be equal to the voltage across R2,
as illustrated in Figure 3.48. Since the only closed circuit is the mesh consisting of
vS , R1, and R2, the answer we are seeking may be obtained by means of a simple
voltage divider:

vOC = vR2 = vS
R2

R1 + R2

R2 

R1

+
_vS RL

R3

iL

Figure 3.46

R1

+
_vS

R3

R2 vOC

+

–

Figure 3.47

R1

+
_vS

R3

R2 vOC

+

–

vOC

+

–

+ –0V

i

Figure 3.48

It is instructive to review the basic concepts outlined in the example by
considering the original circuit and its Thévenin equivalent side by side, as shown
in Figure 3.49. The two circuits of Figure 3.49 are equivalent in the sense that the
current drawn by the load, iL, is the same in both circuits, that current being given
by:

iL = vS · R2

R1 + R2
· 1

(R3 + R1 ‖ R2)+ RL

= vT

RT + RL

(3.31)

R2 

R1

+
_vS RL

R3

iL

R2

R1 + R2

vS

R3 + R1 || R2

+
_ RL

iL

A circuit Its Thévenin equivalent

Figure 3.49 A circuit and its Thévenin equivalent
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The computation of Thévenin equivalent circuits is further illustrated in the
following examples.

EXAMPLE 3.13 Thévenin Equivalent Voltage (Open-Circuit
Load Voltage)

Problem

Compute the open-circuit voltage, vOC, in the circuit of Figure 3.50.

Solution

Known Quantities: Source voltage, resistor values.

Find: Open-circuit voltage, vOC.

Schematics, Diagrams, Circuits, and Given Data: V = 12 V; R1 = 1
; R2 = 10
;
R3 = 20 
.

V

vOC

va

vb

+

–+
_

R310 Ω

R1

R2

v

Figure 3.50

Assumptions: Assume reference node is at the bottom of the circuit.

Analysis: Following the Thévenin voltage methodology box, we first remove the load
and label the open-circuit voltage, vOC. Next, we observe that, since vb is equal to the
reference voltage, (i.e., zero), the node voltage va will be equal, numerically, to the
open-circuit voltage. If we define the other node voltage to be v, nodal analysis will be the
natural technique for arriving at the solution. Figure 3.50 depicts the original circuit ready
for nodal analysis. Applying KCL at the two nodes, we obtain the following two
equations:

12 − v

1
− v

10
− v − va

10
= 0

v − va

10
− va

20
= 0

In matrix form we can write:[
1.2 −0.1

−0.1 0.15

] [
v

va

]
=

[
12

0

]

Solving the above matrix equations yields: v = 10.588 V; va = 7.059 V.

Comments: Note that the determination of the Thévenin voltage is nothing more than
the careful application of the basic circuit analysis methods presented in earlier sections.
The only difference is that we first need to properly identify and define the open-circuit
load voltage. You will find the solution to the same example computed by MathCad in the
electronic files that accompany this book.

EXAMPLE 3.14 Load Current Calculation by Thévenin
Equivalent Method

Problem

Compute the load current, i, by the Thévenin equivalent method in the circuit of Figure
3.51.
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R3

+
_

I

R1

R2

V

i
a

b

Figure 3.51

Solution

Known Quantities: Source voltage, resistor values.

Find: Load current, i.

Schematics, Diagrams, Circuits, and Given Data: V = 24 V; I = 3 A; R1 = 4 
;
R2 = 12 
; R1 = 6 
.

R1

a

b

R2

Figure 3.52

Assumptions: Assume reference node is at the bottom of the circuit.

Analysis: We first compute the Thévenin equivalent resistance. According to the method
proposed earlier, we zero the two sources by shorting the voltage source and opening the
current source. The resulting circuit is shown in Figure 3.52. We can clearly see that
RT = R1‖R2 = 4‖12 = 3 
.

Following the Thévenin voltage methodology box, we first remove the load and label
the open-circuit voltage, vOC. The circuit is shown in Figure 3.53. Next, we observe that,
since vb is equal to the reference voltage (i.e., zero) the node voltage va will be equal,
numerically, to the open-circuit voltage. In this circuit, a single nodal equation is required
to arrive at the solution:

V − va

R1
+ I − va

R2
= 0

Substituting numerical values, we find that va = vOC = vT = 27 V.

V

vOC

va

vb

+

–+
_

R2I

R1

Figure 3.53

3 Ω

+
_ 6 Ω

i

27 V

Figure 3.54 Thévenin
equivalent

Finally, we assemble the Thévenin equivalent circuit, shown in Figure 3.54, and
reconnect the load resistor. Now the load current can be easily computed to be:

i = vT

RT + RL

= 27

3 + 6
= 3 A

Comments: It may appear that the calculation of load current by the Thévenin equivalent
method leads to more complex calculations than, say, node voltage analysis (you might
wish to try solving the same circuit by nodal analysis to verify this). However, there is one
major advantage to equivalent circuit analysis: Should the load change (as is often the
case in many practical engineering situations), the equivalent circuit calculations still
hold, and only the (trivial) last step in the above example needs to be repeated. Thus,
knowing the Thévenin equivalent of a particular circuit can be very useful whenever we
need to perform computations pertaining to any load quantity.

Check Your Understanding
3.18 With reference to Figure 3.46, find the load current, iL, by mesh analysis, if
vS = 10 V, R1 = R3 = 50 
, R2 = 100 
, RL = 150 
.
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3.19 Find the Thévenin equivalent circuit seen by the load resistor, RL, for the circuit
of Figure 3.55.

3.20 Find the Thévenin equivalent circuit for the circuit of Figure 3.56.

30 Ω

60 Ω

+
_ 15 V

RL

a

10 Ω

b

0.25 A

0.5 A

Figure 3.55

40 Ω

100 Ω

+
_50 V RL

a

b

20 Ω 10 ΩA
1
2

A
1
4

20 Ω 2.4 Ω

Figure 3.56

Computing the Norton Current

The computation of the Norton equivalent current is very similar in concept to that
of the Thévenin voltage. The following definition will serve as a starting point:

Definition

The Norton equivalent current is equal to the short-circuit current that
would flow were the load replaced by a short circuit.

An explanation for the definition of the Norton current is easily found by consid-
ering, again, an arbitrary one-port network, as shown in Figure 3.57, where the
one-port network is shown together with its Norton equivalent circuit.

iSCiN RT = RN

iSC
One-port
network

Figure 3.57 Illustration of
Norton equivalent circuit

R2 

R1

+
_vS

R3

iSC
i1 i2

Short circuit
replacing the load

v

Figure 3.58 Computation
of Norton current

It should be clear that the current, iSC, flowing through the short circuit
replacing the load is exactly the Norton current, iN , since all of the source current
in the circuit of Figure 3.57 must flow through the short circuit. Consider the
circuit of Figure 3.58, shown with a short circuit in place of the load resistance.
Any of the techniques presented in this chapter could be employed to determine
the current iSC. In this particular case, mesh analysis is a convenient tool, once it
is recognized that the short-circuit current is a mesh current. Let i1 and i2 = iSC be
the mesh currents in the circuit of Figure 3.58. Then, the following mesh equations
can be derived and solved for the short-circuit current:

(R1 + R2)i1 − R2iSC = vS

−R2i1 + (R2 + R3)iSC = 0

An alternative formulation would employ nodal analysis to derive the equation

vS − v

R1
= v

R2
+ v

R3

leading to

v = vS
R2R3

R1R3 + R2R3 + R1R2
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Recognizing that iSC = v/R3, we can determine the Norton current to be:

iN = v

R3
= vSR2

R1R3 + R2R3 + R1R2

Thus, conceptually, the computation of the Norton current simply requires identify-
ing the appropriate short-circuit current. The following example further illustrates
this idea.

F O C U S O N M E T H O D O L O G Y

Computing the Norton Current

1. Replace the load with a short circuit.

2. Define the short circuit current, iSC, to be the Norton equivalent current.

3. Apply any preferred method (e.g., nodal analysis) to solve for iSC.

4. The Norton current is iN = iSC.

EXAMPLE 3.15 Norton Equivalent Circuit

Problem

Determine the Norton current and the Norton equivalent for the circuit of Figure 3.59.

R2 

V

I

R3
–  +

R1

a

b

Figure 3.59

Solution

Known Quantities: Source voltage and current, resistor values.

Find: Equivalent resistance, RT . Norton current, iN = iSC.

Schematics, Diagrams, Circuits, and Given Data: V = 6 V; I = 2 A; R1 = 6 
;
R2 = 3 
; R3 = 2 
.

Assumptions: Assume reference node is at the bottom of the circuit.

R2 

R3

R1

a

b

Figure 3.60

Analysis: We first compute the Thévenin equivalent resistance. We zero the two sources
by shorting the voltage source and opening the current source. The resulting circuit is
shown in Figure 3.60. We can clearly see that RT = R1‖R2 + R3 = 6‖3 + 2 = 4 
.

Next we compute the Norton current. Following the Norton current methodology
box, we first replace the load with a short circuit, and label the short-circuit current, iSC.
The circuit is shown in Figure 3.61 ready for node voltage analysis. Note that we have
identified two node voltages, v1 and v2, and that the voltage source requires that
v2 − v1 = V . The unknown current flowing through the voltage source is labeled i.
Applying KCL at nodes 1 and 2, we obtain the following set of equations:

I − v1

R1
− i = 0 node 1

i − v2

R2
− v2

R3
= 0 node 2
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R2

v2

I

R3

R1

v1
V

a

b

+  –

i1 i2

iSC

Figure 3.61

To eliminate one of the three unknowns, we substitute v2 − V = v1 in the first equation:

I − v2 − V

R1
− i = 0 node 1

and we rewrite the equations, recognizing that the unknowns are i and v2. Note that the
short-circuit current is iSC = v2/R3.

(1) i +
(

1

R1

)
v2 = I +

(
1

R1

)
V

(−1)i +
(

1

R2
+ 1

R3

)
v2 = 0

Substituting numerical values we obtain[
1 0.1667

−1 0.8333

] [
i

v2

]
=

[
3
0

]

and can numerically solve for the two unknowns to find that i = 2.5 A and v2 = 3 V.
Finally, the Norton or short-circuit current is iN = iSC = v2/R3 = 1.5 A. 1.5 A 4 Ω

a

b

Figure 3.62 Norton
equivalent circuit

Comments: In this example it was not obvious whether nodal analysis, mesh analysis, or
superposition might be the quickest method to arrive at the answer. It would be a very
good exercise to try the other two methods and compare the complexity of the three
solutions. The complete Norton equivalent circuit is shown in Figure 3.62.

Source Transformations

This section illustrates source transformations, a procedure that may be very
useful in the computation of equivalent circuits, permitting, in some circumstances,
replacement of current sources with voltage sources, and vice versa. The Norton
and Thévenin theorems state that any one-port network can be represented by a
voltage source in series with a resistance, or by a current source in parallel with
a resistance, and that either of these representations is equivalent to the original
circuit, as illustrated in Figure 3.63.

An extension of this result is that any circuit in Thévenin equivalent form
may be replaced by a circuit in Norton equivalent form, provided that we use the
following relationship:

vT = RT iN (3.32)

Thus, the subcircuit to the left of the dashed line in Figure 3.64 may be replaced
by its Norton equivalent, as shown in the figure. Then, the computation of iSC
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vT

RT

One-port
network iN RT

+
_

Thévenin equivalent Norton equivalent

Figure 3.63 Equivalence of Thévenin and Norton representations

becomes very straightforward, since the three resistors are in parallel with the
current source and therefore a simple current divider may be used to compute the
short-circuit current. Observe that the short-circuit current is the current flowing
through R3; therefore,

iSC = iN = 1/R3

1/R1 + 1/R2 + 1/R3

vS

R1
= vSR2

R1R3 + R2R3 + R1R2
(3.33)

which is the identical result obtained for the same circuit in the preceding section,
as you may easily verify. This source transformation method can be very useful,
if employed correctly. Figure 3.65 shows how one can recognize subcircuits
amenable to such source transformations. Example 3.16 is a numerical example
illustrating the procedure.

R2 

R1

vS

R3

iSC+
_

R2 
vS

R3

iSCR1 
R1

Figure 3.64 Effect of source
transformation

iS
+
_

Thévenin subcircuits

R

R

vS
+
_

iS Ror

Node a

Node b

a

b

a

b

vS
or

Norton subcircuits

a

b

Figure 3.65 Subcircuits amenable to source transformation

EXAMPLE 3.16 Source Transformations

Problem

Compute the Norton equivalent of the circuit of Fig. 3.66 using source transformations.

Solution

Known Quantities: Source voltages and current, resistor values.

Find: Equivalent resistance, RT ; Norton current, iN = iSC.
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R1 a

b

I
–
+

R3

V2

+
_ R2 RLV1

a'

b'

R4

Figure 3.66

Schematics, Diagrams, Circuits, and Given Data: V1 = 50 V; I = 0.5 A; V2 = 5 V;
R1 = 100 
; R2 = 100 
; R3 = 200 
; R4 = 160 
.

Assumptions: Assume reference node is at the bottom of the circuit.

Analysis: First, we sketch the circuit again, to take advantage of the source
transformation technique; we emphasize the location of the nodes for this purpose, as
shown in Figure 3.67. Nodes a′ and b′ have been purposely separated from nodes a′′ and
b′′ even though these are the same pairs of nodes. We can now replace the branch
consisting of V1 and R1, which appears between nodes a′′ and b′′, with an equivalent
Norton circuit with Norton current source V1/R1 and equivalent resistance R1. Similarly,
the series branch between nodes a′ and b′ is replaced by an equivalent Norton circuit with
Norton current source V2/R3 and equivalent resistance R3. The result of these
manipulations is shown in Figure 3.68. The same circuit is now depicted in Figure 3.69
with numerical values substituted for each component. Note how easy it is to visualize the
equivalent resistance: if each current source is replaced by an open circuit, we find:

RT = R1||R2||R3|| + R4 = 200||100||100 + 160 = 200 


R1 a

b

–
+

R3

V2

+
_ R2 RLV1

a'

b'

R4a"

b"

I

Figure 3.67

a

b

R2 RL

a'

b'

R4a"

b"

I R3
V1

R1

V2

R3
R1

Figure 3.68
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a

b

RL

160 Ω

100 Ω
50
100

200 ΩA
5

200 A A
1
2

100 Ω

Figure 3.69

The calculation of the Norton current is similarly straightforward, since it simply involves
summing the currents:

iN = 0.5 − 0.025 − 0.5 = −0.025 A

Figure 3.70 depicts the complete Norton equivalent circuit connected to the load.

a

b

RL200 Ω0.025 A

Figure 3.70
Comments: It is not always possible to reduce a circuit as easily as was shown in this
example by means of source transformations. However, it may be advantageous to use
source transformation as a means of converting parts of a circuit to a different form,
perhaps more naturally suited to a particular solution method (e.g., nodal analysis).

Experimental Determination of Thévenin and Norton
Equivalents

The idea of equivalent circuits as a means of representing complex and sometimes
unknown networks is useful not only analytically, but in practical engineering ap-
plications as well. It is very useful to have a measure, for example, of the equivalent
internal resistance of an instrument, so as to have an idea of its power requirements
and limitations. Fortunately, Thévenin and Norton equivalent circuits can also be
evaluated experimentally by means of very simple techniques. The basic idea
is that the Thévenin voltage is an open-circuit voltage and the Norton current
is a short-circuit current. It should therefore be possible to conduct appropriate
measurements to determine these quantities. Once vT and iN are known, we can
determine the Thévenin resistance of the circuit being analyzed according to the
relationship

RT = vT

iN
(3.34)

How are vT and iN measured, then?
Figure 3.71 illustrates the measurement of the open-circuit voltage and short-

circuit current for an arbitrary network connected to any load and also illustrates
that the procedure requires some special attention, because of the nonideal nature
of any practical measuring instrument. The figure clearly illustrates that in the
presence of finite meter resistance, rm, one must take this quantity into account
in the computation of the short-circuit current and open-circuit voltage; vOC and
iSC appear between quotation marks in the figure specifically to illustrate that the
measured “open-circuit voltage” and “short-circuit current” are in fact affected by
the internal resistance of the measuring instrument and are not the true quantities.
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a

b

rm

A

a

b

rmV

a

b

+

–

Unknown
network

Unknown
network

Unknown
network

Load

An unknown network connected to a load

Network connected for measurement of short-circuit current 

Network connected for measurement of open-circuit voltage

“iSC”

“vOC”

Figure 3.71 Measurement of open-circuit voltage
and short-circuit current

You should verify that the following expressions for the true short-circuit
current and open-circuit voltage apply (see the material on nonideal measuring
instruments in Section 2.8):

iN = “iSC”

(
1 + rm

RT

)

vT = “vOC”

(
1 + RT

rm

) (3.35)

where iN is the ideal Norton current, vT the Thévenin voltage, and RT the true
Thévenin resistance. If you recall the earlier discussion of the properties of ideal
ammeters and voltmeters, you will recall that for an ideal ammeter, rm should
approach zero, while in an ideal voltmeter, the internal resistance should approach
an open circuit (infinity); thus, the two expressions just given permit the deter-
mination of the true Thévenin and Norton equivalent sources from an (imperfect)
measurement of the open-circuit voltage and short-circuit current, provided that
the internal meter resistance, rm, is known. Note also that, in practice, the inter-
nal resistance of voltmeters is sufficiently high to be considered infinite relative
to the equivalent resistance of most practical circuits; on the other hand, it is
impossible to construct an ammeter that has zero internal resistance. If the inter-
nal ammeter resistance is known, however, a reasonably accurate measurement
of short-circuit current may be obtained. The following example illustrates the
point.
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FOCUS ON
MEASUREMENTS

Experimental Determination of Thévenin Equivalent Circuit
Problem:
Determine the Thévenin equivalent of an unknown circuit from
measurements of open-circuit voltage and short-circuit current.

Solution:
Known Quantities— Measurement of short-circuit current and open-circuit
voltage. Internal resistance of measuring instrument.
Find— Equivalent resistance, RT ; Thévenin voltage, vT = vOC.
Schematics, Diagrams, Circuits, and Given Data— Measured vOC = 6.5 V;
Measured iSC = 3.75 mA; rm = 15 
.
Assumptions— The unknown circuit is a linear circuit containing ideal
sources and resistors only.
Analysis— The unknown circuit, shown on the top left in Figure 3.72, is
replaced by its Thévenin equivalent, and is connected to an ammeter for a
measurement of the short-circuit current (Figure 3.72, top right), and then to
a voltmeter for the measurement of the open-circuit voltage (Figure 3.72,
bottom). The open-circuit voltage measurement yields the Thévenin voltage:

vOC = vT = 6.5 V
To determine the equivalent resistance, we observe in the figure depicting
the voltage measurement that, according to the circuit diagram,

vOC

iSC
= RT + rm

Thus,

RT = vOC

iSC
− rm = 1,733 − 15 = 1,718 


a

b

rm

A

a

b

V

+

–

+
_

+
_

RT

vT

vT

RT

Network connected for measurement of 
short-circuit current (practical ammeter)

An unknown circuit Load
terminals

a

b

Network connected for measurement of 
open-circuit voltage (ideal voltmeter)

“iSC”

“vOC”

Figure 3.72
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Comments— Note how easy the experimental method is, provided
we are careful to account for the internal resistance of
the measuring instruments.

One last comment is in order concerning the practical measurement of the
internal resistance of a network. In most cases, it is not advisable to actually short-
circuit a network by inserting a series ammeter as shown in Figure 3.71; permanent
damage to the circuit or to the ammeter may be a consequence. For example,
imagine that you wanted to estimate the internal resistance of an automotive battery;
connecting a laboratory ammeter between the battery terminals would surely result
in immediate loss of the instrument. Most ammeters are not designed to withstand
currents of such magnitude. Thus, the experimenter should pay attention to the
capabilities of the ammeters and voltmeters used in measurements of this type, as
well as to the (approximate) power ratings of any sources present. However, there
are established techniques especially designed to measure large currents.

3.6 MAXIMUM POWER TRANSFER

The reduction of any linear resistive circuit to its Thévenin or Norton equiva-
lent form is a very convenient conceptualization, as far as the computation of
load-related quantities is concerned. One such computation is that of the power
absorbed by the load. The Thévenin and Norton models imply that some of the
power generated by the source will necessarily be dissipated by the internal circuits
within the source. Given this unavoidable power loss, a logical question to ask is,
how much power can be transferred to the load from the source under the most
ideal conditions? Or, alternatively, what is the value of the load resistance that
will absorb maximum power from the source? The answer to these questions is
contained in the maximum power transfer theorem, which is the subject of the
present section.

vT

RT

Practical source

RL
+
_

Load

iL

Source equivalent

RL

Given vT and RT, what value of RL 
will allow for maximum power 
transfer?

Figure 3.73 Power transfer
between source and load

The model employed in the discussion of power transfer is illustrated in
Figure 3.73, where a practical source is represented by means of its Thévenin
equivalent circuit. The maximum power transfer problem is easily formulated if
we consider that the power absorbed by the load, PL, is given by the expression

PL = i2
LRL (3.36)

and that the load current is given by the familiar expression

iL = vT

RL + RT

(3.37)

Combining the two expressions, we can compute the load power as

PL = v2
T

(RL + RT )2
RL (3.38)

To find the value of RL that maximizes the expression for PL (assuming that VT
and RT are fixed), the simple maximization problem

dPL

dRL

= 0 (3.39)

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw03.htm
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must be solved. Computing the derivative, we obtain the following expression:

dPL

dRL

= v2
T (RL + RT )

2 − 2v2
T RL(RL + RT )

(RL + RT )4
(3.40)

which leads to the expression

(RL + RT )
2 − 2RL(RL + RT ) = 0 (3.41)

It is easy to verify that the solution of this equation is:

RL = RT (3.42)

Thus, in order to transfer maximum power to a load, the equivalent source and
load resistances must be matched, that is, equal to each other.

This analysis shows that in order to transfer maximum power to a load, given
a fixed equivalent source resistance, the load resistance must match the equivalent
source resistance. What if we reversed the problem statement and required that
the load resistance be fixed? What would then be the value of source resistance
that maximizes the power transfer in this case? The answer to this question can
be easily obtained by solving Check Your Understanding Exercise 3.23.

A problem related to power transfer is that of source loading. This phe-
nomenon, which is illustrated in Figure 3.74, may be explained as follows: when
a practical voltage source is connected to a load, the current that flows from the
source to the load will cause a voltage drop across the internal source resistance,
vint; as a consequence, the voltage actually seen by the load will be somewhat lower
than the open-circuit voltage of the source. As stated earlier, the open-circuit volt-
age is equal to the Thévenin voltage. The extent of the internal voltage drop within
the source depends on the amount of current drawn by the load. With reference to
Figure 3.75, this internal drop is equal to iRT , and therefore the load voltage will
be:

vL = vT − iRT (3.43)

It should be apparent that it is desirable to have as small an internal resistance as
possible in a practical voltage source.

vT

vint

+
_ RL

+ –

RT

i

iN v RL

+

–

iint

RT

Source Load

Source Load

Figure 3.74 Source
loading effects

VT

RT

+
_ RL VL

+

–

a

b

a

b

SpeakerAmplifier

Figure 3.75 A simplified model of an audio system

In the case of a current source, the internal resistance will draw some current
away from the load because of the presence of the internal source resistance; this



Part I Circuits 109

current is denoted by iint in Figure 3.74. Thus the load will receive only part of
the short-circuit current available from the source (the Norton current):

iL = iN − v

RT

(3.44)

It is therefore desirable to have a very large internal resistance in a practical current
source. You may wish to refer back to the discussion of practical sources to verify
that the earlier interpretation of practical sources can be expanded in light of the
more recent discussion of equivalent circuits.

EXAMPLE 3.17 Maximum Power Transfer

Problem

Use the maximum power transfer theorem to determine the increase in power delivered to
a loudspeaker resulting from matching the speaker load resistance to the amplifier
equivalent source resistance.

Solution

Known Quantities: Source equivalent resistance, RT ; unmatched speaker load
resistance, RLU; matched loudspeaker load resistance, RLM.

Find: Difference between power delivered to loudspeaker with unmatched and matched
loads, and corresponding percent increase.

Schematics, Diagrams, Circuits, and Given Data: RT = 8 
; RLU = 16 
; RLM = 8 
.

Assumptions: The amplifier can be modeled as a linear resistive circuit, for the purposes
of this analysis.

Analysis: Imagine that we have unknowingly connected an 8-
 amplifier to a 16-

speaker. We can compute the power delivered to the speaker as follows. The load voltage
is found by using the voltage divider rule:

vLU = RLU

RLU + RT

vT = 2

3
vT

and the load power is then computed to be:

PLU = v2
L

RLU
= 4

9

v2
T

RLU
= 0.0278v2

T

Let us now repeat the calculation for the case of a matched 8-
, speaker resistance, RLM.
Let the new load voltage be vLM and the corresponding load power be PLM. Then,

vLM = 1

2
vT

and

PLM = v2
LM

RLM
= 1

4

v2
T

RLM
= 0.03125v2

T

The increase in load power is therefore

�P = 0.03125 − 0.0278

0.0278
× 100 = 12.5%
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Comments: In practice, an audio amplifier and a speaker are not well represented by the
simple resistive Thévenin equivalent models used in the present example. Circuits that are
appropriate to model amplifiers and loudspeakers are presented in later chapters. The
audiophile can find further information concerning hi-fi circuits in Chapters 7 and 16.

Focus on Computer-Aided Tools: A very nice illustration of the maximum power
transfer theorem based on MathCad may be found in the Web references.

Check Your Understanding
3.21 A practical voltage source has an internal resistance of 1.2
 and generates a 30-V
output under open-circuit conditions. What is the smallest load resistance we can connect
to the source if we do not wish the load voltage to drop by more than 2 percent with respect
to the source open-circuit voltage?

3.22 A practical current source has an internal resistance of 12 k
 and generates a
200-mA output under short-circuit conditions. What percent drop in load current will be
experienced (with respect to the short-circuit condition) if a 200-
 load is connected to the
current source?

3.23 Repeat the derivation leading to equation 3.42 for the case where the load resistance
is fixed and the source resistance is variable. That is, differentiate the expression for the
load power, PL, with respect to RS instead of RL. What is the value of RS that results in
maximum power transfer to the load?

3.7 NONLINEAR CIRCUIT ELEMENTS

Until now the focus of this chapter has been on linear circuits, containing ideal
voltage and current sources, and linear resistors. In effect, one reason for the sim-
plicity of some of the techniques illustrated in the earlier part of this chapter is the
ability to utilize Ohm’s law as a simple, linear description of the i-v characteristic
of an ideal resistor. In many practical instances, however, the engineer is faced
with elements exhibiting a nonlinear i-v characteristic. This section explores two
methods for analyzing nonlinear circuit elements.

Description of Nonlinear Elements

There are a number of useful cases in which a simple functional relationship exists
between voltage and current in a nonlinear circuit element. For example, Figure
3.76 depicts an element with an exponential i-v characteristic, described by the
following equations:

i = I0e
αv v > 0

i = −I0 v ≤ 0
(3.45)

There exists, in fact, a circuit element (the semiconductor diode) that very nearly
satisfies this simple relationship. The difficulty in the i-v relationship of equation
3.45 is that it is not possible, in general, to obtain a closed-form analytical solution,
even for a very simple circuit.
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Figure 3.76 i-v
characteristic of exponential
resistor

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw03.htm
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With the knowledge of equivalent circuits you have just acquired, one ap-
proach to analyzing a circuit containing a nonlinear element might be to treat the
nonlinear element as a load, and to compute the Thévenin equivalent of the re-
maining circuit, as shown in Figure 3.77. Applying KVL, the following equation
may then be obtained:

vT = RT ix + vx (3.46)

To obtain the second equation needed to solve for both the unknown voltage, vx ,
and the unknown current, ix , it is necessary to resort to the i-v description of the
nonlinear element, namely, equation 3.45. If, for the moment, only positive volt-
ages are considered, the circuit is completely described by the following system:

ix = I0e
αvx vx > 0

vT = RT ix + vx
(3.47)

The two parts of equation 3.47 represent a system of two equations in two un-
knowns; however, one of these equations is nonlinear. If we solve for the load
voltage and current, for example, by substituting the expression for ix in the linear
equation, we obtain the following expression:

vT = RT I0e
αvx + vx (3.48)

or

vx = vT − RT I0e
αvx (3.49)

Equations 3.48 and 3.49 do not have a closed-form solution; that is, they are
transcendental equations. How can vx be found? One possibility is to generate
a solution numerically, by guessing an initial value (e.g., vx = 0) and iterating
until a sufficiently precise solution is found. This solution is explored further in
the homework problems. Another method is based on a graphical analysis of the
circuit and is described in the following section.

RT

+
_

ix

vT vx

+

–

Nonlinear
element

Nonlinear element as a load. We wish 
to solve for vx and ix.

Figure 3.77 Representation
of nonlinear element in a linear
circuit

Graphical (Load-Line) Analysis of Nonlinear Circuits

The nonlinear system of equations of the previous section may be analyzed in a
different light, by considering the graphical representation of equation 3.46, which
may also be written as follows:

ix = − 1

RT

vx + vT

RT

(3.50)

We notice first that equation 3.50 describes the behavior of any load, linear or
nonlinear, since we have made no assumptions regarding the nature of the load
voltage and current. Second, it is the equation of a line in the ix-vx plane, with
slope −1/RT and ix intercept VT /RT . This equation is referred to as the load-line
equation; its graphical interpretation is very useful and is shown in Figure 3.78.

The load-line equation is but one of two i-v characteristics we have available,
the other being the nonlinear-device characteristic of equation 3.45. The intersec-
tion of the two curves yields the solution of our nonlinear system of equations.
This result is depicted in Figure 3.79.

Finally, another important point should be emphasized: the linear network
reduction methods introduced in the preceding sections can always be employed to
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iX

vx

1
RT

Load-line equation:  ix = –
vT

RT
vx +

vT

–1
RT

vT

RT

Figure 3.78 Load line

ix

vx

i = Ioeαv,v > 0

i-v curve of “exponential resistor”

Solution

1
RT

Load-line equation:  ix =
vT

RT
vx +

vT

RT

vT

Figure 3.79 Graphical solution equations 3.48 and
3.49

reduce any circuit containing a single nonlinear element to the Thévenin equivalent
form, as illustrated in Figure 3.80. The key is to identify the nonlinear element
and to treat it as a load. Thus, the equivalent-circuit solution methods developed
earlier can be very useful in simplifying problems in which a nonlinear load is
present. Example 3.19 illustrates this point.

RT

+
_vT vx

+

–

ix

vx

+

–

Linear
network

ix

Nonlinear
load

Nonlinear
load

Figure 3.80 Transformation of nonlinear circuit of Thévenin
equivalent

EXAMPLE 3.18 Nonlinear Load Power Dissipation

Problem

A linear generator is connected to a nonlinear load in the configuration of Figure 3.80.
Determine the power dissipated by the load.

Solution

Known Quantities: Generator Thévenin equivalent circuit; load i-v characteristic and
load line.

Find: Power dissipated by load, Px .

Schematics, Diagrams, Circuits, and Given Data: RT = 30 
; vT = 15 V.

Assumptions: None.

Analysis: We can model the circuit as shown in Figure 3.80. The objective is to
determine the voltage vx and the current ix using graphical methods. The load-line
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equation for the circuit is given by the expression

ix = − 1

RT

vx + vT

RT

or

ix = − 1

30
vx + 15

30

This equation represents a line in the ix-vx plane, with ix intercept at 0.5 A and vx
intercept at 15 V. In order to determine the operating point of the circuit, we superimpose
the load line on the device i-v characteristic, as shown in Figure 3.81, and determine the
solution by finding the intersection of the load line with the device curve. Inspection of
the graph reveals that the intersection point is given approximately by

ix = 0.14 A vx = 11 V

and therefore the power dissipated by the nonlinear load is

Px = 0.14 × 11 = 1.54 W

It is important to observe that the result obtained in this example is, in essence, a
description of experimental procedures, indicating that the analytical concepts developed
in this chapter also apply to practical measurements.
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Figure 3.81

CONCLUSION

The objective of this chapter was to provide a practical introduction to the analysis of linear
resistive circuits. The emphasis on examples is important at this stage, since we believe that
familiarity with the basic circuit analysis techniques will greatly ease the task of learning
more advanced ideas in circuits and electronics. In particular, your goal at this point should
be to have mastered four analysis methods, summarized as follows:

1. Node voltage and mesh current analysis. These methods are analogous in concept;
the choice of a preferred method depends on the specific circuit. They are generally
applicable to the circuits we will analyze in this book and are amenable to solution by
matrix methods.
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2. The principle of superposition. This is primarily a conceptual aid that may simplify
the solution of circuits containing multiple sources. It is usually not an efficient
method.

3. Thévenin and Norton equivalents. The notion of equivalent circuits is at the heart of
circuit analysis. Complete mastery of the reduction of linear resistive circuits to
either equivalent form is a must.

4. Numerical and graphical analysis. These methods apply in the case of nonlinear
circuit elements. The load-line analysis method is intuitively appealing and will be
employed again in this book to analyze electronic devices.

The material covered in this chapter will be essential to the development of more
advanced techniques throughout the remainder of the book.

CHECK YOUR UNDERSTANDING ANSWERS

CYU 3.1 0.2857 A

CYU 3.2 −18 V

CYU 3.4 5 V

CYU 3.5 2 A

CYU 3.7 12 V

CYU 3.8 1.39 A

CYU 3.14 RT = 2.5 k


CYU 3.15 RT = 7 


CYU 3.16 RT = 4.0 k


CYU 3.17 RT = 7.06 


CYU 3.18 iL = 0.02857 A

CYU 3.19 RT = 30 
; vOC = vT = 5V

CYU 3.20 RT = 10 
; vOC = vT = 0.704 V

CYU 3.21 58.8 


CYU 3.22 1.64%

CYU 3.23 RS = 0 for maximum power transfer to
the load

HOMEWORK PROBLEMS

Section 1: Node/Mesh Analysis

3.1 In the circuit shown in Figure P3.1, the mesh
currents are:

I1 = 5 A I2 = 3 A I3 = 7 A

Determine the branch currents through:
a. R1. b. R2. c. R3.

R1

R4 A

BR5

R2

R3

I2

I1

I3
+

–
VS2

+

–
VS1

+
_

+
_

Figure P3.1

3.2 In the circuit shown in Figure P3.2, the source and
node voltages are:

VS1 = VS2 = 110 V

VA = 103 V VB = −107 V

Determine the voltage across each of the five resistors.

R1

R4 A

BR5

R2

R3

I2

I1

I3
+

–
VS2

+

–
VS1

+
_

+
_

Figure P3.2
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3.3 Using node voltage analysis in the circuit of Figure
P3.3, find the currents i1 and i2.

i1 1 S i2 2 S1A 2A

4 S

Figure P3.3

3.4 Using node voltage analysis in the circuit of Figure
P3.4, find the voltage, v, across the 4-siemens
conductance.

4 S 3 S

3 A

2 A

2 S

1 S

+

v

–

Figure P3.4

3.5 Using node voltage analysis in the circuit of Figure
P3.5, find the current, i, through the voltage source.

4 S 3 S

3 V

2 A

2 S

2 S _ +

i

Figure P3.5

3.6 Using node voltage analysis in the circuit of Figure
P3.6, find the three indicated node voltages.

200 Ω 100 Ω

50i

2 A

50 Ω

75 Ω

i

v1 v2 v3

25 Ω

Figure P3.6

3.7 Using node voltage analysis in the circuit of Figure
P3.7, find the current, i, drawn from the independent
voltage source.

i
1/2 Ω3 V

1/2 Ω

+
_

1/4 Ω

1/4 Ω0.5v

v

Figure P3.7

3.8 The circuit shown in Figure P3.8 is a Wheatstone
bridge circuit. Use node voltage analysis to determine
Va and Vb, and thus determine Va − Vb.

+
_

36 Ω 18 Ω

20 Ω 20 Ω15 V

Va Vb

Figure P3.8

3.9 In the circuit in Figure P3.9, assume the source
voltage and source current and all resistances are
known.
a. Write the node equations required to determine the

node voltages.
b. Write the matrix solution for each node voltage in

terms of the known parameters.

R2

IS

R1

VS

R3

R4

–

+
+
_

Figure P3.9

3.10 For the circuit of Figure P3.10 determine:

R1

R4

R5

R2

R3

+

–
Vs2

+

–
Vs1

+
_

+
_

Figure P3.10
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a. The most efficient way to solve for the voltage
across R3. Prove your case.

b. The voltage across R3.
VS1 = VS2 = 110 V

R1 = 500 m
 R2 = 167 m


R3 = 700 m


R4 = 200 m
 R5 = 333 m


3.11 In the circuit shown in Figure P3.11, VS2 and Rs

model a temperature sensor, i.e.,

VS2 = kT k = 10 V/◦C

VS1 = 24 V Rs = R1 = 12 k


R2 = 3 k
 R3 = 10 k


R4 = 24 k
 VR3 = −2.524 V

The voltage across R3, which is given, indicates the
temperature. Determine the temperature.

R1
R3

R5

R2

R4+

–

+ –

VS2

VR3
+

–
VS1

+
_

+
_

Figure P3.11

3.12 Using KCL, perform a node analysis on the circuit
shown in Figure P3.12 and determine the voltage
across R4. Note that one source is a controlled voltage
source!

VS = 5 V AV = 70 R1 = 2.2 k


R2 = 1.8 k
 R3 = 6.8 k
 R4 = 220 


R3

R1

R2

+ –VR1

+

–
VS +

–
AVVRI

R4

+
_

+
–

Figure P3.12

3.13 Using mesh current analysis, find the voltage, v,
across the 3-
 resistor in the circuit of Figure P3.13.

2 Ω

2 V

1 Ω 2 Ω

v

1 V –
+

+
_

1 Ω

3 Ω 1 Ω
–

+

Figure P3.13

3.14 Using mesh current analysis, find the current, i,
through the 2-
 resistor on the right in the circuit of
Figure P3.14.

i

3 Ω2 V

1 Ω

+
_

2 Ω

2 Ωvx

1 Ω

+
–

+

–
3vx

Figure P3.14

3.15 The circuit shown in Figure P3.10 is a simplified
DC model of a 3-wire distribution service to residential
and commercial buildings. The two ideal sources, R4

and R5, are the Thévenin equivalent circuit of the
distribution system. R1 and R2 represent 110-V
lighting and utility loads of about 800 W and 300 W
respectively. R3 represents a 220-V heating load of
about 3 kW. The numbers above are not actual values
rated (or nominal) values, that is, the typical values for
which the circuit has been designed. Determine the
actual voltages across the three loads.

VS1 = VS2 = 110 V R4 = R5 = 1.3 


R1 = 15 
 R2 = 40 
 R3 = 16 


3.16 Using mesh current analysis, find the voltage, v,
across the current source in the circuit of Figure P3.16.

3 Ω2 V

2 Ω

+
_

1 Ω

2 Ωv
+

–

2 A

3 Ω

Figure P3.16
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3.17 Using mesh current analysis, find the current, i,
through the voltage source in the circuit of Figure P3.5.

3.18 Using mesh current analysis, find the current, i, in
the circuit of Figure P3.6.

3.19 Using mesh current analysis, find the equivalent
resistance, R = v/i, seen by the source of the circuit
in Figure P3.19.

1 Ω

v

+

–

1/2 Ω

1/4 Ω 1/3 Ω

1/5 Ω
i

Figure P3.19

3.20 Using mesh current analysis, find the voltage gain,
Av = v2/v1, in the circuit of Figure P3.20.

v
+

–
v1

1 Ω

+
–1/2 Ω

1/4 Ω

1/4 Ω

v2

+

–
1/4 Ω2v+

_

Figure P3.20

3.21 In the circuit shown in Figure P3.21:

VS1 = VS2 = 450 V

R4 = R5 = 0.25 


R1 = 8 
 R2 = 5 


R3 = 32 


Determine, using KCL and a node analysis, the voltage
across R1, R2, and R3.

R1

R4

R5

R2

R3

+

–
VS2

+

–
VS1

+
_

+
_

Figure P3.21

3.22 F1 and F2 in the circuit shown in Figure P3.22 are
fuses. Under normal conditions they are modeled as a

short circuit. However, if excess current flows through
a fuse, its element melts and the fuse “blows,” i.e., it
becomes an open circuit.

VS1 = VS2 = 115 V

R1 = R2 = 5 
 R3 = 10 


R4 = R5 = 200 m 


Normally, the voltages across R1, R2, and R3 are 106.5
V, −106.5 V, and 213.0 V. If F1 now blows, or opens,
determine, using KCL and a node analysis, the new
voltages across R1, R2, and R3.

R1

R4 F1

R5 F2

R2

R3

+

–
VS2

+

–
VS1

+
_

+
_

Figure P3.22

3.23 F1 and F2 in the circuit shown in Figure P3.22 are
fuses. Under normal conditions they are modeled as a
short circuit. However, if excess current flows through
a fuse, it “blows” and the fuse becomes an open circuit.

VS1 = VS2 = 120 V

R1 = R2 = 2 
 R3 = 8 


R4 = R5 = 250 m 


If F1 blows, or opens, determine, using KCL and a
node analysis, the voltages across R1, R2, R3, and F1.

3.24 The circuit shown in Figure P3.24 is a simplified
DC version of an AC three-phase Y-Y electrical
distribution system commonly used to supply
industrial loads, particularly rotating machines.

VS1 = VS2 = VS3 = 170 V

RW1 = RW2 = RW3 = 0.7 


R1 = 1.9 
 R2 = 2.3 


R3 = 11 


Determine:
a. The number of unknown node voltages and mesh

currents.
b. Node voltages.
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R1

RW1

RW3

RW2 R2

R3

+

+

+ –

–

–

VS1

VS3

VS2

+_

+_

+ _

Figure P3.24

3.25 The circuit shown in Figure P3.24 is a simplied DC
version of an AC three-phase Y-Y electrical
distribution system commonly used to supply
industrial loads, particularly rotating machines.

VS1 = VS2 = VS3 = 170 V

RW1 = RW2 = RW3 = 0.7 


R1 = 1.9 
 R2 = 2.3 


R3 = 11 


A node analysis with KCL and a ground at the terminal
common to the three sources gives the only unknown
node voltage VN = 28.94 V. If the node voltages in a
circuit are known, all other voltages and currents in the
circuit can be determined. Determine the current
through and voltage across R1.

3.26 The circuit shown in Figure P3.24 is a simplified
DC version of a typical 3-wire, 3-phase AC Y-Y
distribution system. Write the mesh (or loop)
equations and any additional equations required to
determine the current through R1 in the circuit shown.

3.27 Determine the branch currents using KVL and loop
analysis in the circuit of Figure P3.24.

VS2 = VS3 = 110 V VS1 = 90 V

R1 = 7.9 
 R2 = R3 = 3.7 


RW1 = RW2 = RW3 = 1.3 


3.28 F1 and F2 in the circuit shown in Figure P3.22 are
fuses. Under normal conditions they are modeled as a
short circuit. However, if excess current flows through
a fuse, its element melts and the fuse “blows”; i.e., it
becomes an open circuit.

VS1 = VS2 = 115 V

R1 = R2 = 5 
 R3 = 10 


R4 = R5 = 200 m


Determine, using KVL and a mesh analysis, the
voltages across R1, R2, and R3 under normal
conditions, i.e., no blown fuses.

3.29 Using KVL and a mesh analysis only, determine
the voltage across R1 in the 2-phase, 3-wire power
distribution system shown in Figure P3.22. R1 and R2

represent the 110-V loads. A light bulb rated at 100 W
and 110 V has a resistance of about 100 
. R3

represents the 220-V loads. A microwave oven rated at
750 W and 220 V has a resistance of about 65 
. R4

and R5 represent losses in the distribution system
(normally much, much smaller than the values given
below). Fuses are normally connected in the path
containing these resistances to protect against current
overloads.

VS1 = VS2 = 110 V R4 = R5 = 13 


R1 = 100 
 R2 = 22 
 R3 = 70 


3.30 F1 and F2 in the circuit shown in Figure P3.22 are
fuses. Under normal conditions they are modeled as
short circuits, in which case the voltages across R1 and
R2 are 106.5 V and that across R3 is 213.0 V. However,
if excess current flows through a fuse, its element melts
and the fuse “blows”; i.e., it becomes an open circuit.

VS1 = VS2 = 115 V R4 = R5 = 200 m


R1 = R2 = 5 
 R3 = 10 


If F1 “blows” or opens, determine, using KVL and a
mesh analysis, the voltages across R1, R2, and R3 and
across the open fuse.

3.31 F1 and F2 in the circuit shown in Figure P3.22 are
fuses. Under normal conditions they are modeled as
short circuits. Because of the voltage drops across the
distribution losses, modeled here as R4 and R5, the
voltages across R1 and R2 (the 110-V loads) are
somewhat less than the source voltages and across R3

[the 220-V loads] somewhat less than twice one of the
source voltages. If excess current flows through a fuse,
its element melts and the fuse “blows”; i.e., it becomes
an open circuit.

VS1 = VS2 = 115 V R4 = R5 = 1 


R1 = 4 
 R2 = 7.5 
 R3 = 12.5 


If F1 blows, or opens, determine, using KVL and a
mesh analysis, the voltages across R1, R2, and R3 and
across the open fuse.

Section 2: Equivalent Circuits

3.32 Find the Thévenin equivalent circuit as seen by the
3-
 resistor for the circuit of Figure P3.32.

5 Ω

+
_

1 Ω

4 Ω 3 Ω36 V

Figure P3.32

3.33 Find the voltage, v, across the 3-
 resistor in the
circuit of Figure P3.33 by replacing the remainder of
the circuit with its Thévenin equivalent.
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2 Ω

4 Ω 3 Ω

+–

2 Ω

2 A

3 V

+

–
v

Figure P3.33

3.34 Find the Thévenin equivalent for the circuit of
Figure P3.34.

i

4 Ω

+
– 2 Ω4i10 V

Figure P3.34

3.35 Find the Thévenin equivalent for the circuit of
Figure P3.35.

2 Ω

+
– 2v25 V

3 Ω

–
+v

–

+

Figure P3.35

3.36 Find the Norton equivalent of the circuit of Figure
P3.34.

3.37 Find the Norton equivalent of the circuit of Figure
P3.37.

v
+

–

3 Ω

+
–6 Ω

2 Ω

4 Ω

v/2+
_10 V

Figure P3.37

3.38 Find the Norton equivalent of the circuit to the left
of the 2-
 resistor in Figure P3.38.

1 Ω

3 Ω

3 Ω

+
_2 V

1 Ω

2 A 2 Ω

Figure P3.38

3.39 Find the Norton equivalent to the left of terminals
a and b of the circuit shown in Figure P3.39.

1 Ω

–

3 Ω

2 Ω8 V

5 Ω

a

b

+

Figure P3.39

3.40 In the circuit shown in Figure P3.40, VS models the
voltage produced by the generator in a power plant,
and Rs models the losses in the generator, distribution
wire, and transformers. The three resistances model
the various loads connected to the system by a
customer. How much does the voltage across the total
load change when the customer connects the third load
R3 in parallel with the other two loads?

VS = 110 V Rs = 19 m


R1 = R2 = 930 m
 R3 = 100 m


Power
plant

+

–

Customer

R3R2R1

RS

VS
+
_

Figure P3.40

3.41 In the circuit shown in Figure P3.41, VS models the
voltage produced by the generator in a power plant,
and Rs models the losses in the generator, distribution
wire, and transformers. R1, R2, and R3 model the
various loads connected by a customer. How much
does the voltage across the total load change when the
customer closes switch S3 and connects the third load
R3 in parallel with the other two loads?

VS = 450 V Rs = 19 m


R1 = R2 = 1.3 
 R3 = 500 m
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Power system

+

–
R3

S3

R2R1

RS

VS
+
_

Figure P3.41

3.42 A nonideal voltage source is modeled in Figure
P3.42 as an ideal source in series with a resistance that
models the internal losses; i.e., dissipates the same
power as the internal losses. In the circuit shown in
Figure P3.42, with the load resistor removed so that the
current is zero (i.e., no load), the terminal voltage of
the source is measured and is 20 V. Then, with
RL = 2.7 k
, the terminal voltage is again measured
and is now 18 V. Determine the internal resistance and
the voltage of the ideal source.

Nonideal source

+

–
RL

RS

VS

+

–

VR

IT

+
_

Figure P3.42

3.43 The circuit of Figure P3.43 is part of the DC
biasing network in many transistor amplifier stages.
Determining its Thévenin equivalent circuit
considerably simplifies analysis of the amplifier.
Determine the Thévenin equivalent circuit with respect
to the port shown.

R1 = 1.3 M
 R2 = 220 k
 VCC = 20 V

R1

R2

+

–
VCC

Port

+
_

Figure P3.43

3.44 The circuit of Figure P3.44 shows a battery in
parallel with a mechanical generator supplying a load.

VB = 11 V VG = 12 V

RB = 0.7 
 RG = 0.3 
 RL = 7 
.

Determine:
a. The Thévenin equivalent of the circuit to the right

of the terminal pair or port X-X′.
b. The terminal voltage of the battery, i.e., the voltage

between X and X′.

RL

RG

+

–
VG

RB

X Y

X′ Y′

+

–
VB

+
_

+
_

Figure P3.44

3.45 The circuit of Figure P3.45 shows a battery in
parallel with a mechanical generator supplying a load.

VB = 11 V VG = 12 V

RB = 0.7 
 RG = 0.3 
 RL = 7.2 


Determine:
a. The Thévenin equivalent of the circuit to the left of

the terminal pair or port Y -Y ′.
b. The terminal voltage of the battery, i.e., the voltage

between Y and Y ′.

RL

RG

+

–
VG

RB

X Y

X′ Y′

+

–
VB

+
_

+
_

Figure P3.45

3.46 Find the Norton equivalent resistance of the circuit
in Figure P3.46 by applying a voltage source vo and
calculating the resulting current io.

6 Ω

+ 2 Ωv–

2i

i

Figure P3.46
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3.47 The circuit shown in Figure P3.47 is in the form of
what is known as a differential amplifier. Find an
expression for vo in terms of v1 and v2 using
Thévenin’s or Norton’s theorem.

2 Ω

+

4 Ω

–

i1

i1

v1
+
–

i2

2 Ω

5 Ω

+– vO

4 Ω

i2

v2

Figure P3.47

3.48 Refer to the circuit of Figure P3.35. Assume the
Thévenin voltage is known to be 2 V, positive at the
bottom terminal. Find the new source voltage.

Section 3: Superposition

3.49 With reference to Figure P3.49, determine the
current through R1 due only to the source VS2.

VS1 = 110 V VS2 = 90 V

R1 = 560 
 R2 = 3.5 k


R3 = 810 


VS2

R2

R3

R1

–

+

VS1

–

+
+
_

+
_

Figure P3.49

3.50 Determine, using superposition, the voltage across
R in the circuit of Figure P3.50.

IB = 12 A RB = 1 


VG = 12 V RG = 0.3 


R = 0.23 


RB RIB

RG

+

–
VG

+
_

Figure P3.50

3.51 Using superposition, determine the voltage across
R2 in the circuit of Figure P3.51.

VS1 = VS2 = 12 V

R1 = R2 = R3 = 1 k


R3

+

–
VS1

R2

R1

+

–
VS2

+
_

+
_

Figure P3.51

3.52 With reference to Figure P3.52, using
superposition, determine the component of the current
through R3 that is due to VS2.

VS1 = VS2 = 450 V

R1 = 7 
 R2 = 5 


R3 = 10 
 R4 = R5 = 1 


VS2

R4

R5

R3

–

+

VS1

–

+

R2

R1
+
_

+
_

Figure P3.52

3.53 The circuit shown in Figure P3.24 is a simplified
DC version of an AC three-phase electrical distribution
system.

VS1 = VS2 = VS3 = 170 V

RW1 = RW2 = RW3 = 0.7 


R1 = 1.9 
 R2 = 2.3 


R3 = 11 


To prove how cumbersome and inefficient (although
sometimes necessary) the method is, determine, using
superposition, the current through R1.

Section 4: Maximum Power Transfer

3.54 The equivalent circuit of Figure P3.54 has:

VTH = 12 V Req = 8 


If the conditions for maximum power transfer exist,
determine:
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a. The value of RL.
b. The power developed in RL.
c. The efficiency of the circuit, that is, the ratio of

power absorbed by the load to power supplied by
the source.

RL

+

–
VTH

Req+
_

Figure P3.54

3.55 The equivalent circuit of Figure P3.54 has:

VTH = 35 V Req = 600 


If the conditions for maximum power transfer exist,
determine:
a. The value of RL.
b. The power developed in RL.
c. The efficiency of the circuit.

3.56 A nonideal voltage source can be modeled as an
ideal voltage source in series with a resistance
representing the internal losses of the source as shown
in Figure P3.56. A load is connected across the
terminals of the nonideal source.

VS = 12 V RS = 0.3 


a. Plot the power dissipated in the load as a function
of the load resistance. What can you conclude from
your plot?

b. Prove, analytically, that your conclusion is valid in
all cases.

I

R

RS

+

–
VS

+
_

Figure P3.56

Section 5: Nonlinear Circuit Elements

3.57 Write the node voltage equations in terms of v1 and
v2 for the circuit of Figure P3.57. The two nonlinear
resistors are characterized by

ia = 2v3
a

ib = v3
b + 10vb

Do not solve the resulting equations.

1 Ω

ia

va
ib

Ra

vbRb

+

–

+ –

26 A1 A

v1 v2

Figure P3.57

3.58 We have seen that some devices do not have a linear
current-voltage characteristic for all i and v—that is, R
is not constant for all values of current and voltage.
For many devices, however, we can estimate the
characteristics by piecewise linear approximation. For
a portion of the characteristic curve around an
operating point, the slope of the curve is relatively
constant. The inverse of this slope at the operating
point is defined as “incremental resistance,” Rinc:

Rinc = dV

dI

∣∣∣∣
[V0,I0]

≈ �V

�I

∣∣∣∣
[V0,I0]

where [V0, I0] is the operating point of the circuit.
a. For the circuit of Figure P3.58, find the operating

point of the element that has the characteristic
curve shown.

b. Find the incremental resistance of the nonlinear
element at the operating point of part a.

c. If VT were increased to 20 V, find the new
operating point and the new incremental resistance.

+
_ Nonlinear

element

RT

VT

VT = 15 V RT = 200 Ω

V

I

I = 0.0025V 2

Figure P3.58

3.59 The device in the circuit in Figure P3.59 is a
temperature sensor with the nonlinear i-v
characteristic shown. The remainder of the circuit in
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which the device is connected has been reduced to a
Thévenin equivalent circuit with:

VTH = 2.4 V Req = 19.2 


Determine the current through the nonlinear device.

+

–

v

i
Req

+

–
VTH

N.
L.
D.

(a)

1
v (V)

(b)

2 3

50

100

150

i (
m

a)

Figure P3.59

3.60 The device in the circuit in Figure P3.60 is an
induction motor with the nonlinear i-v characteristic
shown. Determine the current through and the voltage
across the nonlinear device.

VS = 450 V R = 9 


+

–

VD

iDR

+

–
VS

N.
L.
D.

(a)

+
_

150
vD (V)

(b)

300 450

20

40

60

i D
 (

a)

STALL

Figure P3.60

3.61 The nonlinear device in the circuit shown in Figure
P3.61 has the i-v characteristic given.

VS = VTH = 1.5 V R = Req = 60 


Determine the voltage across and the current through
the nonlinear device.

+

–
vD

iD
R

+

–
VS

(a)

N.L.+
_

0.5
vD (V)

(b)

1.0 1.5

10

20

30

i D
 (

m
a)

Figure P3.61

3.62 The resistance of the nonlinear device in the circuit
in Figure P3.62 is a nonlinear function of pressure.
The i-v characteristic of the device is shown as a
family of curves for various pressures. Construct the
DC load line. Plot the voltage across the device as a
function of pressure. Determine the current through
the device when P = 30 psig.

VS = VTH = 2.5 V R = Req = 125 


+

–

vD

iDR

+

–
VS

N.
L.
D.

(a)

+
_

1.0
vD (V)

(b)

2.0 3.0

10 psig

20

253040

10

20

30

i D
 (

m
a)

Figure P3.62



124 Chapter 3 Resistive Network Analysis

3.63 The resistance of the nonlinear device in the
circuits shown in Figure P3.63 is a nonlinear function
of pressure. The i-v characteristic of the device is
shown as a family of curves for various pressures.
Construct the DC load line and determine the current
through the device when P = 40 kPa.

VS = VTH = 2.5 V R = Req = 125 


+

–

vD

iDR

+

–
VS

N.
L.
D.

(a)

+
_

1.0
vD (V)

(b)

2.0 3.0

10 psig

20

253040

10

20

30

i D
 (

m
a)

Figure P3.63

3.64 The nonlinear device in the circuit shown in Figure
P3.64 has the i-v characteristic:

iD = Ioe
vD/VT

Io = 10−15 A VT = 26 mV

VS = VTH = 1.5 V

R = Req = 60 


Determine an expression for the DC load line. Then
use an iterative technique to determine the voltage
across and current through the nonlinear device.

+

–
vD

iDR

+

–
VS N.L.+

_

Figure P3.64
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C H A P T E R

4

AC Network Analysis

n this chapter we introduce energy-storage elements and the analysis of circuits
excited by sinusoidal voltages and currents. Sinusoidal (or AC) signals con-
stitute the most important class of signals in the analysis of electrical cir-
cuits. The simplest reason is that virtually all of the electric power used in

households and industries comes in the form of sinusoidal voltages and currents.
The chapter is arranged as follows. First, energy-storage elements are intro-

duced, and time-dependent signal sources and the concepts of average and root-
mean-square (rms) values are discussed. Next, we analyze the circuit equations
that arise when time-dependent signal sources excite circuits containing energy-
storage elements; in the course of this discussion, it will become apparent that
differential equations are needed to describe the dynamic behavior of these cir-
cuits. The remainder of the chapter is devoted to the development of circuit analysis
techniques that greatly simplify the solution of dynamic circuits for the special case
of sinusoidal signal excitation; the more general analysis of these circuits will be
completed in Chapter 5.

By the end of the chapter, you should have mastered a number of concepts
that will be used routinely in the remainder of the book; these are summarized as
follows:

• Definition of the i-v relationship for inductors and capacitors.
• Computation of rms values for periodic waveforms.
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• Representation of sinusoidal signals by complex phasors.
• Impedance of common circuit elements.
• AC circuit analysis by Kirchhoff’s laws and equivalent-circuit methods.

4.1 ENERGY-STORAGE (DYNAMIC) CIRCUIT
ELEMENTS

The ideal resistor was introduced through Ohm’s law in Chapter 2 as a useful ide-
alization of many practical electrical devices. However, in addition to resistance
to the flow of electric current, which is purely a dissipative (i.e., an energy-loss)
phenomenon, electric devices may also exhibit energy-storage properties, much
in the same way a spring or a flywheel can store mechanical energy. Two distinct
mechanisms for energy storage exist in electric circuits: capacitance and induc-
tance, both of which lead to the storage of energy in an electromagnetic field.
For the purpose of this discussion, it will not be necessary to enter into a detailed
electromagnetic analysis of these devices. Rather, two ideal circuit elements will
be introduced to represent the ideal properties of capacitive and inductive energy
storage: the ideal capacitor and the ideal inductor. It should be stated clearly
that ideal capacitors and inductors do not exist, strictly speaking; however, just
like the ideal resistor, these “ideal” elements are very useful for understanding the
behavior of physical circuits. In practice, any component of an electric circuit will
exhibit some resistance, some inductance, and some capacitance—that is, some
energy dissipation and some energy storage.

The Ideal Capacitor

A physical capacitor is a device that can store energy in the form of a charge
separation when appropriately polarized by an electric field (i.e., a voltage). The
simplest capacitor configuration consists of two parallel conducting plates of cross-
sectional area A, separated by air (or another dielectric1 material, such as mica
or Teflon). Figure 4.1 depicts a typical configuration and the circuit symbol for a
capacitor.

d

+

_

Parallel-plate capacitor with air
gap d (air is the dielectric)

+

_

Circuit
symbol

C

C = ε A
d

 = 8.854 × 10 
_12   F

m

ε = permittivity of air

A

Figure 4.1 Structure of
parallel-plate capacitor

The presence of an insulating material between the conducting plates does
not allow for the flow of DC current; thus, a capacitor acts as an open circuit
in the presence of DC currents. However, if the voltage present at the capacitor
terminals changes as a function of time, so will the charge that has accumulated
at the two capacitor plates, since the degree of polarization is a function of the
applied electric field, which is time-varying. In a capacitor, the charge separation
caused by the polarization of the dielectric is proportional to the external voltage,
that is, to the applied electric field:

Q = CV (4.1)

where the parameter C is called the capacitance of the element and is a measure
of the ability of the device to accumulate, or store, charge. The unit of capacitance
is the coulomb/volt and is called the farad (F). The farad is an unpractically large
unit; therefore it is common to use microfarads (1 µF = 10−6 F) or picofarads
(1 pF = 10−12 F). From equation 4.1 it becomes apparent that if the external

1A dielectric material is a material that is not an electrical conductor but contains a large number of
electric dipoles, which become polarized in the presence of an electric field.
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voltage applied to the capacitor plates changes in time, so will the charge that is
internally stored by the capacitor:

q(t) = Cv(t) (4.2)

Thus, although no current can flow through a capacitor if the voltage across it is
constant, a time-varying voltage will cause charge to vary in time.

The change with time in the stored charge is analogous to a current. You
can easily see this by recalling the definition of current given in Chapter 2, where
it was stated that

i(t) = dq(t)

dt
(4.3)

that is, that electric current corresponds to the time rate of change of charge.
Differentiating equation 4.2, one can obtain a relationship between the current and
voltage in a capacitor:

i(t) = C
dv(t)

dt
(4.4)

Equation 4.4 is the defining circuit law for a capacitor. If the differential equation
that defines the i-v relationship for a capacitor is integrated, one can obtain the
following relationship for the voltage across a capacitor:

vC(t) = 1

C

∫ t

−∞
iC dt

′ (4.5)

Equation 4.5 indicates that the capacitor voltage depends on the past current
through the capacitor, up until the present time, t . Of course, one does not usually
have precise information regarding the flow of capacitor current for all past time,
and so it is useful to define the initial voltage (or initial condition) for the capacitor
according to the following, where t0 is an arbitrary initial time:

V0 = vC(t = t0) = 1

C

∫ t0

−∞
iC dt

′ (4.6)

The capacitor voltage is now given by the expression

vC(t) = 1

C

∫ t

t0

iC dt
′ + V0 t ≥ t0 (4.7)

The significance of the initial voltage, V0, is simply that at time t0 some charge is
stored in the capacitor, giving rise to a voltage, vC(t0), according to the relationship
Q = CV . Knowledge of this initial condition is sufficient to account for the entire
past history of the capacitor current.

Capacitors connected in series and parallel can be combined to yield a single
equivalent capacitance. The rule of thumb, which is illustrated in Figure 4.2, is
the following:

C3

C2

C1 C2 C3

C1

Capacitances in series combine
like resistors in parallel

Capacitances in parallel add 

CEQ = C1 + C2 + C3

CEQ = 
1

C1
+ 1

C2
+ 1

C3

1

Figure 4.2 Combining
capacitors in a circuit

Capacitors in parallel add. Capacitors in series combine according to the
same rules used for resistors connected in parallel.
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EXAMPLE 4.1 Calculating Capacitor Current from Voltage

Problem

Calculate the current through a capacitor from knowledge of its terminal voltage.

Solution

Known Quantities: Capacitor terminal voltage; capacitance value.

Find: Capacitor current.

Schematics, Diagrams, Circuits, and Given Data: v(t) = 5
(
e−t/10−6

)
V t ≥ 0 s;

C = 0.1 µF. The terminal voltage is plotted in Figure 4.3.
v 

(t
), 

V

0 2 4 60

1

2

3

4

5

Time, µs

Cv (t)

+

−

iC (t)

Figure 4.3

Assumptions: The capacitor is initially discharged: v(t = 0) = 0.

Analysis: Using the defining differential relationship for the capacitor, we may obtain
the current by differentiating the voltage:

iC(t) = C
dv(t)

dt
= 10−7 5

10−6

(
e−t/10−6

)
= 0.5e−t/10−6

A t ≥ 0

A plot of the capacitor current is shown in Figure 4.4. Note how the current jumps to 0.5
A instantaneously as the voltage rises exponentially: The ability of a capacitor’s current to
change instantaneously is an important property of capacitors.

Comments: As the voltage approaches the constant value 5 V, the capacitor reaches its
maximum charge-storage capability for that voltage (since Q = CV ) and no more current
flows through the capacitor. The total charge stored is Q = 0.5 × 10−6 C. This is a fairly
small amount of charge, but it can produce a substantial amount of current for a brief
period of time. For example, the fully charged capacitor could provide 100 mA of current
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Figure 4.4

for a period of time equal to 5 µs:

I = �Q

�t
= 0.5 × 10−6

5 × 10−6
= 0.1 A

There are many useful applications of this energy-storage property of capacitors in
practical circuits.

Focus on Computer-Aided Tools: The MatlabTM m-files used to generate the plots of
Figures 4.3 and 4.4 may be found in the CD-ROM that accompanies this book.

EXAMPLE 4.2 Calculating Capacitor Voltage from Current
and Initial Conditions

Problem

Calculate the voltage across a capacitor from knowledge of its current and initial state of
charge.

Solution

Known Quantities: Capacitor current; initial capacitor voltage; capacitance value.

Find: Capacitor voltage.

Schematics, Diagrams, Circuits, and Given Data:

iC(t) =



0 t < 0 s
I = 10 mA 0 ≤ t ≤ 1 s

0 t > 1 s

vC(t = 0) = 2 V;C = 1,000 µF.

The capacitor current is plotted in Figure 4.5(a).

http://www.mhhe.com/engcs/electrical/rizzoni/examples.mhtml


130 Chapter 4 AC Network Analysis

–0.2 0 0.2 0.4 0.6 0.8 1 1.2
0

2

4

6

8

1

3

5

7

9
10

Time (s)

(a)

i c
 (t

) 
m

A

Figure 4.5

(b)

–0.2 0 0.2 0.4 0.6 0.8 1 1.2
2

4

6

8

10

3

5

7

9

11
12

Time (s)

v c
 (t

) 
V

Assumptions: The capacitor is initially charged such that vC(t = t0 = 0) = 2 V.

Analysis: Using the defining integral relationship for the capacitor, we may obtain the
voltage by integrating the current:

vC(t) = 1

C

∫ t

t0

iC(t
′) dt ′+vC(t0) t ≥ t0

vC(t) =




1

C

∫ 1

0
I dt ′ + V0 = I

C
t + V0 = 10t + 2 V 0 ≤ t ≤ 1 s

12 V t > 1 s

Comments: Once the current stops, at t = 1 s, the capacitor voltage cannot develop any
further but remains now at the maximum value it reached at t = 1 s: vC(t = 1) = 12 V.
The final value of the capacitor voltage after the current source has stopped charging the
capacitor depends on two factors: (1) the initial value of the capacitor voltage, and (2) the
history of the capacitor current. Figure 4.5(a) and (b) depicts the two waveforms.

Focus on Computer-Aided Tools: The MatlabTM m-files used to generate the plots of
Figures 4.5(a) and (b) may be found in the CD-ROM that accompanies this book.

Physical capacitors are rarely constructed of two parallel plates separated
by air, because this configuration yields very low values of capacitance, unless one
is willing to tolerate very large plate areas. In order to increase the capacitance
(i.e., the ability to store energy), physical capacitors are often made of tightly rolled
sheets of metal film, with a dielectric (paper or Mylar) sandwiched in between.
Table 4.1 illustrates typical values, materials, maximum voltage ratings, and useful
frequency ranges for various types of capacitors. The voltage rating is particularly
important, because any insulator will break down if a sufficiently high voltage is
applied across it.

Energy Storage in Capacitors

You may recall that the capacitor was described earlier in this section as an energy-
storage element. An expression for the energy stored in the capacitor,WC(t), may
be derived easily if we recall that energy is the integral of power, and that the

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw04.htm
http://www.mhhe.com/engcs/electrical/rizzoni/examples.mhtml
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Table 4.1 Capacitors

Capacitance Maximum voltage Frequency range
Material range (V) (Hz)

Mica 1 pF to 0.1 µF 100–600 103–1010

Ceramic 10 pF to 1 µF 50–1,000 103–1010

Mylar 0.001 µF to 10 µF 50–500 102–108

Paper 1,000 pF to 50 µF 100–105 102–108

Electrolytic 0.1 µF to 0.2 F 3–600 10–104

instantaneous power in a circuit element is equal to the product of voltage and
current:

WC(t) =
∫
PC(t

′) dt ′

=
∫
vC(t

′)iC(t ′) dt ′

=
∫
vC(t

′)C
dvC(t

′)
dt ′

dt ′

(4.8)

WC(t) = 1

2
Cv2

C(t) Energy stored in a capacitor (J)

Example 4.3 illustrates the calculation of the energy stored in a capacitor.

EXAMPLE 4.3 Energy Stored in a Capacitor

Problem

Calculate the energy stored in a capacitor.

Solution

Known Quantities: Capacitor voltage; capacitance value.

Find: Energy stored in capacitor.

Schematics, Diagrams, Circuits, and Given Data: vC(t = 0) = 12 V; C = 10 µF.

Analysis:

Q = CvC = 10−5 × 12 = 120 µC

WC = 1

2
Cv2

C = 1

2
× 10−5 × 144 = 720 × 10−6 = 720 µJ
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FOCUS ON
MEASUREMENTS

Capacitive Displacement Transducer and Microphone
As shown in Figure 4.1, the capacitance of a parallel-plate capacitor is given
by the expression

C = εA

d

where ε is the permittivity of the dielectric material, A the area of each of
the plates, and d their separation. The permittivity of air is
ε0 = 8.854 × 10−12 F/m, so that two parallel plates of area 1 m2, separated
by a distance of 1 mm, would give rise to a capacitance of 8.854 × 10−3 µF,
a very small value for a very large plate area. This relative inefficiency
makes parallel-plate capacitors impractical for use in electronic circuits. On
the other hand, parallel-plate capacitors find application as motion
transducers, that is, as devices that can measure the motion or displacement
of an object. In a capacitive motion transducer, the air gap between the
plates is designed to be variable, typically by fixing one plate and connecting
the other to an object in motion. Using the capacitance value just derived for
a parallel-plate capacitor, one can obtain the expression

C = 8.854 × 10−3A

x

where C is the capacitance in pF, A is the area of the plates in mm2, and x is
the (variable) distance in mm. It is important to observe that the change in
capacitance caused by the displacement of one of the plates is nonlinear,
since the capacitance varies as the inverse of the displacement. For small
displacements, however, the capacitance varies approximately in a linear
fashion.

The sensitivity, S, of this motion transducer is defined as the slope of the
change in capacitance per change in displacement, x, according to the
relation

S = dC

dx
= −8.854 × 10−3A

2x2

pF

mm

Thus, the sensitivity increases for small displacements. This behavior can be
verified by plotting the capacitance as a function of x and noting that as x
approaches zero, the slope of the nonlinear C(x) curve becomes steeper
(thus the greater sensitivity). Figure 4.6 depicts this behavior for a
transducer with area equal to 10 mm2.

This simple capacitive displacement transducer actually
finds use in the popular capacitive (or condenser) microphone,
in which the sound pressure waves act to displace one of the
capacitor plates. The change in capacitance can then be
converted into a change in voltage or current by means of a suitable circuit.
An extension of this concept that permits measurement of differential
pressures is shown in simplified form in Figure 4.7. In the figure, a
three-terminal variable capacitor is shown to be made up of two fixed
surfaces (typically, spherical depressions ground into glass disks and coated

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw04.htm
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Figure 4.6 Response of a capacitive displacement
transducer
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Figure 4.7 Capacitive pressure transducer, and related bridge circuit

with a conducting material) and of a deflecting plate (typically made of
steel) sandwiched between the glass disks. Pressure inlet orifices are
provided, so that the deflecting plate can come into contact with the fluid
whose pressure it is measuring. When the pressure on both sides of the
deflecting plate is the same, the capacitance between terminals b and d, Cbd ,
will be equal to that between terminals b and c, Cbc. If any pressure
differential exists, the two capacitances will change, with an increase on the
side where the deflecting plate has come closer to the fixed surface and a
corresponding decrease on the other side.

This behavior is ideally suited for the application of a bridge circuit,
similar to the Wheatstone bridge circuit illustrated in Example 2.12, and also
shown in Figure 4.7. In the bridge circuit, the output voltage, vout, is
precisely balanced when the differential pressure across the transducer is
zero, but it will deviate from zero whenever the two capacitances are not
identical because of a pressure differential across the transducer. We shall
analyze the bridge circuit later.

The Ideal Inductor

The ideal inductor is an element that has the ability to store energy in a magnetic
field. Inductors are typically made by winding a coil of wire around a core, which
can be an insulator or a ferromagnetic material, as shown in Figure 4.8. When a
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current flows through the coil, a magnetic field is established, as you may recall
from early physics experiments with electromagnets.2 In an ideal inductor, the
resistance of the wire is zero, so that a constant current through the inductor will
flow freely without causing a voltage drop. In other words, the ideal inductor
acts as a short circuit in the presence of DC currents. If a time-varying voltage is
established across the inductor, a corresponding current will result, according to
the following relationship:

vL(t) = L
diL

dt
(4.9)

where L is called the inductance of the coil and is measured in henrys (H), where

1 H = 1 V-s/A (4.10)

Henrys are reasonable units for practical inductors; millihenrys (mH) and mi-
crohenrys (µH) are also used.

Magnetic flux
 lines

Iron core
inductor

i (t)
L

Circuit
symbol

vL (t) = L di
dt

_

+

Figure 4.8 Iron-core
inductor

It is instructive to compare equation 4.9, which defines the behavior of an
ideal inductor, with the expression relating capacitor current and voltage:

iC(t) = C
dvC

dt
(4.11)

We note that the roles of voltage and current are reversed in the two elements, but
that both are described by a differential equation of the same form. This duality
between inductors and capacitors can be exploited to derive the same basic results
for the inductor that we already have for the capacitor simply by replacing the
capacitance parameter, C, with the inductance, L, and voltage with current (and
vice versa) in the equations we derived for the capacitor. Thus, the inductor current
is found by integrating the voltage across the inductor:

iL(t) = 1

L

∫ t

−∞
vL dt

′ (4.12)

If the current flowing through the inductor at time t = t0 is known to be I0, with

I0 = iL(t = t0) = 1

L

∫ t0

−∞
vL dt

′ (4.13)

then the inductor current can be found according to the equation

iL(t) = 1

L

∫ t

t0

vL dt
′ + I0 t ≥ t0 (4.14)

Series and parallel combinations of inductors behave like resistors, as illustrated
in Figure 4.9, and stated as follows:

Inductors in series add. Inductors in parallel combine according to the
same rules used for resistors connected in parallel.

2See also Chapter 15.

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw04.htm
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LEQ = L1 + L2 + L3
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Inductances in series add

L1 L2 L3
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1

1
L

1
+ 1

L
2

+ 1
L

3

Inductances in parallel combine
like resistors in parallel

Figure 4.9 Combining inductors in a circuit

EXAMPLE 4.4 Calculating Inductor Voltage from Current

Problem

Calculate the voltage across the inductor from knowledge of its current.

Solution

Known Quantities: Inductor current; inductance value.

Find: Inductor voltage.

Schematics, Diagrams, Circuits, and Given Data:

iL(t) =




0 t < 1 ms

−0.1

4
+ 0.1

4
t 1 ≤ t ≤ 5 ms

0.1 5 ≤ t ≤ 9 ms

13 × 0.1

4
− 0.1

4
t 9 ≤ t ≤ 13 ms

0 t > 13 ms
L = 10 H.

The inductor current is plotted in Figure 4.10.

Assumptions: iL(t = 0) ≤ 0.
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Figure 4.10



136 Chapter 4 AC Network Analysis

Analysis: Using the defining differential relationship for the inductor, we may obtain the
voltage by differentiating the current:

vL(t) = L
diL(t)

dt

Piecewise differentiating the expression for the inductor current, we obtain:

vL(t) =




0 V t < 1 ms
0.25 V 1 < t ≤ 5 ms
0 V 5 < t ≤ 9 ms
−0.25 V 9 < t ≤ 13 ms
0 V t > 13 ms

The inductor voltage is plotted in Figure 4.11.
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Figure 4.11

Comments: Note how the inductor voltage has the ability to change instantaneously!

Focus on Computer-Aided Tools: The MatlabTM m-files used to generate the plots of
Figures 4.10 and 4.11 may be found in the CD-ROM that accompanies this book.

EXAMPLE 4.5 Calculating Inductor Current from Voltage

Problem

Calculate the current through the inductor from knowledge of the terminal voltage and of
the initial current.

Solution

Known Quantities: Inductor voltage; initial condition (current at t = 0); inductance
value.

Find: Inductor current.

Schematics, Diagrams, Circuits, and Given Data:

v(t) =



0 V t < 0 s
−10 mV 0 < t ≤ 1 s
0 V t > 1 s

L = 10 mH; iL(t = 0) = I0 = 0 A.

The terminal voltage is plotted in Figure 4.12(a).

http://www.mhhe.com/engcs/electrical/rizzoni/examples.mhtml
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Assumptions: iL(t = 0) = I0 = 0.

Analysis: Using the defining integral relationship for the inductor, we may obtain the
voltage by integrating the current:

iL(t) = 1

L

∫ t

t0

v(t) dt ′+iL(t0) t ≥ t0

iL(t) =




1

L

∫ t ′

0
(−10 × 10−3) dt ′+I0 = −10−2

10−2
t + 0 = −t A 0 ≤ t ≤ 1 s

−1 A t > 1 s

The inductor current is plotted in Figure 4.12b.

Comments: Note how the inductor voltage has the ability to change instantaneously!

Focus on Computer-Aided Tools: The MatlabTM m-files used to generate the plots of
Figures 4.12(a) and (b) may be found in the CD-ROM that accompanies this book.

Energy Storage in Inductors

The magnetic energy stored in an ideal inductor may be found from a power
calculation by following the same procedure employed for the ideal capacitor.
The instantaneous power in the inductor is given by

PL(t) = iL(t)vL(t) = iL(t)L
diL(t)

dt
= d

dt

[
1

2
Li2L(t)

]
(4.15)

Integrating the power, we obtain the total energy stored in the inductor, as shown
in the following equation:

WL(t) =
∫
PL(t

′) dt ′ =
∫

d

dt ′

[
1

2
Li2L(t

′)
]
dt ′ (4.16)

http://www.mhhe.com/engcs/electrical/rizzoni/examples.mhtml
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WL(t) = 1

2
Li2L(t) Energy stored in an inductor (J)

Note, once again, the duality with the expression for the energy stored in a capacitor,
in equation 4.8.

EXAMPLE 4.6 Energy Storage in an Ignition Coil

Problem

Determine the energy stored in an automotive ignition coil.

Solution

Known Quantities: Inductor current initial condition (current at t = 0); inductance value.

Find: Energy stored in inductor.

Schematics, Diagrams, Circuits, and Given Data: L = 10 mH; iL = I0 = 8 A.

Analysis:

WL = 1

2
Li2L = 1

2
× 10−2 × 64 = 32 × 10−2 = 320 mJ

Comments: A more detailed analysis of an automotive ignition coil is presented in
Chapter 5 to accompany the discussion of transient voltages and currents.

FOCUS ON
MEASUREMENTS

Analogy between Electrical and Hydraulic Circuits
A useful analogy can be made between the flow of electrical current through
electrical components and the flow of incompressible fluids (e.g., water, oil)
through hydraulic components. The analogy starts with the observation that
the volume flow rate of a fluid in a pipe is analogous to current flow in a
conductor. Similarly, the pressure drop across the pipe is analogous to the
voltage drop across a resistor. Figure 4.13 depicts this relationship
graphically. The fluid resistance presented by the pipe to the fluid flow is
analogous to an electrical resistance: The pressure difference between the
two ends of the pipe, (P1 − P2), causes fluid flow, qf , much like a potential
difference across a resistor forces a current flow:

qf = 1

Rf
(p1 − p2)

i = 1

R
(v1 − v2)
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Figure 4.14 Analogy between fluid
capacitance and electrical capacitance

The analogy between electrical and hydraulic circuits can also be
extended to include energy storage effects corresponding to capacitance and
inductance. If the fluid enters a vessel that has some elasticity
(compressibility), energy can be stored in the expansion and contraction of
the vessel walls (if this reminds you of a mechanical spring, you are
absolutely right!). This phenomenon gives rise to a fluid capacitance effect
very similar to the electrical capacitance phenomenon we have just
introduced. Energy is stored in the compression and expansion of the gas;
this form of energy storage is of the potential energy type. Figure 4.14
depicts a so-called gas bag accumulator, which consists of a two-chamber
arrangement that permits fluid to displace a membrane separating the
incompressible fluid from a compressible fluid (e.g., air). If, for a moment,
we imagine that the reference pressure, p2, is zero (think of this as a ground
or reference pressure), and that the voltage is the reference or ground
voltage, we can create an analogy between an electrical capacitor and a fluid
capacitor (the gas-bag accumulator) as shown in Figure 4.14.

qf = Cf
d�p

dt
= Cf

dp1

dt

i = C
d�v

dt
= C

dv1

dt

The final element in the analogy is the so-called fluid inertance
parameter, which is analogous to inductance in the electrical circuit. Fluid
inertance, as the name suggests, is caused by the inertial properties, i.e., the
mass, of the fluid in motion. As you know from physics, a particle in motion
has kinetic energy associated with it; fluid in motion consists of a collection
of particles, and it also therefore must have kinetic energy storage properties.
If you wish to experience the kinetic energy contained in a fluid in motion,
all you have to do is hold a fire hose and experience the reaction force
caused by the fluid in motion on your body! Figure 4.15 depicts the analogy
between electrical inductance and fluid inertance. These analogies and the
energy equations are summarized in Table 4.2.

�p = p1 − p2 = If
dqf

dt

�v = v1 − v2 = L
di

dt
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i
v1

p2 Ifqf
p1

L v2
+  ∆v  –

Figure 4.15 Analogy
between fluid inertance and
electrical inertance

Table 4.2 Analogy between electrical and fluid circuits

Electrical element or Hydraulic or fluid
Property equation analogy

Potential variable Voltage or potential Pressure difference,
difference, v1 − v2 P1 − P2

Flow variable Current flow, i Fluid volume flow rate, qf
Resistance Resistor, R Fluid resistor, Rf
Capacitance Capacitor, C Fluid capacitor, Cf
Inductance Inductor, L Fluid inertor, If
Power dissipation P = i2R Pf = q2

f Rf

Potential energy storage Wp = 1
2Cv

2 Wp = 1
2Cf p

2

Kinetic energy storage Wk = 1
2Li

2 Wk = 1
2 If q

2
f

Check Your Understanding
4.1 The current waveform shown in Figure 4.16 flows through a 50-mH inductor. Plot
the inductor voltage, vL(t).

i (t) (mA)

15

10

5

0 1 2 3 4 5 6 7 8
t (ms)

Figure 4.16

v(t) (V)

15

10

5

0 1 2 3 4 5 6 7 8
t (ms)

Figure 4.17

4.2 The voltage waveform of Figure 4.17 appears across a 1,000-µF capacitor. Plot the
capacitor current, iC(t).

4.3 Calculate the energy stored in the inductor (in joules) at t = 3 ms by the waveform
of Exercise 4.1. Assume i(−∞) = 0.

4.4 Perform the calculation of Exercise 4.3 for the capacitor if vC(−∞) = 0 V.
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4.5 Compute and plot the inductor energy (in joules) and power (in watts) for the case
of Exercise 4.1.

4.2 TIME-DEPENDENT SIGNAL SOURCES

In Chapter 2, the general concept of an ideal energy source was introduced. In
the present chapter, it will be useful to specifically consider sources that generate
time-varying voltages and currents and, in particular, sinusoidal sources. Figure
4.18 illustrates the convention that will be employed to denote time-dependent
signal sources.

+
_

+
_v (t) i (t) v (t), i(t) ∼

Generalized time-dependent sources Sinusoidal source

Figure 4.18 Time-dependent signal sources

One of the most important classes of time-dependent signals is that of pe-
riodic signals. These signals appear frequently in practical applications and are
a useful approximation of many physical phenomena. A periodic signal x(t) is a
signal that satisfies the following equation:

x(t) = x(t + nT ) n = 1, 2, 3, . . . (4.17)

where T is the period of x(t). Figure 4.19 illustrates a number of the periodic
waveforms that are typically encountered in the study of electrical circuits. Wave-
forms such as the sine, triangle, square, pulse, and sawtooth waves are provided
in the form of voltages (or, less frequently, currents) by commercially available
signal (or waveform) generators. Such instruments allow for selection of the
waveform peak amplitude, and of its period.
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waveforms
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Figure 4.20 Sinusoidal
waveforms

As stated in the introduction, sinusoidal waveforms constitute by far the
most important class of time-dependent signals. Figure 4.20 depicts the relevant
parameters of a sinusoidal waveform. A generalized sinusoid is defined as follows:

x(t) = A cos(ωt + φ) (4.18)

where A is the amplitude, ω the radian frequency, and φ the phase. Figure 4.20
summarizes the definitions of A, ω, and φ for the waveforms

x1(t) = A cos(ωt) and x2(t) = A cos(ωt + φ)

where

f = natural frequency = 1

T
(cycles/s, or Hz)

ω = radian frequency = 2πf (radians/s)

φ = 2π
�t

T
(radians) = 360

�t

T
(degrees)

(4.19)
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The phase shift, φ, permits the representation of an arbitrary sinusoidal signal.
Thus, the choice of the reference cosine function to represent sinusoidal signals—
arbitrary as it may appear at first—does not restrict the ability to represent all
sinusoids. For example, one can represent a sine wave in terms of a cosine wave
simply by introducing a phase shift of π/2 radians:

A sin(ωt) = A cos
(
ωt − π

2

)
(4.20)

Although one usually employs the variableω (in units of radians per second)
to denote sinusoidal frequency, it is common to refer to natural frequency, f , in
units of cycles per second, or hertz (Hz). The reader with some training in music
theory knows that a sinusoid represents what in music is called a pure tone; an
A-440, for example, is a tone at a frequency of 440 Hz. It is important to be
aware of the factor of 2π that differentiates radian frequency (in units of rad/s)
from natural frequency (in units of Hz). The distinction between the two units of
frequency—which are otherwise completely equivalent—is whether one chooses
to define frequency in terms of revolutions around a trigonometric circle (in which
case the resulting units are rad/s), or to interpret frequency as a repetition rate
(cycles/second), in which case the units are Hz. The relationship between the two
is the following:

ω = 2πf (4.21)

Why Sinusoids?

You should by now have developed a healthy curiosity about why so much atten-
tion is being devoted to sinusoidal signals. Perhaps the simplest explanation is
that the electric power used for industrial and household applications worldwide
is generated and delivered in the form of either 50- or 60-Hz sinusoidal voltages
and currents. Chapter 7 will provide more detail regarding the analysis of electric
power circuits. The more ambitious reader may explore the box “Fourier Analy-
sis” in Chapter 6 to obtain a more comprehensive explanation of the importance
of sinusoidal signals. It should be remarked that the methods developed in this
section and the subsequent sections apply to many engineering systems, not just to
electrical circuits, and will be encountered again in the study of dynamic-system
modeling and of control systems.

Average and RMS Values

Now that a number of different signal waveforms have been defined, it is appropri-
ate to define suitable measurements for quantifying the strength of a time-varying
electrical signal. The most common types of measurements are the average (or
DC) value of a signal waveform—which corresponds to just measuring the mean
voltage or current over a period of time—and the root-mean-square (or rms)
value, which takes into account the fluctuations of the signal about its average
value. Formally, the operation of computing the average value of a signal corre-
sponds to integrating the signal waveform over some (presumably, suitably chosen)
period of time. We define the time-averaged value of a signal x(t) as

〈x(t)〉 = 1

T

∫ T

0
x(t ′) dt ′ (4.22)
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where T is the period of integration. Figure 4.21 illustrates how this process does,
in fact, correspond to computing the average amplitude of x(t) over a period of T
seconds.

�
��
�

x (t)

tT0

< x (t) >

Figure 4.21 Averaging a
signal waveform

EXAMPLE 4.7 Average Value of Sinusoidal Waveform

Problem

Compute the average value of the signal x(t) = 10 cos(100t).

Solution

Known Quantities: Functional form of the periodic signal x(t).

Find: Average value of x(t).

Analysis: The signal is periodic with period T = 2π/ω = 2π/100, thus we need to
integrate over only one period to compute the average value:

〈x(t)〉 = 1

T

∫ T

0
x(t ′) dt ′ = 100

2π

∫ 2π/100

0
10 cos(100t)dt

= 10

2π
〈sin(2π)− sin(0)〉 = 0

Comments: The average value of a sinusoidal signal is zero, independent of its
amplitude and frequency.

The result of Example 4.7 can be generalized to state that

〈A cos (ωt + φ)〉 = 0 (4.23)

a result that might be perplexing at first: If any sinusoidal voltage or current has
zero average value, is its average power equal to zero? Clearly, the answer must
be no. Otherwise, it would be impossible to illuminate households and streets and
power industrial machinery with 60-Hz sinusoidal current! There must be another
way, then, of quantifying the strength of an AC signal.

Very conveniently, a useful measure of the voltage of an AC waveform is
the root-mean-square, or rms, value of the signal, x(t), defined as follows:

xrms =
√

1

T

∫ T

0
x2(t ′) dt ′ (4.24)

Note immediately that if x(t) is a voltage, the resulting xrms will also have units
of volts. If you analyze equation 4.24, you can see that, in effect, the rms value
consists of the square root of the average (or mean) of the square of the signal.
Thus, the notation rms indicates exactly the operations performed on x(t) in order
to obtain its rms value.
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EXAMPLE 4.8 Rms Value of Sinusoidal Waveform

Problem

Compute the rms value of the sinusoidal current i(t) = I cos(ωt).

Solution

Known Quantities: Functional form of the periodic signal i(t).

Find: Rms value of i(t).

Analysis: Applying the definition of rms value in equation 4.24, we compute:

irms =
√

1

T

∫ T

0
i2(t ′)dt ′ =

√
ω

2π

∫ 2π/ω

0
I 2 cos2(ωt ′)dt ′

=
√
ω

2π

∫ 2π/ω

0
I 2

(
1

2
+ cos(2ωt ′)

)
dt ′

=
√

1

2
I 2 + ω

2π

∫ 2π/ω

0

I 2

2
cos(2ωt ′)dt ′

At this point, we recognize that the integral under the square root sign is equal to zero (see
Example 4.7), because we are integrating a sinusoidal waveform over two periods. Hence:

irms = I√
2

= 0.707I

where I is the peak value of the waveform i(t).

Comments: The rms value of a sinusoidal signal is equal to 0.707 times the peak value,
independent of its amplitude and frequency.

The preceding example illustrates how the rms value of a sinusoid is pro-
portional to its peak amplitude. The factor of 0.707 = 1/

√
2 is a useful number

to remember, since it applies to any sinusoidal signal. It is not, however, gen-
erally applicable to signal waveforms other than sinusoids, as the Check Your
Understanding exercises will illustrate.

Check Your Understanding
4.6 Express the voltage v(t) = 155.6 sin(377t + 60◦) in cosine form. You should note
that the radian frequency ω = 377 will recur very often, since 377 = 2π60; that is, 377 is
the radian equivalent of the natural frequency of 60 cycles/second, which is the frequency
of the electric power generated in North America.

4.7 Compute the average value of the sawtooth waveform shown in Figure 4.22.

4.8 Compute the average value of the shifted triangle wave shown in Figure 4.23.
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v (t) V
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Figure 4.22

v (t) (V)

3
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Figure 4.23

4.9 Find the rms value of the sawtooth wave of Exercise 4.7.

4.10 Find the rms value of the half cosine wave shown in Figure 4.24.
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Figure 4.24
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4.3 SOLUTION OF CIRCUITS CONTAINING
DYNAMIC ELEMENTS

The first two sections of this chapter introduced energy-storage elements and time-
dependent signal sources. The logical next task is to analyze the behavior of
circuits containing such elements. The major difference between the analysis of
the resistive circuits studied in Chapters 2 and 3 and the circuits we will explore
in the remainder of this chapter is that now the equations that result from applying
Kirchhoff’s laws are differential equations, as opposed to the algebraic equations
obtained in solving resistive circuits. Consider, for example, the circuit of Figure
4.25, which consists of the series connection of a voltage source, a resistor, and a
capacitor. Applying KVL around the loop, we may obtain the following equation:

vS(t) = vR(t)+ vC(t) (4.25)

Observing that iR = iC , equation 4.25 may be combined with the defining equation
for the capacitor (equation 4.5) to obtain

vS(t) = RiC(t)+ 1

C

∫ t

−∞
iC dt

′ (4.26)

Equation 4.26 is an integral equation, which may be converted to the more familiar
form of a differential equation by differentiating both sides of the equation, and
recalling that

d

dt

(∫ t

−∞
iC(t

′) dt ′
)

= iC(t) (4.27)
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to obtain the following differential equation:

diC

dt
+ 1

RC
iC = 1

R

dvS

dt
(4.28)

where the argument (t) has been dropped for ease of notation.
Observe that in equation 4.28, the independent variable is the series current

flowing in the circuit, and that this is not the only equation that describes the series
RC circuit. If, instead of applying KVL, for example, we had applied KCL at the
node connecting the resistor to the capacitor, we would have obtained the following
relationship:

iR = vS − vC

R
= iC = C

dvC

dt
(4.29)

or

dvC

dt
+ 1

RC
vC = 1

RC
vS (4.30)

Note the similarity between equations 4.28 and 4.30. The left-hand side of both
equations is identical, except for the independent variable, while the right-hand
side takes a slightly different form. The solution of either equation is sufficient,
however, to determine all voltages and currents in the circuit.

Forced Response of Circuits Excited by Sinusoidal
Sources

Consider again the circuit of Figure 4.25, where now the external source produces
a sinusoidal voltage, described by the expression

vS(t) = V cos(ωt) (4.31)

Substituting the expression V cos(ωt) in place of the source voltage, vS(t), in
the differential equation obtained earlier (equation 4.30), we obtain the following
differential equation:

d

dt
vC + 1

RC
vC = 1

RC
V cosωt (4.32)

Since the forcing function is a sinusoid, the solution may also be assumed to be of
the same form. An expression for vC(t) is then the following:

vC(t) = A sinωt + B cosωt (4.33)

which is equivalent to

vC(t) = C cos(ωt + φ) (4.34)

Substituting equation 4.33 in the differential equation for vC(t) and solving for the
coefficients A and B yields the expression

Aω cosωt − Bω sinωt + 1

RC
(A sinωt + B cosωt)

= 1

RC
V cosωt

(4.35)
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and if the coefficients of like terms are grouped, the following equation is obtained:(
A

RC
− Bω

)
sinωt +

(
Aω + B

RC
− V

RC

)
cosωt = 0 (4.36)

The coefficients of sinωt and cosωt must both be identically zero in order for
equation 4.36 to hold. Thus,

A

RC
− Bω = 0

and

Aω + B

RC
− V

RC
= 0

(4.37)

The unknown coefficients, A and B, may now be determined by solving equation
4.37, to obtain:

A = VωRC

1 + ω2(RC)2

B = V

1 + ω2(RC)2

(4.38)

Thus, the solution for vC(t) may be written as follows:

vC(t) = VωRC

1 + ω2(RC)2
sinωt + V

1 + ω2(RC)2
cosωt (4.39)

This response is plotted in Figure 4.26.

Time (ms)

vS (t)

vC (t)

v (t) (V)

1.670 3.33 5

Figure 4.26 Waveforms for
the AC circuit of Figure 4.25

The solution method outlined in the previous paragraphs can become quite
complicated for circuits containing a large number of elements; in particular, one
may need to solve higher-order differential equations if more than one energy-
storage element is present in the circuit. A simpler and preferred method for the
solution of AC circuits will be presented in the next section. This brief section
has provided a simple, but complete, illustration of the key elements of AC circuit
analysis. These can be summarized in the following statement:

In a sinusoidally excited linear circuit, all branch voltages and currents are
sinusoids at the same frequency as the excitation signal. The amplitudes of
these voltages and currents are a scaled version of the excitation amplitude,
and the voltages and currents may be shifted in phase with respect to the
excitation signal.

These observations indicate that three parameters uniquely define a sinusoid: fre-
quency, amplitude, and phase. But if this is the case, is it necessary to carry the
“excess luggage,” that is, the sinusoidal functions? Might it be possible to simply
keep track of the three parameters just mentioned? Fortunately, the answers to
these two questions are no and yes, respectively. The next section will describe
the use of a notation that, with the aid of complex algebra, eliminates the need for
the sinusoidal functions of time, and for the formulation and solution of differential
equations, permitting the use of simpler algebraic methods.
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Check Your Understanding
4.11 Show that the solution to either equation 4.28 or equation 4.30 is sufficient to
compute all of the currents and voltages in the circuit of Figure 4.25.

4.12 Show that the equality

A sinωt + B cosωt = C cos(ωt + φ)

holds if
A = −C sinφ

B = C cosφ

or, conversely, if

C =
√
A2 + B2

φ = tan−1

(−A
B

)
4.13 Use the result of Exercise 4.12 to compute C and φ as functions of V , ω, R, and
C in equation 4.39.

4.4 PHASORS AND IMPEDANCE

In this section, we introduce an efficient notation to make it possible to represent
sinusoidal signals as complex numbers, and to eliminate the need for solving dif-
ferential equations. The student who needs a brief review of complex algebra will
find a reasonably complete treatment in Appendix A, including solved examples
and Check Your Understanding exercises. For the remainder of the chapter, it will
be assumed that you are familiar with both the rectangular and the polar forms of
complex number coordinates, with the conversion between these two forms, and
with the basic operations of addition, subtraction, multiplication, and division of
complex numbers.

Leonhard Euler (1707–1783). Photo
courtesy of Deutsches Museum,
Munich.

Im
j

_ j

_ 1 1 Re

1sin θ  θ

cos θ

e jθ = cos θ + j sin θ

Figure 4.27 Euler’s
identity

Euler’s Identity

Named after the Swiss mathematician Leonhard Euler (the last name is pronounced
“Oiler”), Euler’s identity forms the basis of phasor notation. Simply stated, the
identity defines the complex exponential ejθ as a point in the complex plane,
which may be represented by real and imaginary components:

ejθ = cos θ + j sin θ (4.40)

Figure 4.27 illustrates how the complex exponential may be visualized as a point
(or vector, if referenced to the origin) in the complex plane. Note immediately
that the magnitude of ejθ is equal to 1:

|ejθ | = 1 (4.41)

since

| cos θ + j sin θ | =
√

cos2 θ + sin2 θ = 1 (4.42)

and note also that writing Euler’s identity corresponds to equating the polar form
of a complex number to its rectangular form. For example, consider a vector of
length A making an angle θ with the real axis. The following equation illustrates
the relationship between the rectangular and polar forms:

Aejθ = A cos θ + jA sin θ = A∠θ (4.43)
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In effect, Euler’s identity is simply a trigonometric relationship in the complex
plane.

Phasors

To see how complex numbers can be used to represent sinusoidal signals, rewrite
the expression for a generalized sinusoid in light of Euler’s equation:

A cos(ωt + φ) = Re [Aej(ωt+φ)] (4.44)

This equality is easily verified by expanding the right-hand side, as follows:

Re [Aej(ωt+φ)] = Re [A cos(ωt + φ)+ jA sin(ωt + φ)]

= A cos(ωt + φ)

We see, then, that it is possible to express a generalized sinusoid as the real part
of a complex vector whose argument, or angle, is given by (ωt + φ) and whose
length, or magnitude, is equal to the peak amplitude of the sinusoid. The complex
phasor corresponding to the sinusoidal signal A cos(ωt + φ) is therefore defined
to be the complex number Aejφ :

Aejφ = complex phasor notation for A cos(ωt + φ) = A∠θ (4.45)

It is important to explicitly point out that this is a definition. Phasor notation arises
from equation 4.44; however, this expression is simplified (for convenience, as will
be promptly shown) by removing the “real part of” operator (Re) and factoring
out and deleting the term ejωt . The next equation illustrates the simplification:

A cos(ωt + φ) = Re [Aej(ωt+φ)] = Re [Aejφejωt ] (4.46)

The reason for this simplification is simply mathematical convenience, as will
become apparent in the following examples; you will have to remember that the
ejωt term that was removed from the complex form of the sinusoid is really still
present, indicating the specific frequency of the sinusoidal signal, ω. With these
caveats, you should now be prepared to use the newly found phasor to analyze AC
circuits. The following comments summarize the important points developed thus
far in the section.

F O C U S O N M E T H O D O L O G Y

1. Any sinusoidal signal may be mathematically represented in one of two
ways: a time-domain form,

v(t) = A cos(ωt + φ)

and a frequency-domain (or phasor) form,
V(jω) = Aejφ = A∠θ

Note the jω in the notation V(jω), indicating the ejωt dependence of
the phasor. In the remainder of this chapter, bold uppercase quantities
will be employed to indicate phasor voltages or currents.

(Continued)
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(Concluded)

2. A phasor is a complex number, expressed in polar form, consisting of a
magnitude equal to the peak amplitude of the sinusoidal signal and a
phase angle equal to the phase shift of the sinusoidal signal referenced
to a cosine signal.

3. When using phasor notation, it is important to make a note of the
specific frequency, ω, of the sinusoidal signal, since this is not
explicitly apparent in the phasor expression.

EXAMPLE 4.9 Addition of Two Sinusoidal Sources in Phasor
Notation

Problem

Compute the phasor voltage resulting from the series connection of two sinusoidal voltage
sources (Figure 4.28).

Solution

Known Quantities:

v1(t) = 15 cos(377t + π/4) V

v2(t) = 15 cos(377t + π/12) V

Find: Equivalent phasor voltage vS(t).

Analysis: Write the two voltages in phasor form:

V1(jω) = 15∠π/4 V

V2(jω) = 15ejπ/12 = 15∠π/12 V

Convert the phasor voltages from polar to rectangular form:

V1(jω) = 10.61 + j10.61 V

V2(jω) = 14.49 + j3.88

Then

VS(jω) = V1(jω)+ V2(jω) = 25.10 + j14.49 = 28.98ejπ/6 = 28.98∠π/6 V

Now we can convert VS(jω) to its time-domain form:

vS(t) = 28.98 cos(377t + π/6) V.

v2(t)

v1(t)

vS(t)

+~–

+~–

+~–

Figure 4.28

Comments: Note that we could have obtained the same result by adding the two
sinusoids in the time domain, using trigonometric identities:

v1(t) = 15 cos(377t + π/4) = 15 cos(π/4) cos(377t)− 15 sin(π/4) sin(377t) V

v2(t) = 15 cos(377t + π/12) = 15 cos(π/12) cos(377t)− 15 sin(π/12) sin(377t) V.

Combining like terms, we obtain

v1(t)+ v2(t) = 15[cos(π/4)+ cos(π/12)] cos(377t)− 15[sin(π/4)+ sin(π/12)] sin(377t)

= 15(1.673 cos(377t)− 0.966 sin(377t))
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= 15
√
(1.673)2 + (0.966)2 × cos

[
377t + arctan

(
0.966

1.673

)]

= 15(1.932 cos(377t + π/6) = 28.98 cos(377t + π/6) V.

The above expression is, of course, identical to the one obtained by using phasor notation,
but it required a greater amount of computation. In general, phasor analysis greatly
simplifies calculations related to sinusoidal voltages and currents.

It should be apparent by now that phasor notation can be a very efficient
technique to solve AC circuit problems. The following sections will continue
developing this new method to build your confidence in using it.

Superposition of AC Signals

Example 4.9 explored the combined effect of two sinusoidal sources of different
phase and amplitude, but of the same frequency. It is important to realize that
the simple answer obtained there does not apply to the superposition of two (or
more) sinusoidal sources that are not at the same frequency. In this subsection,
the case of two sinusoidal sources oscillating at different frequencies will be used
to illustrate how phasor analysis can deal with this more general case.

I2(t)I1(t) Load

Figure 4.29 Superposition
of AC currents

The circuit shown in Figure 4.29 depicts a source excited by two current
sources connected in parallel, where

i1(t) = A1 cos(ω1t)

i2(t) = A2 cos(ω2t)
(4.47)

The load current is equal to the sum of the two source currents; that is,

iL(t) = i1(t)+ i2(t) (4.48)

or, in phasor form,

IL = I1 + I2 (4.49)

At this point, you might be tempted to write I1 and I2 in a more explicit phasor
form as

I1 = A1e
j0

I2 = A2e
j0 (4.50)

and to add the two phasors using the familiar techniques of complex algebra. How-
ever, this approach would be incorrect. Whenever a sinusoidal signal is expressed
in phasor notation, the term ejωt is implicitly present, where ω is the actual radian
frequency of the signal. In our example, the two frequencies are not the same, as
can be verified by writing the phasor currents in the form of equation 4.46:

I1 = Re [A1e
j0ejω1t ]

I2 = Re [A2e
j0ejω2t ]

(4.51)

Since phasor notation does not explicitly include the ejωt factor, this can lead to
serious errors if you are not careful! The two phasors of equation 4.50 cannot be
added, but must be kept separate; thus, the only unambiguous expression for the
load current in this case is equation 4.48. In order to complete the analysis of any
circuit with multiple sinusoidal sources at different frequencies using phasors, it is
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necessary to solve the circuit separately for each signal and then add the individual
answers obtained for the different excitation sources. Example 4.10 illustrates the
response of a circuit with two separate AC excitations using AC superposition.

EXAMPLE 4.10 Example of AC Superposition

Problem

Compute the voltages vR1(t) and vR2(t) in the circuit of Figure 4.30.

vS(t)iS(t) +
_

vR2
(t)+ –

vR1
(t)

+

–
R1

R2

R1 = 150 Ω, R2 = 50 Ω

Figure 4.30

iS(t)

vR2
(t)+ –

vR1
(t)

+

–
R1

R2

Figure 4.31

vS(t)+
_

vR2
(t)+ –

vR1
(t)

+

–
R1

R2

Figure 4.32

Solution

Known Quantities:

iS(t) = 0.5 cos(2π100t) A

vS(t) = 20 cos(2π1,000t) V

Find: vR1(t) and vR2(t).

Analysis: Since the two sources are at different frequencies, we must compute a separate
solution for each. Consider the current source first, with the voltage source set to zero
(short circuit) as shown in Figure 4.31. The circuit thus obtained is a simple current
divider. Write the source current in phasor notation:

IS(jω) = 0.5ej0 = 0.5∠0 A ω = 2π100∠rad/s

Then,

VR1(IS) = IS
R2

R1 + R2
R1 = 0.5 ∠0

(
50

150 + 50

)
150 = 18.75 ∠0 V

ω = 2π100 rad/s

VR2(IS) = IS
R1

R1 + R2
R2 = 0.5 ∠0

(
150

150 + 50

)
50 = 18.75 ∠0 V

ω = 2π100 rad/s

Next, we consider the voltage source, with the current source set to zero (open circuit), as
shown in Figure 4.32. We first write the source voltage in phasor notation:

VS(jω) = 20ej0 = 20∠0 V ω = 2π1,000 rad/s

Then we apply the voltage divider law to obtain

VR1(VS) = VS

R1

R1 + R2
= 20∠0

(
150

150 + 50

)
= 15 ∠0 V

ω = 2π1,000 rad/s

VR2(VS) = −VS

R2

R1 + R2
= −20∠0

(
50

150 + 50

)
= −5∠0 = 5∠π V

ω = 2π1,000 rad/s

Now we can determine the voltage across each resistor by adding the contributions from
each source and converting the phasor form to time-domain representation:

VR1 = VR1(IS)+ VR1(VS)

vR1(t) = 18.75 cos(2π100t)+ 15 cos(2π1,000t) V
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and

VR2 = VR2(IS)+ VR2(VS)

vR2(t) = 18.75 cos(2π100t)+ 5 cos(2π1,000t + π) V.

Comments: Note that it is impossible to simplify the final expression any further,
because the two components of each voltage are at different frequencies.

Impedance

We now analyze the i-v relationship of the three ideal circuit elements in light
of the new phasor notation. The result will be a new formulation in which resis-
tors, capacitors, and inductors will be described in the same notation. A direct
consequence of this result will be that the circuit theorems of Chapter 3 will be
extended to AC circuits. In the context of AC circuits, any one of the three ideal
circuit elements defined so far will be described by a parameter called impedance,
which may be viewed as a complex resistance. The impedance concept is equiv-
alent to stating that capacitors and inductors act as frequency-dependent resis-
tors, that is, as resistors whose resistance is a function of the frequency of the
sinusoidal excitation. Figure 4.33 depicts the same circuit represented in con-
ventional form (top) and in phasor-impedance form (bottom); the latter repre-
sentation explicitly shows phasor voltages and currents and treats the circuit el-
ement as a generalized “impedance.” It will presently be shown that each of
the three ideal circuit elements may be represented by one such impedance ele-
ment.

+~–
vS(t)

+~–
vS(t)

+~–
vS(t)

+~–
VS (jω)

i(t) R

i(t) L

i(t) C

I (jω)

AC  circuits

AC  circuits in
phasor/impedance form

Z is the 
impedance
of each
circuit
element

Figure 4.33 The impedance
element

Let the source voltage in the circuit of Figure 4.33 be defined by

vS(t) = A cosωt or VS(jω) = Aej0◦ = A∠0 (4.52)

without loss of generality. Then the current i(t) is defined by the i-v relationship
for each circuit element. Let us examine the frequency-dependent properties of
the resistor, inductor, and capacitor, one at a time.

The Resistor

Ohm’s law dictates the well-known relationship v = iR. In the case of sinusoidal
sources, then, the current flowing through the resistor of Figure 4.33 may be
expressed as

i(t) = vS(t)

R
= A

R
cos(ωt) (4.53)

Converting the voltage vS(t) and the current i(t) to phasor notation, we obtain the
following expressions:

VS(jω) = A∠0

I(jω) = A

R
∠0

(4.54)

Finally, the impedance of the resistor is defined as the ratio of the phasor voltage
across the resistor to the phasor current flowing through it, and the symbol ZR is
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used to denote it:

ZR(jω) = VS(jω)

I(jω)
= R Impedance of a resistor (4.55)

Equation 4.55 corresponds to Ohm’s law in phasor form, and the result should be
intuitively appealing: Ohm’s law applies to a resistor independent of the particular
form of the voltages and currents (whether AC or DC, for instance). The ratio
of phasor voltage to phasor current has a very simple form in the case of the
resistor. In general, however, the impedance of an element is a complex function
of frequency, as it must be, since it is the ratio of two phasor quantities, which are
frequency-dependent. This property will become apparent when the impedances
of the inductor and capacitor are defined.

The Inductor

Recall the defining relationships for the ideal inductor (equations 4.9 and 4.12),
repeated here for convenience:

vL(t) = L
diL(t)

dt

iL(t) = 1

L

∫
vL(t

′)
(4.56)

Let vL(t) = vS(t) and iL(t) = i(t) in the circuit of Figure 4.33. Then the following
expression may be derived for the inductor current:

iL(t) = i(t) = 1

L

∫
vS(t

′) dt ′

iL(t) = 1

L

∫
A cosωt ′ dt ′

= A

ωL
sinωt

(4.57)

Note how a dependence on the radian frequency of the source is clearly present
in the expression for the inductor current. Further, the inductor current is shifted
in phase (by 90◦) with respect to the voltage. This fact can be seen by writing the
inductor voltage and current in time-domain form:

vS(t) = vL(t) = A cosωt

i(t) = iL(t) = A

ωL
cos

(
ωt − π

2

) (4.58)

It is evident that the current is not just a scaled version of the source voltage, as it
was for the resistor. Its magnitude depends on the frequency, ω, and it is shifted
(delayed) in phase by π/2 radians, or 90◦. Using phasor notation, equation 4.58
becomes

VS(jω) = A∠0

I(jω) = A

ωL
∠π/2

(4.59)
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Thus, the impedance of the inductor is defined as follows:

ZL(jω) = VS(jω)

I(jω)
= ωL∠π/2 = jωL

Impedance of
an inductor

(4.60)

Note that the inductor now appears to behave like a complex frequency-dependent
resistor, and that the magnitude of this complex resistor, ωL, is proportional to the
signal frequency, ω. Thus, an inductor will “impede” current flow in proportion
to the sinusoidal frequency of the source signal. This means that at low signal fre-
quencies, an inductor acts somewhat like a short circuit, while at high frequencies
it tends to behave more as an open circuit.

The Capacitor

An analogous procedure may be followed to derive the equivalent result for a
capacitor. Beginning with the defining relationships for the ideal capacitor,

iC(t) = C
dvC(t)

dt

vC(t) = 1

C

∫
iC(t

′) dt ′
(4.61)

with iC = i and vC = vS in Figure 4.33, the capacitor current may be expressed
as:

iC(t) = C
dvC(t)

dt

= C
d

dt
(A cosωt)

= −C(Aω sinωt)

= ωCA cos(ωt + π/2)

(4.62)

so that, in phasor form,

VS(jω) = A∠0

I(jω) = ωCA∠π/2
(4.63)

The impedance of the ideal capacitor, ZC(jω), is therefore defined as follows:

ZC(jω) = VS(jω)

I(jω)
= 1

ωC
∠−π/2

= −j
ωC

= 1

jωC

Impedance of
a capacitor

(4.64)

where we have used the fact that 1/j = e−jπ/2 = −j . Thus, the impedance of a
capacitor is also a frequency-dependent complex quantity, with the impedance of
the capacitor varying as an inverse function of frequency; and so a capacitor acts
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like a short circuit at high frequencies, whereas it behaves more like an open circuit
at low frequencies. Figure 4.34 depicts ZC(jω) in the complex plane, alongside
ZR(jω) and ZL(jω).

ZR = R

ZL = jωL

ZC = 1 
jωC

ωL

ZL

Im

Re

R

ZC

ZR

1
ωC

–

π
2

π
2

–

Figure 4.34 Impedances of
R, L, and C in the complex
plane

The impedance parameter defined in this section is extremely useful in solv-
ing AC circuit analysis problems, because it will make it possible to take ad-
vantage of most of the network theorems developed for DC circuits by replacing
resistances with complex-valued impedances. The examples that follow illustrate
how branches containing series and parallel elements may be reduced to a single
equivalent impedance, much in the same way resistive circuits were reduced to
equivalent forms. It is important to emphasize that although the impedance of
simple circuit elements is either purely real (for resistors) or purely imaginary
(for capacitors and inductors), the general definition of impedance for an arbitrary
circuit must allow for the possibility of having both a real and an imaginary part,
since practical circuits are made up of more or less complex interconnections of
different circuit elements. In its most general form, the impedance of a circuit
element is defined as the sum of a real part and an imaginary part:

Z(jω) = R(jω)+ jX(jω) (4.65)

whereR is called the AC resistance andX is called the reactance. The frequency
dependence ofR andX has been indicated explicitly, since it is possible for a circuit
to have a frequency-dependent resistance. Note that the reactances of equations
4.60 and 4.64 have units of ohms, and that inductive reactance is always positive,
while capacitive reactance is always negative. The following examples illustrate
how a complex impedance containing both real and imaginary parts arises in a
circuit.

EXAMPLE 4.11 Impedance of a Practical Capacitor

Problem

A practical capacitor can be modeled by an ideal capacitor in parallel with a resistor
(Figure 4.35). The parallel resistance represents leakage losses in the capacitor and is
usually quite large. Find the impedance of a practical capacitor at the radian frequency
ω = 377 rad/s. How will the impedance change if the capacitor is used at a much higher
frequency, say 800 MHz?

C1R1

Z1

R1 = 50 Ω

C1 = 470 µF

Figure 4.35

Solution

Known Quantities: C1 = 0.1 µF = 0.1 × 10−6 F; R1 = 1 M-.

Find: The equivalent impedance of the parallel circuit, Z1.

Analysis: To determine the equivalent impedance we combine the two impedances in
parallel:

Z1 = R1

∥∥∥∥ 1

jωC1
=

R1
1

jωC1

R1 + 1
jωC1

= R1

1 + jωC1R1
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Substituting numerical values, we find

Z1(ω = 377) = 106

1 + j377 × 106 × 0.1 × 10−6
= 106

1 + j37.7

= 2.6516 × 104∠ − 1.5443 -

The impedance of the capacitor alone at this frequency would be:

ZC1(ω = 377) = 1

j377 × 0.1 × 10−6
= 26.53 × 103∠−π/2 -

If the frequency is increased to 800 MHz, or 1600π × 106 rad/s—a radio frequency in the
AM range—we can recompute the impedance to be:

Z1(ω = 1600π × 106) = 106

1 + j1600π × 106 × 0.1 × 10−6 × 106

= 106

1 + j160π × 106
= 0.002∠−1.5708 -

The impedance of the capacitor alone at this frequency would be:

ZC1(ω = 1600π × 106) = 1

j1600π × 106 × 0.1 × 10−6
= 0.002 ∠−π/2 -

Comments: Note that the effect of the parallel resistance at the lower frequency
(corresponding to the well-known 60-Hz AC power frequency) is significant: The
effective impedance of the practical capacitor is substantially different from that of the
ideal capacitor. On the other hand, at much higher frequency, the parallel resistance has an
impedance so much larger than that of the capacitor that it effectively acts as an open
circuit, and there is no difference between the ideal and practical capacitor impedances.
This example suggests that the behavior of a circuit element depends very much in the
frequency of the voltages and currents in the circuit. We should also note that the
inductance of the wires may become significant at high frequencies.

EXAMPLE 4.12 Impedance of a Practical Inductor

Problem

A practical inductor can be modeled by an ideal inductor in series with a resistor. Figure
4.36 shows a toroidal (doughnut-shaped) inductor. The series resistance represents the
resistance of the coil wire and is usually small. Find the range of frequencies over which
the impedance of this practical inductor is largely inductive (i.e., due to the inductance in
the circuit). We shall consider the impedance to be inductive if the impedance of the
inductor in the circuit of Figure 4.37 is at least 10 times as large as that of the
resistor.

Leads

Toroid

n turns

0.25 cm

0.5 cm

Cross section

a

b

Figure 4.36 A practical
inductor

Solution

Known Quantities: L = 0.098 H; lead length = lc = 2 × 10 cm; n = 250 turns; wire is
30 gauge. Resistance of 30 gauge wire = 0.344 -/m.

Find: The range of frequencies over which the practical inductor acts nearly like an ideal
inductor.
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Analysis: We first determine the equivalent resistance of the wire used in the practical
inductor using the cross section as an indication of the wire length, lw , used in the coil:

lw = 250 × (2 × 0.25 + 2 × 0.5) = 375 cm

l = Total length = lw + lc = 375 + 20 = 395 cm

The total resistance is therefore

R = 0.344 -/m × 0.395 m = 0.136 -

Thus, we wish to determine the range of radian frequencies, ω, over which the magnitude
of jωL is greater than 10 × 0.136 -:

ωL > 1.36, or ω > 1.36/L = 1.36/0.098 = 1.39 rad/s.

Alternatively, the range is f = ω/2π > 0.22 Hz.

L

R

a

b

Figure 4.37

Comments: Note how the resistance of the coil wire is relatively insignificant. This is
true because the inductor is rather large; wire resistance can become significant for very
small inductance values. At high frequencies, a capacitance should be added to the model
because of the effect of the insulator separating the coil wires.

EXAMPLE 4.13 Impedance of a More Complex Circuit

Problem

Find the equivalent impedance of the circuit shown in Figure 4.38.

CR2

ZEQ

L

R1

10 mH

10 µF

100 Ω

50 Ω

Figure 4.38

Solution

Known Quantities: ω = 104 rad/s; R1 = 100 -; L = 10 mH; R2 = 50 -, C = 10 µF.

Find: The equivalent impedance of the series-parallel circuit.

Analysis: We determine first the parallel impedance of the R2-C circuit, Z||.

Z|| = R2

∥∥∥∥ 1

jωC
=

R2
1

jωC

R2 + 1
jωC

= R2

1 + jωCR2

= 50

1 + j104 × 10 × 10−6 × 50
= 50

1 + j5
= 1.92 − j9.62

= 9.81∠−1.3734 -

Next, we determine the equivalent impedance, Zeq:

Zeq = R1 + jωL+ Z|| = 100 + j104 × 10−2 + 1.92 − j9.62

= 101.92 + j90.38 = 136.2∠0.723 -

Is this impedance inductive or capacitive in nature?

Comments: At the frequency used in this example, the circuit has an inductive
impedance, since the reactance is positive (or, alternatively, the phase angle is
positive).



Part I Circuits 159

FOCUS ON
MEASUREMENTS

Capacitive Displacement Transducer
Earlier, we introduced the idea of a capacitive displacement transducer when
we considered a parallel-plate capacitor composed of a fixed plate and a
movable plate. The capacitance of this variable capacitor was shown to be a
nonlinear function of the position of the movable plate, x (see Figure 4.6).
In this example, we show that under certain conditions the impedance of the
capacitor varies as a linear function of displacement—that is, the
movable-plate capacitor can serve as a linear transducer.

Recall the expression derived earlier:

C = 8.854 × 10−3A

x
pF

where C is the capacitance in pF, A is the area of the plates in mm2, and x is
the (variable) distance in mm. If the capacitor is placed in an AC circuit, its
impedance will be determined by the expression

ZC = 1

jωC

so that

ZC = x

jω8.854A
-

Thus, at a fixed frequency ω, the impedance of the capacitor will vary
linearly with displacement. This property may be exploited in the bridge
circuit of Figure 4.7, where a differential pressure transducer was shown as
being made of two movable-plate capacitors, such that if the capacitance of
one increased as a consequence of a pressure differential across the
transducer, the capacitance of the other had to decrease by a corresponding
amount (at least for small displacements). The circuit is shown again in
Figure 4.39, where two resistors have been connected in the bridge along
with the variable capacitors (denoted by C(x)). The bridge is excited by a
sinusoidal source.

vS(t)

Cdb(x)

R2

Vout +–
a b

d

c

+~–

R1

Cbc(x)

Figure 4.39 Bridge circuit
for capacitive displacement
transducer

Using phasor notation, we can express the output voltage as follows:

Vout(jω) = VS(jω)

(
ZCbc(x)

ZCdb(x) + ZCbc(x)
− R2

R1 + R2

)
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If the nominal capacitance of each movable-plate capacitor with the
diaphragm in the center position is given by

C = εA

d

where d is the nominal (undisplaced) separation between the diaphragm and
the fixed surfaces of the capacitors (in mm), the capacitors will see a change
in capacitance given by

Cdb = εA

d − x
and Cbc = εA

d + x

when a pressure differential exists across the transducer, so that the
impedances of the variable capacitors change according to the displacement:

ZCdb = d − x

jω8.854A
and ZCbc = d + x

jω8.854A
and we obtain the following expression for the phasor output voltage:

Vout(jω) = VS(jω)




d + x

jω8.854A
d − x

jω8.854A
+ d + x

jω8.854A

− R2

R1 + R2




= VS(jω)

(
1

2
+ x

2d
− R2

R1 + R2

)

= VS(jω)
x

2d
if we choose R1 = R2. Thus, the output voltage will vary as a scaled version
of the input voltage in proportion to the displacement. A typical vout(t) is
displayed in Figure 4.40 for a 0.05-mm “triangular” diaphragm
displacement, with d = 0.5 mm and VS a 25-Hz sinusoid with 1-V
amplitude.

0.05

0.04

0.03

0.02

0.01

0
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Time

x 
(m

m
)

0.05

–0.05
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Time

v o
ut

 (
V

)

0

Displacement input

Bridge output voltage

Figure 4.40 Displacement input and bridge output voltage
for capacititve displacement transducer
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Admittance

In Chapter 3, it was suggested that the solution of certain circuit analysis prob-
lems was handled more easily in terms of conductances than resistances. In AC
circuit analysis, an analogous quantity may be defined, the reciprocal of complex
impedance. Just as the conductance, G, of a resistive element was defined as the
inverse of the resistance, the admittance of a branch is defined as follows:

Y = 1

Z
S (4.66)

Note immediately that wheneverZ is purely real—that is, whenZ = R+j0—the
admittance Y is identical to the conductance G. In general, however, Y is the
complex number

Y = G+ jB (4.67)

whereG is called the AC conductance and B is called the susceptance; the latter
plays a role analogous to that of reactance in the definition of impedance. Clearly,
G and B are related to R and X. However, this relationship is not as simple as an
inverse. Let Z = R + jX be an arbitrary impedance. Then, the corresponding
admittance is

Y = 1

Z
= 1

R + jX
(4.68)

In order to express Y in the form Y = G + jB, we multiply numerator and
denominator by R − jX:

Y = 1

R + jX

R − jX

R − jX
= R − jX

R2 +X2

= R

R2 +X2
− j

X

R2 +X2

(4.69)

and conclude that

G = R

R2 +X2

B = −X
R2 +X2

(4.70)

Notice in particular that G is not the reciprocal of R in the general case!
The following example illustrates the determination of Y for some common

circuits.

EXAMPLE 4.14 Admittance

Problem

Find the equivalent admittance of the two circuits shown in Figure 4.41.

Solution

Known Quantities: ω = 2π × 103 rad/s; R1 = 150 -; L = 16 mH; R2 = 100 -,
C = 3 µF.
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Find: The equivalent admittance of the two circuits.

Analysis: Circuit (a): First, determine the equivalent impedance of the circuit:

Zab = R1 + jωL

Then compute the inverse of Zab to obtain the admittance:

Yab = 1

R1 + jωL
= R1 − jωL

R2
1 + (ωL)2

Substituting numerical values gives

Yab = 1

50 + j2π × 103
= 1

50 + j100.5
= 3.968 × 10−3 − j7.976 × 10−3 S

Circuit (b): First, determine the equivalent impedance of the circuit:

Zab = R2

∥∥∥∥ 1

jωC
= R2

1 + jωR2C

Then compute the inverse of Zab to obtain the admittance:

Yab = 1 + jωR2C

R2
= 1

R2
+ jωC = 0.01 + j0.019 S

Yab

R1

L

(a)

Yab C

(b)

R2

a

b

a

b

Figure 4.41

Comments: Note that the units of admittance are siemens, that is, the same as the units
of conductance.

Focus on Computer-Aided Tools: You will find the solution to the same example
computed by MathCad in the electronic files that accompany this book.

Check Your Understanding
4.14 Add the sinusoidal voltages v1(t) = A cos(ωt + φ) and v2(t) = B cos(ωt + θ)
using phasor notation, and then convert back to time-domain form, for:

a. A = 1.5 V, φ = 10◦; B = 3.2 V, θ = 25◦.

b. A = 50 V, φ = −60◦; B = 24, θ = 15◦.

4.15 Add the sinusoidal currents i1(t) = A cos(ωt+φ) and i2(t) = B cos(ωt+ θ) for:

a. A = 0.09 A, φ = 72◦; B = 0.12 A, θ = 20◦.

b. A = 0.82 A, φ = −30◦; B = 0.5 A, θ = −36◦.

4.16 Compute the equivalent impedance of the circuit of Example 4.13 for ω = 1,000
and 100,000 rad/s.

4.17 Compute the equivalent admittance of the circuit of Example 4.13.

4.18 Calculate the equivalent series capacitance of the parallelR2-C circuit of Example
4.13 at the frequency ω = 10 rad/s.

4.5 AC CIRCUIT ANALYSIS METHODS

This section will illustrate how the use of phasors and impedance facilitates the
solution of AC circuits by making it possible to use the same solution methods

http://www.mhhe.com/engcs/electrical/rizzoni/examples.mhtml
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developed in Chapter 3 for DC circuits. The AC circuit analysis problem of interest
in this section consists of determining the unknown voltage (or currents) in a circuit
containing linear passive circuit elements (R, L, C) and excited by a sinusoidal
source. Figure 4.42 depicts one such circuit, represented in both conventional
time-domain form and phasor-impedance form.

vS(t)
i1(t) i2(t)

R2

R1 L

ix(t)

C VS ( jω)
I1( jω) I2( jω)

ZR2

Ix( jω)

ZC

ZLZR1

A sample circuit
for AC analysis

The same circuit
in phasor form

+~–
+~–

Figure 4.42 An AC circuit

The first step in the analysis of an AC circuit is to note the frequency of the
sinusoidal excitation. Next, all sources are converted to phasor form, and each
circuit element to impedance form. This is illustrated in the phasor circuit of
Figure 4.42. At this point, if the excitation frequency, ω, is known numerically,
it will be possible to express each impedance in terms of a known amplitude and
phase, and a numerical answer to the problem will be found. It does often happen,
however, that one is interested in a more general circuit solution, valid for an
arbitrary excitation frequency. In this latter case, the solution becomes a function
of ω. This point will be developed further in Chapter 6, where the concept of
sinusoidal frequency response is discussed.

With the problem formulated in phasor notation, the resulting solution will
be in phasor form and will need to be converted to time-domain form. In effect,
the use of phasor notation is but an intermediate step that greatly facilitates the
computation of the final answer. In summary, here is the procedure that will be
followed to solve an AC circuit analysis problem. Example 4.15 illustrates the
various aspects of this method.

F O C U S O N M E T H O D O L O G Y

AC Circuit Analysis

1. Identify the sinusoidal source(s) and note the excitation frequency.

2. Convert the source(s) to phasor form.

3. Represent each circuit element by its impedance.

4. Solve the resulting phasor circuit, using appropriate network analysis
tools.

5. Convert the (phasor-form) answer to its time-domain equivalent, using
equation 4.46.
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EXAMPLE 4.15 Phasor Analysis of AC Circuit

Problem

Apply the phasor analysis method just described to the circuit of Figure 4.43 to determine
the source current.

vS(t) = 10 cos(100t)

50 Ω iS(t)

200 Ω 100 µF+~–
vS(t)

Figure 4.43

Solution

Known Quantities: ω = 100 rad/s; R1 = 50 -; R2 = 200 -, C = 100 µF.

Find: The source current iS(t).

Analysis: Define the voltage v at the top node and use nodal analysis to determine v.
Then observe that

iS(t) = vS(t)− v(t)

R1

Next, we follow the steps outlined in the Methodology Box: “AC Circuit Analysis.”

Step 1: vS(t) = 10 cos(100t) V; ω = 100 rad/s.

Step 2: VS(jω) = 10∠0 V.

Step 3: ZR1 = 50 -, ZR2 = 200 -, ZC = 1/(j100 × 10−4) = −j100 -. The
resulting phasor circuit is shown in Figure 4.44.

Step 4: Next, we solve for the source current using nodal analysis. First we find V:

VS − V
ZR1

= V
ZR2||ZC

VS

ZR1
= V

(
1

ZR2||ZC + 1

ZR1

)

V =
(

1

ZR2||ZC + 1

ZR1

)−1 VS

ZR1
=

(
1

40 − j80
+ 1

50

)−1 VS

50

= 7.428 ∠ − 0.381 V

Then we compute IS :

IS = VS − V
ZR1

= 0.083∠0.727 A

Step 5: Finally, we convert the phasor answer to time domain notation:
is(t) = 0.083 cos(100t + 0.727) A.

VS = 10e j0

IS

Z2 = 200 Z3 = – j100

Z1 = 50

+~–

Figure 4.44

Focus on Computer-Aided Tools: You will find the solution to the same example
computed by MathCad in the electronic files that accompany this book. An EWB solution
is also enclosed.

http://www.mhhe.com/engcs/electrical/rizzoni/examples.mhtml
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EXAMPLE 4.16 AC Circuit Solution for Arbitrary Sinusoidal
Input

Problem

Determine the general solution of Example 4.15 for any sinusoidal source, A cos(ωt + φ).

Solution

Known Quantities: R1 = 50 -; R2 = 200 -, C = 100 µF.

Find: The phasor source current IS(jω).

Analysis: Since the radian frequency is arbitrary, it will be impossible to determine a
numerical answer. The answer will be a function of ω. The source in phasor form is
represented by the expression VS(jω) = A∠φ. The impedances will be ZR1 = 50 -;
ZR2 = 200 -; ZC = −j104/ω -. Note that the impedance of the capacitor is a function
of ω.

Taking a different approach from Example 4.15, we observe that the source current is
given by the expression

IS = VS

ZR1 + ZR2||ZC
The parallel impedance ZR2||ZC is given by the expression

ZR2||ZC = ZR2 × ZC

ZR2 + ZC
= 200 × 104/jω

200 + 104/jω
= 2 × 106

104 + jω200
-

Thus, the total series impedance is

ZR1 + ZR2||ZC = 50 + 2 × 106

104 + jω200
= 2.5 × 106 + jω104

104 + jω200
-

and the phasor source current is

IS = VS

ZR1 + ZR2||ZC = A∠φ 104 + jω200

2.5 × 106 + jω104
A

Comments: The expression obtained in this example can be evaluated for an arbitrary
sinusoidal excitation, by substituting numerical values for A, φ, and ω in the above
expression. The answer can then be computed as the product of two complex numbers.
As an example, you might wish to substitute the values used in Example 4.15 (A = 10 V,
φ = 0 rad, ω = 100 rad/s) to verify that the same answer is obtained.

Focus on Computer-Aided Tools: An EWB file simulating this circuit for an arbitrary
sinusoidal input is enclosed in the accompanying CD-ROM.

By now it should be apparent that the laws of network analysis introduced in
Chapter 3 are also applicable to phasor voltages and currents. This fact suggests
that it may be possible to extend the node and mesh analysis methods developed
earlier to circuits containing phasor sources and impedances, although the resulting
simultaneous complex equations are difficult to solve without the aid of a computer,
even for relatively simple circuits. On the other hand, it is very useful to extend
the concept of equivalent circuits to the AC case, and to define complex Thévenin
(or Norton) equivalent impedances. The fundamental difference between resistive

http://www.mhhe.com/engcs/electrical/rizzoni/examples.mhtml
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and AC equivalent circuits is that the AC Thévenin (or Norton) equivalent circuits
will be frequency-dependent and complex-valued. In general, then, one may think
of the resistive circuit analysis of Chapter 3 as a special case of AC analysis in
which all impedances are real.

AC Equivalent Circuits

In Chapter 3, we demonstrated that it was convenient to compute equivalent cir-
cuits, especially in solving for load-related variables. Figure 4.45 depicts the
two representations analogous to those developed in Chapter 3. Figure 4.45(a)
shows an equivalent load, as viewed by the source, while Figure 4.45(b) shows an
equivalent source circuit, from the perspective of the load.

VS( jω) Load

ZS

(a) Equivalent load

Source ZL

(b) Equivalent source

+~–

Figure 4.45 AC equivalent
circuits

In the case of linear resistive circuits, the equivalent load circuit can always
be expressed by a single equivalent resistor, while the equivalent source circuit may
take the form of a Norton or a Thévenin equivalent. This section extends these con-
cepts to AC circuits and demonstrates that the notion of equivalent circuits applies
to phasor sources and impedances as well. The techniques described in this sec-
tion are all analogous to those used for resistive circuits, with resistances replaced
by impedances, and arbitrary sources replaced by phasor sources. The principal
difference between resistive and AC equivalent circuits will be that the latter are
frequency-dependent. Figure 4.46 summarizes the fundamental principles used in
computing an AC equivalent circuit. Note the definite analogy between impedance
and resistance elements, and between conductance and admittance elements.

The computation of an equivalent impedance is carried out in the same way
as that of equivalent resistance in the case of resistive circuits:

Z1 Z2 Z1 + Z2 Y1
Y1 + Y2

Y2

Z1

Z2

Impedances in parallel behave like resistors in parallel:

1
Z1

+
1
Z2

Admittances in parallel add:

1
Y1

+
1
Y2

Admittances in series behave like conductances in series:

Impedances in series add:

Y1 Y2

1

1

Figure 4.46 Rules for impedance and admittance reduction

1. Short-circuit all voltage sources, and open-circuit all current sources.

2. Compute the equivalent impedance between load terminals, with the load
disconnected.

In order to compute the Thévenin or Norton equivalent form, we recognize that the
Thévenin equivalent voltage source is the open-circuit voltage at the load terminals
and the Norton equivalent current source is the short-circuit current (the current
with the load replaced by a short circuit). Figure 4.47 illustrates these points by
outlining the steps in the computation of an equivalent circuit. The remainder of
the section will consist of examples aimed at clarifying some of the finer points in
the calculation of such equivalent circuits. Note how the initial circuit reduction
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VS Z2

A phasor circuit
with load ZL

Z3Z1

Z4

Zab

a

b

Z2

Circuit for the computation of the equivalent
impedance, ZT

Z3Z1

Z4

a

b

VS Z2

Z3Z1

Z4

a

b

VS Z2

Z3Z1

Z4

a

L

VOC = VT

ISC = IN

ZL Circuit for the computation of the Thévenin
equivalent voltage

Circuit for the computation of the Norton
equivalent current

Zab = ZT = Z3 + (Z1 || Z2) + Z4

VOC = VT =              VS
Z2

Z1 + Z2

ISC = IN = 
VS

Z1 1
Z1

+
1
Z2

+
1

Z3 + Z4

1
Z3 + Z4

+~–

+~–

+~–

Figure 4.47 Reduction of AC circuit to equivalent form

proceeds exactly as in the case of a resistive circuit; the details of the complex
algebra required in the calculations are explored in the examples.

EXAMPLE 4.17 Solution of AC Circuit by Nodal Analysis

Problem

The electrical characteristics of electric motors (which are described in greater detail in
the last three chapters of this book) can be approximately represented by means of a series
R-L circuit. In this problem we analyze the currents drawn by two different motors
connected to the same AC voltage supply (Figure 4.48).

R2

L2

R1
RS

L2

i

Figure 4.48

Solution

Known Quantities: RS = 0.5 -; R1 = 2 -; R2 = 0.2 -, L1 = 0.1 H; L2 = 20 mH.
vS(t) = 155 cos(377t) V.

Find: The motor load currents, i1(t) and i2(t).

Analysis: First, we calculate the impedances of the source and of each motor:

ZS = 0.5 -

Z1 = 2 + j377 × 0.1 = 2 + j37.7 = 37.75∠1.52 -

Z2 = 0.2 + j377 × 0.02 = 0.2 + j7.54 = 7.54∠1.54 -

The source voltage is VS = 155∠0 V.
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Next, we apply KCL at the top node, with the aim of solving for the node voltage V:

VS − V
ZS

= V
Z1

+ V
Z2

VS

ZS
= V
ZS

+ V
Z1

+ V
Z2

= V
(

1

ZS
+ 1

Z1
+ 1

Z2

)

V =
(

1

ZS
+ 1

Z1
+ 1

Z2

)−1 VS

ZS
=

(
1

0.5
+ 1

2 + j37.7
+ 1

0.2 + j7.54

)−1 VS

0.5

= 154.1∠0.079 V

Having computed the phasor node voltage, V, we can now easily determine the phasor
motor currents, I1 and I2:

I1 = V
Z1

= 82∠ − 0.305

2 + j37.7
= 4.083∠ − 1.439

I2 = V
Z2

= 82.05 ∠ − 0.305

0.2 + j7.54
= 20.44 ∠ − 1.465.

Finally, we can write the time-domain expressions for the currents:

i1(t) = 4.083 cos(377t − 1.439) A

i2(t) = 20.44 cos(377t − 1.465) A

Figure 4.49 depicts the source voltage (scaled down by a factor of 10) and the two motor
currents.

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1
–25

–20

–15

–10

–5

0
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10

15

20

25

Time, (s)

V
ol

ts
, a

m
pe

re
s

Source voltage (divided by 10)
Motor 1 current
Motor 2 current

Figure 4.49 Plot of source voltage and motor currents for Example 4.17
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Comments: Note the phase shift between the source voltage and the two motor currents.
A Matlab-generated computer-aided solution of this problem, including plotting of the
graph of Figure 4.49, may be found in the CD that accompanies this book. An EWB
solution is also included.

EXAMPLE 4.18 Thévenin Equivalent of AC Circuit

Problem

Compute the Thévenin equivalent of the circuit of Figure 4.50.

+~–
VS

Z1

a

b

ZL

VS = 110∠ 0° Z2 = j20 ΩZ1 = 5 Ω

Z2

Figure 4.50

Solution

Known Quantities: Z1 = 5 -; Z2 = j20 -. vS(t) = 110 cos(377t) V.

Find: Thévenin equivalent circuit.

Analysis: First compute the equivalent impedance seen by the (arbitrary) load, ZL. As
illustrated in Figure 4.47, we remove the load, short-circuit the voltage source, and
compute the equivalent impedance seen by the load; this calculation is illustrated in
Figure 4.51.

ZT = Z1||Z2 = Z1 × Z2

Z1 + Z2
= 5 × j20

5 + j20
= 4.71 + j1.176 -

Next, we compute the open-circuit voltage, between terminals a and b:

VT = Z2

Z1 + Z2
VS = j20

5 + j20
110∠0 = 20∠π/2

20.6∠1.326
110∠0 = 106.7∠0.245 V.

The complete Thévenin equivalent circuit is shown in Figure 4.52.

Z2Z1

a

b

ZL

Figure 4.51

+~–
106.7 ∠ 14. 04° V

4.71 + j1.176 Ω
a

b

ZL

Figure 4.52

Comments: Note that the procedure followed for the computation of the equivalent
circuit is completely analogous to that used in the case of resistive circuits (Section 3.5),
the only difference being in the use of complex impedances in place of resistances. Thus,
other than the use of complex quantities, there is no difference between the analysis
leading to DC and AC equivalent circuits.

Check Your Understanding
4.19 Compute the magnitude of the current IS(jω) of Example 4.16 if A = 1 and
φ = 0, for ω = 10, 102, 103, 104, and 105 rad/s. Can you explain these results intuitively?

http://www.mhhe.com/engcs/electrical/rizzoni/examples.mhtml
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[Hint: Evaluate the impedance of the capacitor relative to that of the two resistors at each
frequency.]

4.20 Find the voltage across the capacitor in Example 4.15.

4.21 Determine the Norton current in Example 4.17.

CONCLUSION

In this chapter we have introduced concepts and tools useful in the analysis of AC circuits.
The importance of AC circuit analysis cannot be overemphasized, for a number of reasons.
First, circuits made up of resistors, inductors, and capacitors constitute reasonable models
for more complex devices, such as transformers, electric motors, and electronic amplifiers.
Second, sinusoidal signals are ever present in the analysis of many physical systems, not
just circuits. The skills developed in Chapter 4 will be called upon in the remainder of the
book. In particular, they form the basis of Chapters 5 and 6.

• In addition to elements that dissipate electric power, there are also electric
energy-storage elements. The ideal inductor and capacitor are ideal elements that
represent the energy-storage properties of electric circuits.

• Since the i-v relationship for the ideal capacitor and the ideal inductor consists of
a differential equation, application of the fundamental circuit laws in the presence
of such dynamic circuit elements leads to the formulation of differential equations.

• For the very special case of sinusoidal sources, the differential equations
describing circuits containing dynamic elements can be converted into algebraic
equations and solved using techniques similar to those employed in Chapter 3 for
resistive circuits.

• Sinusoidal voltages and currents can be represented by means of complex
phasors, which explicitly indicate the amplitude and phase of the sinusoidal signal
and implicitly denote the sinusoidal frequency dependence.

• Circuit elements can be represented in terms of their impedance, which may be
conceptualized as a frequency-dependent resistance. The rules of circuit analysis
developed in Chapters 2 and 3 can then be employed to analyze AC circuits by
using impedance elements as complex resistors. Thus, the only difference
between the analysis of AC and resistive circuits lies in the use of complex
algebra instead of real algebra.

CHECK YOUR UNDERSTANDING ANSWERS

CYU 4.1 Plot for Check Your Understanding 4.1

v L
(t

) 
(V

)

0 2 4 6 8 10
t (s)

Inductor voltage for Exercise 4.1
0

–0.02

–0.04

–0.06

–0.08

–0.1

–0.12

–0.14
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CYU 4.2 Plot for Check Your Understanding Exercise 4.2

i C
(t

) 
(m

A
)

0 2 4 6 8 10
t (s)

Capacitor current for Exercise 4.2
5

4

3

2

1

0

CYU 4.3 w(t = 3 ms) = 3.9 µJ

CYU 4.4 w(t = 3 ms) = 22.22 mJ

CYU 4.5

w(t) =




5.625 × 10−6 J 0 ≤ t < 2 ms

0.156 × 10−6t2 − 2.5 × 10−6t

+10−5 2 ≤ t < 6 ms

0.625 × 10−6 t ≥ 6 ms

p(t) =
{
(20 × 10−3 − 2.5t)× (−0.125) W 2 ≤ t < 6 ms

0 otherwise

CYU 4.6 v(t) = 155.6 cos(377t − π

6 )

CYU 4.7 〈v(t)〉 = 2.5 V

CYU 4.8 〈v(t)〉 = 1.5 V

CYU 4.9 2.89 V

CYU 4.10 0.5 V

CYU 4.13

C = V√
1 + (ωRC)2

φ = tan−1(−ωRC)

CYU 4.14 (a) v1 + v2 = 4.67 cos(ωt + 0.3526◦); (b) v1 + v2 = 60.8 cos(ωt − 0.6562◦)

CYU 4.15 (a) i1 + i2 = 0.19 cos(ωt + 0.733◦); (b) i1 + i2 = 1.32 cos(ωt − 0.5637◦)

CYU 4.16 Z(1,000) = 140 − j10; Z(100,000) = 100 + j999

CYU 4.17 YEQ = 5.492 × 10−3 − j4.871 × 10−3

CYU 4.18 X‖ = 0.25; C = 0.4 F

CYU 4.19 |IS | = 0.0041 A; 0.0083 A; 0.0194 A; 0.02 A; 0.02 A

CYU 4.20 7.424e−j0.381

CYU 4.21 22ej0 A
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HOMEWORK PROBLEMS

Section 1: Energy Storage Elements

4.1 The current through a 0.5-H inductor is given by
iL = 2 cos(377t + π/6). Write the expression for the
voltage across the inductor.

4.2 The voltage across a 100-µF capacitor takes the
following values. Calculate the expression for the
current through the capacitor in each case.

a. vC(t) = 40 cos(20t − π/2) V

b. vC(t) = 20 sin 100t V

c. vC(t) = −60 sin(80t + π/6) V

d. vC(t) = 30 cos(100t + π/4) V

4.3 The current through a 250-mH inductor takes the
following values. Calculate the expression for the
voltage across the inductor in each case.

a. iL(t) = 5 sin 25t A

b. iL(t) = −10 cos 50t A

c. iL(t) = 25 cos(100t + π/3) A

d. iL(t) = 20 sin(10t − π/12) A

4.4 In the circuit shown in Figure P4.4, let

i(t) = 0 for − ∞ < t < 0

= t for 0 ≤ t < 1 s

= −(t − 2) for 1 s ≤ t < 2 s

= 0 for 2 s ≤ t < ∞

1 Ω

2 Hi(t)

Figure P4.4

Find the energy stored in the inductor for all time.

4.5 In the circuit shown in Figure P4.5, let

v(t) = 0 for − ∞ < t < 0
= 2t for 0 ≤ t < 1 s
= −(2t − 4) for 1 s ≤ t < 2 s
= 0 for 2 s ≤ t < ∞

2 Ωv(t) +
– 0.1 F

Figure P4.5

Find the energy stored in the capacitor for all time.

4.6 Find the energy stored in each capacitor and
inductor, under steady-state conditions, in the circuit
shown in Figure P4.6.

2 Ω

1 F

4 Ω 8 Ω
6 Ω

2 F

3 F

6 A

2 H

Figure P4.6

4.7 Find the energy stored in each capacitor and
inductor, under steady-state conditions, in the circuit
shown in Figure P4.7.

3 Ω

2 F

3 Ω

6 Ω

12 V
2 H

1 F

1 H

Figure P4.7

4.8 The plot of time-dependent voltage is shown in
Figure P4.8. The waveform is piecewise continuous. If
this is the voltage across a capacitor and C = 80 µF,
determine the current through the capacitor. How can
current flow “through” a capacitor?

v(t) (V)

t (ms)

20

10

–10

5 10 15

Figure P4.8

4.9 The plot of a time-dependent voltage is shown in
Figure P4.8. The waveform is piecewise continuous. If
this is the voltage across an inductor L = 35 mH,
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determine the current through the inductor. Assume
the initial current is iL(0) = 0.

4.10 The voltage across an inductor plotted as a function
of time is shown in Figure P4.10. If L = 0.75 mH,
determine the current through the inductor at
t = 15 µs.

v(t) (V)

t (µs)

3.5

–1.9

5 10 15

Figure P4.10

4.11 If the waveform shown in Figure P4.11 is the
voltage across a capacitor plotted as a function of time
with:

vPK = 20 V T = 40 µs C = 680 nF

determine and plot the waveform for the current
through the capacitor as a function of time.

t

vPK

T 2T

Figure P4.11

4.12 If the current through a 16 µh inductor is zero at
t = 0 and the voltage across the inductor (shown in
Figure P4.12) is:

vL(f ) = 0 t < 0

= 3t2 0 < t < 20 µs

= 1.2 nV t > 20 µs

determine the current through the inductor at
t = 30 µs.

v(t) (nV )

t (µs)

1.2

20 40

Figure P4.12

4.13 Determine and plot as a function of time the
current through a component if the voltage across it
has the waveform shown in Figure P4.13 and the
component is a:

a. Resistor R = 7 -.
b. Capacitor C = 0.5 µF.
c. Inductor L = 7 mH.

v(t) (V)

t (ms)

10

5

15

5 10

Figure P4.13

4.14 If the plots shown in Figure P4.14 are the voltage
across and the current through an ideal capacitor,
determine the capacitance.

v(t) (V)

t (ms)

10

–10

5

10

15

5µs
i(t) (A)

t (ms)

12

–12

5

10

15

Figure P4.14

4.15 If the plots shown in Figure P4.15 are the voltage
across and the current through an ideal inductor,
determine the inductance.

i(t) (V)

t (ms)

2

1

3

5 1510

v(t) (V)

t (ms)

2

1

5 1510

Figure P4.15
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4.16 The voltage across and the current through a
capacitor are shown in Figure 4.16. Determine the
value of the capacitance.

v(t) (V)

t (ms)

10

5

15

5 10

ic(t) (mA)

t (ms)

1.5

5 10

Figure P4.16

4.17 The voltage across and the current through a
capacitor are shown in Figure P4.17. Determine the
value of the capacitance.

vc(v)

t(ms)

7

5

ic(mA)

t(ms)

3

5

Figure P4.17

Section 2: Time-Dependent Waveforms

4.18 Find the rms value of x(t) if x(t) is a sinusoid that
is offset by a DC value:

x(t) = 2 sin(ωt)+ 2.5

4.19 For the waveform of Figure P4.19:

i(t) (A)

t

10

π 2π

3π
2

0

10 sin(t)

–10

θ1

θ2

2π + θ1

0 < θ1 < π 
θ2 = π + θ1

Figure P4.19

a. Find the rms current.
b. If θ1 is π/2, what is the rms current of this

waveform?

4.20 Find the rms value of the waveform of Figure
P4.20.

v(t) (v)

t (ms)

1

0 2 4 6

...

–9

Figure P4.20

4.21 Find the rms value of the waveform of Figure
P4.21.

i(t) (A)

t (s)

10

π 2π 3π0

10 sin2t

Figure P4.21

4.22 Find the rms voltage of the waveform of Figure
P4.22.

v(t)

Vm

t0 τ

T

Figure P4.22

4.23 Find the rms value of the waveform shown in
Figure P4.23.

i(t) (A)

t

2

–T
2

–T
4

T
4

T
2

3T
4

T

–2

Figure P4.23

4.24 Determine the rms (or effective) value of:

v(t) = VDC + vAC = 50 + 70.7 cos (377t) V



Part I Circuits 175

Section 3: Phasor Analysis

4.25 If the current through and the voltage across a
component in an electrical circuit are:

i(t) = 17 cos[ωt − π

12 ] mA

v(t) = 3.5 cos[ωt + 1.309] V

where ω = 628.3 rad/s, determine:
a. Whether the component is a resistor, capacitor, or

inductor.
b. The value of the component in ohms, farads, or

henrys.

4.26 Describe the sinusoidal waveform shown in Figure
P4.26 using time-dependent and phasor notation.

170

v (vt) (V)

vt (rad)π
2

π
2

–170

–

Figure P4.26

4.27 Describe the sinusoidal waveform shown in Figure
P4.27 using time-dependent and phasor notation.

8
i (vt) (mA)

vt (rad)–π π

–8

8 ma

π
2

π
2

–

Figure P4.27

4.28 Describe the sinusoidal waveform shown in Figure
P4.28 using time-dependent and phasor notation.

8
i (vt) (mA)

vt (rad)–π π

–8

8 ma

π
2

π
2

–

Figure P4.28

4.29 If the current through and the voltage across an
electrical component are:

i(t) = Io cos(ωt + π

4 ) v(t) = Vo cosωt

where:

Io = 3 mA Vo = 700 mV ω = 6.283 rad/s

a. Is the component inductive or capacitive?
b. Plot the instantaneous power p(t) as a function of
ωt over the range 0 < ωt < 2π .

c. Determine the average power dissipated as heat in
the component.

d. Repeat parts (b) and (c) if the phase angle of the
current is changed to zero degrees.

4.30 Determine the equivalent impedance in the circuit
shown in Figure P4.30:

vs(t) = 7 cos
(
3,000t + π

6

)
V

R1 = 2.3 k- R2 = 1.1 k-

L = 190 mH C = 55 nF

R1

vS

L

R2

C

+

_
+
_

Figure P4.30

4.31 Determine the equivalent impedance in the circuit
shown in Figure P4.30:

vs(t) = 636 cos
(
3,000t + π

12

)
V

R1 = 3.3 k- R2 = 22 k-

L = 1.90 H C = 6.8 nF

4.32 In the circuit of Figure P4.32,

is(t) = Io cos
(
ωt + π

6

)
Io = 13 mA ω = 1,000 rad/s

C = 0.5 µF

Is C

Figure P4.32

a. State, using phasor notation, the source current.
b. Determine the impedance of the capacitor.
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c. Using phasor notation only and showing all work,
determine the voltage across the capacitor,
including its polarity.

4.33 Determine i3(t) in the circuit shown in Figure
P4.33, if:

i1(t) = 141.4 cos(ωt + 2.356) mA

i2(t) = 50 sin(ωt − 0.927) mA

ω = 377 rad/s

Z2

Z1

Z3

i1 i2 i3

VS

+

_
+
_

Figure P4.33

4.34 Determine the current through Z3 in the circuit of
Figure P4.34.

Vs1 = vs2 = 170 cos(377t) V

Z1 = 5.9∠0.122 -

Z2 = 2.3∠0 -

Z3 = 17∠0.192 -

Z1

Z2

Z3

VS

+

_

VS

+

_
+
_

+
_

Figure P4.34

4.35 Determine the frequency so that the current Ii and
the voltage Vo in the circuit of of Figure P4.35 are in
phase.

Zs = 13,000 + jω3 -

R = 120 -

L = 19 mH C = 220 pF

RZs

Vi

Vo

L

CC

I1

+
_

+

_

Figure P4.35

4.36 In the circuit of Figure P4.35, determine the
frequency ωr at which Ii and Vo are in phase.

4.37 The coil resistor in series with L models the
internal losses of an inductor in the circuit of Figure
P4.37. Determine the current supplied by the source if:

vs(t) = Vo cos(ωt + 0)

Vo = 10 V ω = 6 Mrad/s Rs = 50 -

Rc = 40 - L = 20 µH C = 1.25 nF

RcRs

L
CC

vS

+

_
+
_

Figure P4.37

4.38 Using phasor techniques, solve for the current in
the circuit shown in Figure P4.38.

2 H4 Ω

vs(t) = 12 cos 3t V +
_ 1/6 F

i

Figure P4.38

4.39 Using phasor techniques, solve for the voltage, v,
in the circuit shown in Figure P4.39.

2 Ωis(t) = 10 cos 2t A 1/2 F2 H

+
v(t)
–

Figure P4.39

4.40 Solve for I1 in the circuit shown in Figure P4.40.

5 ΩI = 10∠ A –j5 Ω

I1 I2

π
8

–

Figure P4.40

4.41 Solve for V2 in the circuit shown in Figure P4.41.
Assume ω = 2.

5 H2 Ω

V = 25∠ 0 V

V1

+
_

+ –

3 Ω V2

+

–

Figure P4.41
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4.42 Find the current through the resistor in the circuit
shown in Figure P4.42.

iS(t) = 1 cos (200πt )

100 Ω100 µF

iR(t)

iS(t)

Figure P4.42

4.43 Find vout(t) for the circuit shown in Figure P4.43.

+

vout

–

10∠     mA XL = 1 kΩ

XC = 10 kΩ

π
4

Figure P4.43

4.44 For the circuit shown in Figure P4.44, find the
impedance Z, given ω = 4 rad/s.

1/8 F

1/4 H

2 ΩZ

Figure P4.44

4.45 Find the admittance, Y , for the circuit shown in
Figure P4.45, when ω = 5 rad/s.

1/10 F 4/5 H

3 Ω

Y

Figure P4.45

Section 4: AC Circuit Analysis

4.46 Using phasor techniques, solve for v in the circuit
shown in Figure P4.46.

4 H9 Ω

36 cos (3t – π/3) V +
_ 1/18 F

2 H

2 H v
+

–

Figure P4.46

4.47 Using phasor techniques, solve for i in the circuit
shown in Figure P4.47.

5 Ω

10 Ω

1/2 F

6 cos 2t A

0.5 H

1 H

i

Figure P4.47

4.48 Determine the Thévenin equivalent circuit as seen
by the load shown in Figure P4.48 if
a. vS(t) = 10 cos(1,000t).
b. vS(t) = 10 cos(1,000,000t).

+~–

L

RS = RL = 500 Ω
L = 10 mH
C = 0.1 µF

vS(t) RL

a b
C

Source Filter Load

vout

+

–

RS

Figure P4.48

4.49 Find the Thévenin equivalent of the circuit shown
in Figure P4.49 as seen by the load resistor.

+

vout(t)

–

vin(t) = 12 cos 10t +~– 100 µF

1,000 Ω

RL

Figure P4.49

4.50 Solve for i(t) in the circuit of Figure P4.50, using
phasor techniques, if vS(t) = 2 cos(2t), R1 = 4 -,
R2 = 4 -, L = 2 H, and C = 1

4 F.
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i(t)

L

R1

vS (t) R2

C

+~–

Figure P4.50

4.51 Using mesh current analysis, determine the
currents i1(t) and i2(t) in the circuit shown in Figure
P4.51.

i1(t)

L = 0.5 HR1 = 100 Ω

vS(t) =15 cos 1,500t R2 = 75 ΩC = 1 µF

i2(t)

+~–

Figure P4.51

4.52 Using node voltage methods, determine the
voltages v1(t) and v2(t) in the circuit shown in Figure
P4.52.

L

C

R1 R2

v1(t)

iS (t) = 40 cos 100t A

v2(t)

R1 = 10 Ω 
R2 = 40 Ω
C = 500 µF
L = 0.2 H

Figure P4.52

4.53 The circuit shown in Figure P4.53 is a Wheatstone
bridge that will allow you to determine the reactance of
an inductor or a capacitor. The circuit is adjusted by
changing R1 and R2 until vab is zero.

vS (t)
a b

L3

R2

R1

C3

+~–

jX4

Figure P4.53

a. Assuming that the circuit is balanced, that is, that
vab = 0, determine X4 in terms of the circuit
elements.

b. If C3 = 4.7 µ F, L3 = 0.098 H, R1 = 100 -,
R2 = 1 -, vS(t) = 24 sin(2,000t), and vab = 0,
what is the reactance of the unknown circuit
element? Is it a capacitor or an inductor? What is
its value?

c. What frequency should be avoided by the source in
this circuit, and why?

4.54 Compute the Thévenin impedance seen by resistor
R2 in Problem 4.50.

4.55 Compute the Thévenin voltage seen by the
inductance, L, in Problem 4.52.

4.56 Find the Thévenin equivalent circuit as seen from
terminals a-b for the circuit shown in Figure 4.56.

8 Ω

j8 Ω

–j2 Ω

+
_5 ∠ –30° V

a

b

Figure P4.56

4.57 Compute the Thévenin voltage seen by resistor R2

in Problem 4.50.

4.58 Find the Norton equivalent circuit seen by resistor
R2 in Problem 4.50.

4.59 Write the two loop equations required to solve for
the loop currents in the circuit of Figure P4.59 in:
a. Integral-differential form.
b. Phasor form.

R2

LC

R1

Rs

I1 I2

vs

+

_

Figure P4.59

4.60 Write the node equations required to solve for all
voltages and currents in the circuit of Figure P4.59.
Assume all impedances and the two source voltages
are known.

4.61 In the circuit shown in Figure P4.61:

vs1 = 450 cosωt V vs2 = 450 cosωt V

A solution of the circuit with the ground at node e as
shown gives:

Va = 450∠0 V Vb = 440∠ π

6 V

Vc = 420∠ − 3.49 V

Vbc = 779.5∠0.098 V Vcd = 153.9∠1.2 V

Vba = 230.6∠1.875 V
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If the ground is now moved from node e to node d,
determine Vb and Vbc.

Z1

Z2

Z3

Z4

a b

d c

e

Z5

VS1

+

_

VS2

+

_

+
_

+
_

Figure P4.61

4.62 Determine Vo in the circuit of Figure P4.62 if:

vi = 4 cos(1,000t + π

6 ) V

L = 60 mH C = 12.5 µF

RL = 120 -

Vi CC

L

CC VoRL

+

–

+

–

+
_

Figure P4.62

4.63 The mesh currents and node voltages in the circuit
shown in Figure P4.63 are:

i1(t) = 3.127 cos(ωt − 0.825) A

i2(t) = 3.914 cos(ωt − 1.78) A

i3(t) = 1.900 cos(ωt + 0.655) A

v1(t) = 130.0 cos(ωt + 0.176) V

v2(t) = 130.0 cos(ωt − 0.436) V

where ω = 377.0 rad/s. Determine one of the
following L1, C2, R3, or L3.

L1

I3

R3

Z4

Z5

L3C2

I1

I2

VS1

+

_

VS2

+

_

1

2

+
_

+
_

Figure P4.63



180



181

C H A P T E R

5

Transient Analysis

5.1 INTRODUCTION

The aim of this chapter is to explore the solution of circuits that contain resis-
tances, inductances, capacitances, voltage and current sources, and switches. The
response of a circuit to the sudden application of a voltage or current is called
transient response. The most common instance of a transient response in a circuit
occurs when a switch is turned on or off—a rather common event in electrical cir-
cuits. Although there are many possible types of transients that can be introduced
in a circuit, in the present chapter we shall focus exclusively on the transient re-
sponse of circuits in which a switch activates or deactivates a DC source. Further,
we shall restrict our analysis, for the sake of simplicity, tofirst- andsecond-order
transients, that is to circuits that have only one or two energy storage elements.

The graphs of Figure 5.1 illustrate the result of the sudden appearance of a
voltage across a hypothetical load [a DC voltage in Figure 5.1(a), an AC voltage
in Figure 5.1(b)]. In the figure, the source voltage is turned on at timet = 0.2 s.
The voltage waveforms of Figure 5.1 can be subdivided into three regions: a
steady-state region, for 0 ≤ t ≤ 0.2 s; a transient region for 0.2 ≤ t ≤ 2 s
(approximately); and a new steady-state region fort > 2 s, where the voltage
reaches a steady DC or AC condition. The objective oftransient analysis is to
describe the behavior of a voltage or a current during the transition that takes place
between two distinct steady-state conditions.
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1

0.8

0.6

0.4

0.2

0
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(a) Transient DC voltage

V
ol

ts

0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0

1

0.5

0

–0.5

–1

t (s)
(b) Transient sinusoidal voltage

V
ol

ts

Figure 5.1 Examples of transient response

You already know how to analyze circuits in a sinusoidal steady state by
means of phasors. The material presented in the remainder of this chapter will
provide the tools necessary to describe the transient response of circuits containing
resistors, inductors, and capacitors. A general example of the type of circuit that
will be discussed in this section is shown in Figure 5.2. The switch indicates
that we turn the battery power on at time t = 0. Transient behavior may be
expected whenever a source of electrical energy is switched on or off, whether
it be AC or DC. A typical example of the transient response to a switched DC
voltage would be what occurs when the ignition circuits in an automobile are
turned on, so that a 12-V battery is suddenly connected to a large number of
electrical circuits. The degree of complexity in transient analysis depends on
the number of energy-storage elements in the circuit; the analysis can became
quite involved for high-order circuits. In this chapter, we shall analyze only first-
and second-order circuits—that is, circuits containing one or two energy-storage
elements, respectively. In electrical engineering practice, we would typically resort
to computer-aided analysis for higher-order circuits.

Complex load

C L

R

Switch

t = 0

12 V

Figure 5.2 Circuit with
switched DC excitation

RS

Vs

Circuit
containing

RL/RC
combinations

Switch

t = 0

Figure 5.3 A general model
of the transient analysis problem

A convenient starting point in approaching the transient response of electrical
circuits is to consider the general model shown in Figure 5.3, where the circuits in
the box consist of a combination of resistors connected to a single energy-storage
element, either an inductor or a capacitor. Regardless of how many resistors the
circuit contains, it is a first-order circuit. In general, the response of a first-
order circuit to a switched DC source will appear in one of the two forms shown
in Figure 5.4, which represent, in order, a decaying exponential and a rising
exponential waveform. In the next sections, we will systematically analyze these
responses by recognizing that they are exponential in nature and can be computed
very easily once we have the proper form of the differential equation describing
the circuit.
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0.5 1.5

Figure 5.4 Decaying and rising exponential
responses

5.2 SOLUTION OF CIRCUITS CONTAINING
DYNAMIC ELEMENTS

The major difference between the analysis of the resistive circuits studied in Chap-
ters 2 and 3 and the circuits we will explore in the remainder of this chapter is
that now the equations that result from applying Kirchhoff’s laws are differential
equations, as opposed to the algebraic equations obtained in solving resistive cir-
cuits. Consider, for example, the circuit of Figure 5.5, which consists of the series
connection of a voltage source, a resistor, and a capacitor. Applying KVL around
the loop, we may obtain the following equation:

vS(t) − vR(t) − vC(t) = 0 (5.1)

Observing that iR = iC , we may combine equation 5.1 with the defining equation
for the capacitor (equation 4.6) to obtain

vS(t) − RiC(t) − 1

C

∫ t

−∞
iC dt

′ = 0 (5.2)

Equation 5.2 is an integral equation, which may be converted to the more familiar
form of a differential equation by differentiating both sides of the equation, and
recalling that

d

dt

(∫ t

−∞
iC(t

′) dt ′
)

= iC(t) (5.3)

to obtain the following differential equation:

diC

dt
+ 1

RC
iC = 1

R

dvS

dt
(5.4)

where the argument (t) has been dropped for ease of notation.

+
_

vR

iR

iC

vC (t)C
_

+
vS (t) ∼

R

+ _

diC
dt

+ 1
RC

iC = dvS
dt

A circuit containing energy-storage 
elements is described by a 
differential equation. The 
differential equation describing the 
series RC circuit shown is

Figure 5.5 Circuit
containing energy-storage
element
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Observe that in equation 5.4, the independent variable is the series current
flowing in the circuit, and that this is not the only equation that describes the series
RC circuit. If, instead of applying KVL, for example, we had applied KCL at the
node connecting the resistor to the capacitor, we would have obtained the following
relationship:

iR = vS − vC

R
= iC = C

dvC

dt
(5.5)

or

dvC

dt
+ 1

RC
vC = 1

RC
vS (5.6)

Note the similarity between equations 5.4 and 5.6. The left-hand side of both
equations is identical, except for the variable, while the right-hand side takes a
slightly different form. The solution of either equation is sufficient, however, to
determine all voltages and currents in the circuit. The following example illustrates
the derivation of the differential equation for another simple circuit containing an
energy-storage element.

EXAMPLE 5.1 Writing the Differential Equation of an RL
Circuit

Problem

Derive the differential equation of the circuit shown in Figure 5.6.vR

iR1

iR2
iL

vLL R2
_

+
R1

+ _

vS (t) +
_

Figure 5.6

Solution

Known Quantities: R1 = 10 �; R2 = 5 �; L = 0.4 H.

Find: The differential equation in iL(t).

Assumptions: None.

Analysis: Apply KCL at the top node (nodal analysis) to write the circuit equation. Note
that the top node voltage is the inductor voltage, vL.

iR1 − iL − iR2 = 0

vS − vL

R1
− iL − vL

R2
= 0

Next, use the definition of inductor voltage to eliminate the variable vL from the nodal
equation.

vS

R1
− L

R1

diL

dt
− iL − L

R2

diL

dt
= 0

diL

dt
+ R1R2

L (R1 + R2)
iL = R2

L (R1 + R2)
vS

Substituting numerical values, we obtain the following differential equation:

diL

dt
+ 8.33iL = 0.833vS
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Comments: Deriving differential equations for dynamic circuits requires the same basic
circuit analysis skills that were developed in Chapter 3. The only difference is the
introduction of integral or derivative terms originating from the defining relations for
capacitors and inductors.

We can generalize the results presented in the preceding pages by observing
that any circuit containing a single energy-storage element can be described by a
differential equation of the form

a1
dx(t)

dx
+ a0x(t) = f (t) (5.7)

where x(t) represents the capacitor voltage in the circuit of Figure 5.5 and the
inductor current in the circuit of Figure 5.6, and where the constants a0 and a1

consist of combinations of circuit element parameters. Equation 5.7 is a first-
order ordinary differential equation with constant coefficients. The equation is
said to be of first order because the highest derivative present is of first order; it is
said to be ordinary because the derivative that appears in it is an ordinary derivative
(in contrast to a partial derivative); and the coefficients of the differential equation
are constant in that they depend only on the values of resistors, capacitors, or
inductors in the circuit, and not, for example, on time, voltage, or current.

i (t)vS (t)

vR(t)

vC (t) C

LR

+_
+

+ – vL (t)+ –

–

Figure 5.7 Second-order
circuit

Consider now a circuit that contains two energy-storage elements, such as
that shown in Figure 5.7. Application of KVL results in the following equation:

Ri(t) − L
di(t)

dt
− 1

C

∫ t

−∞
i(t ′) dt ′ − vS(t) = 0 (5.8)

Equation 5.8 is called an integro-differential equation, because it contains both
an integral and a derivative. This equation can be converted into a differential
equation by differentiating both sides, to obtain:

R
di(t)

dt
+ L

d2i(t)

dt2
+ 1

C
i(t) = dvS(t)

dt
(5.9)

or, equivalently, by observing that the current flowing in the series circuit is related
to the capacitor voltage by i(t) = CdvC/dt , and that equation 5.8 can be rewritten
as:

RC
dvC

dt
+ LC

d2vC(t)

dt2
+ vC(t) = vS(t) (5.10)

Note that, although different variables appear in the preceding differential equa-
tions, both equations 5.9 and 5.10 can be rearranged to appear in the same general
form, as follows:

a2
d2x(t)

dt2
+ a1

dx(t)

dt
+ a0x(t) = F(t) (5.11)

where the general variable x(t) represents either the series current of the circuit of
Figure 5.7 or the capacitor voltage. By analogy with equation 5.7, we call equation
5.11 a second-order ordinary differential equation with constant coefficients.
As the number of energy-storage elements in a circuit increases, one can therefore
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expect that higher-order differential equations will result. Computer aids are often
employed to solve differential equations of higher order; some of these software
packages are specifically targeted at the solution of the equations that result from
the analysis of electrical circuits (e.g., Electronics WorkbenchTM).

EXAMPLE 5.2 Writing the Differential Equation of an RLC
Circuit

Problem

Derive the differential equation of the circuit shown in Figure 5.8.

iL(t)

vC (t)

vS (t) R2C

LR1

+_

Figure 5.8 Second-order
circuit of Example 5.2

Solution

Known Quantities: R1 = 10 k�; R2 = 50 �; L = 10 mH; C = 0.1 µF.

Find: The differential equation in iL(t).

Assumptions: None.

Analysis: Apply KCL at the top node (nodal analysis) to write the first circuit equation.
Note that the top node voltage is the capacitor voltage, vC .

vS − vC

R1
− C

dvC

dt
− iL = 0

Now, we need a second equation to complete the description of the circuit, since the circuit
contains two energy storage elements (second-order circuit). We can obtain a second
equation in the capacitor voltage, vC , by applying KVL to the mesh on the right-hand side:

vC − L
diL

dt
− R2iL = 0

vC = L
diL

dt
+ R2iL

Next, we can substitute the above expression for vC into the first equation, to obtain a
second-order differential equation, shown below.

vs

R1
− L

R1

diL

dt
− R2

R1
iL − C

d

dt

(
L
diL

dt
+ R2iL

)
− iL = 0

Rearranging the equation we can obtain the standard form similar to equation 5.11:

R1CL
d2iL

dt2
+ (R1R2C + L)

diL

dt
+ (R1 + R2) iL = vS

Comments: Note that we could have derived an analogous equation using the capacitor
voltage as an independent variable; either energy storage variable is an acceptable choice.
You might wish to try obtaining a second-order equation in vC as an exercise. In this case,
you would want to substitute an expression for iL in the first equation into the second
equation in vC .

5.3 TRANSIENT RESPONSE
OF FIRST-ORDER CIRCUITS

First-order systems occur very frequently in nature: any system that has the abil-
ity to store energy in one form and to dissipate the energy stored is a first-order



Part I Circuits 187

system. In electrical circuits, we recognize that any circuit containing a single
energy storage element (inductor or capacitor) and a combination of sources and
resistors (and possibly switches) is a first-order system. In other domains, we
also encounter first-order systems. For example, a mechanical system that has
mass and damping (e.g., friction), but not elasticity, will be a first-order system.
A fluid system with fluid resistance and fluid capacitance (fluid storage) will also
be of first order; an example of a first-order fluid system is a storage tank with a
valve. In thermal systems, we also encounter first-order systems quite frequently:
The ability to store heat (heat capacity) and to dissipate it leads to a first-order
thermal system; heating and cooling of bodies is, at its simplest level, described
by first-order behavior.

In the present section we analyze the transient response of first-order cir-
cuits. In what follows, we shall explain that the initial condition, the steady-state
solution, and the time constant of the first-order system are the three quantities
that uniquely determine its response.

Natural Response of First-Order Circuits

Figure 5.9 compares an RL circuit with the general form of the series RC circuit,
showing the corresponding differential equation. From Figure 5.9, it is clear that
equation 5.12 is in the general form of the equation for any first-order circuit:

a1
dx(t)

dt
+ a2x(t) = f (t) (5.12)

where f is the forcing function and x(t) represents either vC(t) or iL(t). The
constant a = a2/a1 is the inverse of the parameter τ , called the time constant of
the system: a = 1/τ .

dvC

dt RC
vC

1
RC

vS = 0

vS = 0

1
– –RC circuit:

diL
dt L

iL
R

L
1

– –RL circuit:

L

R

vS(t) iL(t)+
_

+
_

R

CvS(t) vC (t)

+

_

Figure 5.9 Differential
equations of first-order circuits

To gain some insight into the solution of this equation, consider first the
natural solution, or natural response, of the equation,1 which is obtained by
setting the forcing function equal to zero. This solution, in effect, describes the
response of the circuit in the absence of a source and is therefore characteristic of
all RL and RC circuits, regardless of the nature of the excitation. Thus, we are
interested in the solution of the equation

dxN(t)

dt
+ 1

τ
xN(t) = 0 (5.13)

or

dxN(t)

dt
= − 1

τ
xN(t) (5.14)

where the subscriptN has been chosen to denote the natural solution. One can eas-
ily verify by substitution that the general form of the solution of the homogeneous
equation for a first-order circuit must be exponential in nature, that is, that

xN(t) = Ke−at = Ke−t/τ (5.15)

To evaluate the constant K , we need to know the initial condition. The initial
condition is related to the energy stored in the capacitor or inductor, as will be
further explained shortly. Knowing the value of the capacitor voltage or inductor
current at t = 0 allows for the computation of the constant K , as follows:

xN(t = 0) = Ke−0 = K = x0 (5.16)

1Mathematicians usually refer to the unforced solution as the homogeneous solution.
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Thus, the natural solution, which depends on the initial condition of the circuit at
t = 0, is given by the expression

xN(t) = x0e
−t/τ (5.17)

where, once again, xN(t) represents either the capacitor voltage or the inductor
current and x0 is the initial condition (i.e., the value of the capacitor voltage or
inductor current at t = 0).

Energy Storage in Capacitors and Inductors

Before delving into the complete solution of the differential equation describing
the response of first-order circuits, it will be helpful to review some basic results
pertaining to the response of energy-storage elements to DC sources. This knowl-
edge will later greatly simplify the complete solution of the differential equation
describing a circuit. Consider, first, a capacitor, which accumulates charge ac-
cording to the relationship Q = CV . The charge accumulated in the capacitor
leads to the storage of energy according to the following equation:

WC = 1

2
Cv2

C(t) (5.18)

To understand the role of stored energy, consider, as an illustration, the simple
circuit of Figure 5.10, where a capacitor is shown to have been connected to a
battery, VB , for a long time. The capacitor voltage is therefore equal to the battery
voltage: vC(t) = VB . The charge stored in the capacitor (and the corresponding
energy) can be directly determined using equation 5.18. Suppose, next, that at
t = 0 the capacitor is disconnected from the battery and connected to a resistor,
as shown by the action of the switches in Figure 5.10. The resulting circuit would
be governed by the RC differential equation described earlier, subject to the initial
condition vC(t = 0) = VB . Thus, according to the results of the preceding
section, the capacitor voltage would decay exponentially according to the following
equation:

vC(t) = VBe
−t/RC (5.19)

Physically, this exponential decay signifies that the energy stored in the capacitor
at t = 0 is dissipated by the resistor at a rate determined by the time constant of
the circuit, τ = RC. Intuitively, the existence of a closed circuit path allows for
the flow of a current, thus draining the capacitor of its charge. All of the energy
initially stored in the capacitor is eventually dissipated by the resistor.
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Figure 5.10 Decay through a
resistor of energy stored in a
capacitor
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Figure 5.11 Decay through a
resistor of energy stored in an
inductor

A very analogous reasoning process explains the behavior of an inductor.
Recall that an inductor stores energy according to the expression

WL = 1

2
Li2

L(t) (5.20)

Thus, in an inductor, energy storage is associated with the flow of a current (note the
dual relationship between iL and vC). Consider the circuit of Figure 5.11, which
is similar to that of Figure 5.10 except that the battery has been replaced with a
current source and the capacitor with an inductor. For t < 0, the source current,
IB , flows through the inductor, and energy is thus stored; at t = 0, the inductor
current is equal to IB . At this point, the current source is disconnected by means
of the left-hand switch and a resistor is simultaneously connected to the inductor,
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to form a closed circuit.2 The inductor current will now continue to flow through
the resistor, which dissipates the energy stored in the inductor. By the reasoning
in the preceding discussion, the inductor current will decay exponentially:

iL(t) = IBe
−tR/L (5.21)

That is, the inductor current will decay exponentially from its initial condition,
with a time constant τ = L/R. Example 5.3 further illustrates the significance of
the time constant in a first-order circuit.

EXAMPLE 5.3 First-Order Systems and Time Constants

Problem

Create a table illustrating the exponential decay of a voltage or current in a first-order
circuit versus the number of time constants.

Solution

Known Quantities: Exponential decay equation.

Find: Amplitude of voltage or current, x(t), at t = 0, τ , 2τ , 3τ , 4τ , 5τ .

Assumptions: The initial condition at t = 0 is x(0) = X0.

Analysis: We know that the exponential decay of x(t) is governed by the equation:

x(t) = X0e
−t/τ

Thus, we can create the following table for the ratio x(t)/X0 = e−nτ/τ , n = 0, 1, 2, . . . , at
each value of t :

x(t)
X0

n

1 0
0.3679 1
0.1353 2
0.0498 3
0.0183 4
0.0067 5

Figure 5.12 depicts the five points on the exponential decay curve.
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x/
X
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Figure 5.12 First-order
exponential decay and time
constants

Comments: Note that after three time constants, x has decayed to approximately 5
percent of the initial value, and after five time constants to less than 1 percent.

2Note that in theory an ideal current source cannot be connected in series with a switch. For the
purpose of this hypothetical illustration, imagine that upon opening the right-hand-side switch, the
current source is instantaneously connected to another load, not shown.
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EXAMPLE 5.4 Charging a Camera Flash—Time Constants

Problem

A capacitor is used to store energy in a camera flash light. The camera operates on a 6-V
battery. Determine the time required for the energy stored to reach 90 percent of the
maximum. Compute this time in seconds, and as a multiple of the time constant. The
equivalent circuit is shown in Figure 5.13.

+

–

VB

+

– vC

R

C
i

t = 0

Figure 5.13 Equivalent
circuit of camera flash charging
circuit

Solution

Known Quantities: Battery voltage; capacitor and resistor values.

Find: Time required to reach 90 percent of the total energy storage.

Schematics, Diagrams, Circuits, and Given Data: VB = 6 V; C = 1,000 µF;
R = 1 k�.

Assumptions: Charging starts at t = 0, when the flash switch is turned on. The
capacitor is completely discharged at the start.

Analysis: First, we compute the total energy that can be stored in the capacitor:

Etotal = 1
2Cv

2
C = 1

2CV
2
B = 18 × 10−3 J

Thus, 90 percent of the total energy will be reached when
Etotal = 0.9 × 18 × 10−3 = 16.2 × 10−3 J. This corresponds to a voltage calculated from

1
2Cv

2
C = 16.2 × 10−3

vC =
√

2 × 16.2 × 10−3

C
= 5.692 V

Next, we determine the time constant of the circuit: τ = RC = 10−3 × 103 = 1 s; and we
observe that the capacitor will charge exponentially according to the expression

vC = 6
(
1 − e−t/τ

) = 6
(
1 − e−t

)
To compute the time required to reach 90 percent of the energy, we must therefore solve
for t in the equation

vC-90% = 5.692 = 6
(
1 − e−t

)
0.949 = 1 − e−t

0.051 = e−t

t = − loge (0.051) = 2.97 s

The result corresponds to a charging time of approximately 3 time constants.

Comments: This example demonstrates the physical connection between the time
constant of a first-order circuit and a practical device. If you wish to practice some of the
calculations related to time constants, you might calculate the number of time constants
required to reach 95 percent and 99 percent of the total energy stored in a capacitor.
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Forced and Complete Response of First-Order
Circuits

In the preceding section, the natural response of a first-order circuit was found
by setting the forcing function equal to zero and considering the energy initially
stored in the circuit as the driving force. The forced response, xF (t), of the
inhomogeneous equation

dxF (t)

dt
+ 1

τ
xF (t) = f (t) (5.22)

is defined as the response to a particular forcing function f (t), without regard for
the initial conditions.3 Thus, the forced response depends exclusively on the nature
of the forcing function. The distinction between natural and forced response is
particularly useful because it clarifies the nature of the transient response of a first-
order circuit: the voltages and currents in the circuit are due to the superposition
of two effects, the presence of stored energy (which can either decay, or further
accumulate if a source is present) and the action of external sources (forcing
functions). The natural response considers only the former, while the forced
response describes the latter. The sum of these two responses forms the complete
response of the circuit:

x(t) = xN(t) + xF (t) (5.23)

The forced response depends, in general, on the form of the forcing function, f (t).
For the purpose of the present discussion, it will be assumed that f (t) is a constant,
applied at t = 0, that is, that

f (t) = F t ≥ 0 (5.24)

(Note that this is equivalent to turning a switch on or off.) In this case, the differ-
ential equation describing the circuit may be written as follows:

dxF

dt
= −xF

τ
+ F t ≥ 0 (5.25)

For the case of a DC forcing function, the form of the forced solution is also a
constant. Substituting xF (t) = XF = constant in the inhomogeneous differential
equation, we obtain

0 = −XF

τ
+ F (5.26)

or

XF = τF

Thus, the complete solution of the original differential equation subject to initial
condition x(t = 0) = x0 and to a DC forcing function F for t ≥ 0 is

x(t) = xN(t) + xF (t) (5.27)

or

x(t) = Ke−t/τ + τF

3Mathematicians call this solution the particular solution.
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where the constant K can be determined from the initial condition x(t = 0) = x0:

x0 = K + τF

K = x0 − τF
(5.28)

Electrical engineers often classify this response as the sum of a transient
response and a steady-state response, rather than a sum of a natural response and
a forced response. The transient response is the response of the circuit following
the switching action before the exponential decay terms have died out; that is,
the transient response is the sum of the natural and forced responses during the
transient readjustment period we have just described. The steady-state response
is the response of the circuit after all of the exponential terms have died out.
Equation 5.27 could therefore be rewritten as

x(t) = xT (t) + xSS (5.29)

where

xT (t) = (x0 − τF )e−t/τ (5.30)

and in the case of a DC excitation, F ,

xSS(t) = τF = x∞

Note that the transient response is not equal to the natural response, but it includes
part of the forced response. The representation in equations 5.30 is particularly
convenient, because it allows for solution of the differential equation that results
from describing the circuit by inspection. The key to solving first-order circuits
subject to DC transients by inspection is in considering two separate circuits: the
circuit prior to the switching action, to determine the initial condition, x0; and
the circuit following the switching action, to determine the time constant of the
circuit, τ , and the steady-state (final) condition, x∞. Having determined these
three values, you can write the solution directly in the form of equation 5.29, and
you can then evaluate it using the initial condition to determine the constant K .

To summarize, the transient behavior of a circuit can be characterized in three
stages. Prior to the switching action, the circuit is in a steady-state condition (the
initial condition, determined by x0). For a period of time following the switching
action, the circuit sees a transient readjustment, which is the sum of the effects of
the natural response and of the forced response. Finally, after a suitably long time
(which depends on the time constant of the system), the natural response decays to
zero (i.e., the term e−t/τ → 0 as t → ∞) and the new steady-state condition of the
circuit is equal to the forced response: as t → ∞, x(t) → xF (t). You may recall
that this is exactly the sequence of events described in the introductory paragraphs
of Section 5.3. Analysis of the circuit differential equation has formalized our
understanding of the transient behavior of a circuit.

Continuity of Capacitor Voltages and Inductor
Currents

As has already been stated, the primary variables employed in the analysis of
circuits containing energy-storage elements are capacitor voltages and inductor
currents. This choice stems from the fact that the energy-storage process in ca-
pacitors and inductors is closely related to these respective variables. The amount
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of charge stored in a capacitor is directly related to the voltage present across the
capacitor, while the energy stored in an inductor is related to the current flowing
through it. A fundamental property of inductor currents and capacitor voltages
makes it easy to identify the initial condition and final value for the differential
equation describing a circuit: capacitor voltages and inductor currents cannot
change instantaneously. An instantaneous change in either of these variables
would require an infinite amount of power. Since power equals energy per unit
time, it follows that a truly instantaneous change in energy (i.e., a finite change in
energy in zero time) would require infinite power.

Another approach to illustrating the same principle is as follows. Consider
the defining equation for the capacitor:

iC(t) = C
dvC(t)

dt

and assume that the capacitor voltage, vC(t), can change instantaneously, say,
from 0 to V volts, as shown in Figure 5.14. The value of dvC/dt at t = 0 is
simply the slope of the voltage, vC(t), at t = 0. Since the slope is infinite at that
point, because of the instantaneous transition, it would require an infinite amount
of current for the voltage across a capacitor to change instantaneously. But this
is equivalent to requiring an infinite amount of power, since power is the product
of voltage and current. A similar argument holds if we assume a “step” change in
inductor current from, say, 0 to I amperes: an infinite voltage would be required to
cause an instantaneous change in inductor current. This simple fact is extremely
useful in determining the response of a circuit. Its immediate consequence is that
the value of an inductor current or a capacitor voltage just prior to the closing (or
opening) of a switch is equal to the value just after the switch has been closed (or
opened). Formally,

vC(0
+) = vC(0

−) (5.31)

iL(0
+) = iL(0

−) (5.32)

where the notation 0+ signifies “ just after t = 0” and 0− means “ just before t = 0.”

vC (t)

V

t = 0 t

Figure 5.14 Abrupt change
in capacitor voltage

EXAMPLE 5.5 Continuity of Inductor Current

Problem

Find the initial condition and final value of the inductor current in the circuit of Figure
5.15.

t = 0

iL

LIS R

Figure 5.15

Solution

Known Quantities: Source current, IS ; inductor and resistor values.

Find: Inductor current at t = 0+ and as t → ∞.

Schematics, Diagrams, Circuits, and Given Data: IS = 10 mA.

Assumptions: The current source has been connected to the circuit for a very long time.
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Analysis: At t = 0−, since the current source has been connected to the circuit for a very
long time, the inductor acts as a short circuit, and iL(0−) = IS . Since all the current flows
through the inductor, the voltage across the resistor must be zero. At t = 0+, the switch
opens and we can state that

iL(0
+) = iL(0

−) = IS

because of the continuity of inductor current.
The circuit for t ≥ 0 is shown in Figure 5.16, where the presence of the current

iL(0+) denotes the initial condition for the circuit. A qualitative sketch of the current as a
function of time is also shown in Figure 5.16, indicating that the inductor current
eventually becomes zero as t → ∞.10 mA

iL(t)

0
t

iL(t)
L vR(t)iL(0+)

+

–

Figure 5.16

Comments: Note that the direction of the current in the circuit of Figure 5.16 is dictated
by the initial condition, since the inductor current cannot change instantaneously. Thus,
the current will flow counterclockwise, and the voltage across the resistor will therefore
have the polarity shown in the figure.

Complete Solution of First-Order Circuits

In this section, we illustrate the application of the principles put forth in the preced-
ing sections by presenting a number of examples. The first example summarizes
the complete solution of a simple RC circuit.

EXAMPLE 5.6 Complete Solution of First-Order Circuit

Problem

Determine an expression for the capacitor voltage in the circuit of Figure 5.17.t = 0
R

12 V
i(t)

+

_
CvC(t)

vC(0) = 5 V

Figure 5.17

Solution

Known Quantities: Initial capacitor voltage; battery voltage, resistor and capacitor
values.

Find: Capacitor voltage as a function of time, vC(t), for all t .

Schematics, Diagrams, Circuits, and Given Data: vC(t = 0−) = 5 V; R = 1 k�;
C = 470 µF; VB = 12 V.

Assumptions: None.

Analysis: We first observe that the capacitor had previously been charged to an initial
voltage of 5 V. Thus,

vC(t) = 5 V t < 0

At t = 0 the switch closes, and the circuit is described by the following differential
equation, obtained by application of KVL:

VB − RC
dvC(t)

dt
− vC(t) = 0 t > 0

dvC(t)

dt
+ 1

RC
vC(t) = 1

RC
VB t > 0
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In the above equation we recognize the following variables, with reference to equation
5.22:

x = vC τ = RC f (t) = 1

RC
VB t > 0 s

The natural response of the circuit is therefore of the form:

xN(t) = vCN(t) = Ke−t/τ = Ke−t/RC t > 0 s,

while the forced response is of the form:

xF (t) = vCF (t) = τf (t) = VB t > 0 s.

Thus, the complete response of the circuit is given by the expression

x(t) = vC(t) = vCN(t) + vCF (t) = Ke−t/RC + VB t > 0 s

Now that we have the complete response, we can apply the initial condition to determine
the value of the constant K . At time t = 0,

vC(0) = 5 = Ke−0/RC + VB

K = 5 − 12 = −7 V

We can finally write the complete response with numerical values:

vC(t) = −7e−t/0.47 + 12 V t > 0 s

= vCT (t) + vCSS(t)

= 12
(
1 − e−t/0.47

) + 5e−t/0.47 V t > 0 s

= vCF (t) + vCN(t)

The complete response described by the above equations is shown graphically in Figure
5.18 (a) and (b).
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Figure 5.18 (a) Complete, transient, and steady-state responses of the circuit of
Figure 5.17. (b) Complete, natural, and forced responses of the circuit of Figure 5.17.
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Comments: Note how in Figure 5.18(a) the steady-state response vCSS(t) is simply
equal to the battery voltage, while the transient response, vCT (t), rises from −7 V to 0 V
exponentially. In Figure 5.18(b), on the other hand, we can see that the energy initially
stored in the capacitor decays to zero via its natural response, vCN(t), while the external
forcing function causes the capacitor voltage to eventually rise exponentially to 12 V, as
shown in the forced response, VCF (t). The example just completed, though based on a
very simple circuit, illustrates all the steps required to complete the solution of a
first-order circuit. The methodology applied in the example is summarized in a box, next.
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Focus on Computer-Aided Tools: An electronic file generated using Matlab to create
the graphs of Figure 5.18 may be found in the accompanying CD-ROM. An EWB
solution is also enclosed.

F O C U S O N M E T H O D O L O G Y

Solution of First-Order Circuits

1. Determine the initial condition of the energy storage element.

2. Write the differential equation for the circuit for t > 0.

3. Determine the time constant of the circuit for t > 0.

4. Write the complete solution as the sum of the natural and forced
responses.

5. Apply the initial condition to the complete solution, to determine the
constant K .

EXAMPLE 5.7 Starting Transient of DC Motor

Problem

An approximate circuit representation of a DC motor consists of series RL circuit, shown
in Figure 5.19. Apply the first-order circuit solution methodology just described to this
approximate DC motor equivalent circuit to determine the transient current.

+

–

VB

+

– vL

R

L
iL

t = 0

Figure 5.19

Solution

Known Quantities: Initial motor current; battery voltage, resistor and inductor values.

Find: Inductor current as a function of time, iL(t), for all t .

Schematics, Diagrams, Circuits, and Given Data: iL(t = 0−) = 0 A; R = 4 �;
L = 0.1 H; VB = 50 V.

Assumptions: None.

Analysis: At t = 0 the switch closes, and the circuit is described by the following
differential equation, obtained by application of KVL:

VB − RiL − L
diL(t)

dt
= 0 t > 0

diL(t)

dt
+ R

L
iL(t) = 1

L
VB t > 0

In the above equation we recognize the following variables, with reference to equation
5.22:

x = iL τ = L

R
f (t) = 1

L
VB t > 0

The natural response of the circuit is therefore of the form:

xN(t) = iLN(t) = Ke−t/τ = Ke−Rt/L t > 0

http://www.mhhe.com/engcs/electrical/rizzoni/examples.mhtml
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while the forced response is of the form:

xF (t) = iLF (t) = τf (t) = VB

R
t > 0.

Thus, the complete response of the circuit is given by the expression

x(t) = iL(t) = iLN(t) + iLF (t) = Ke−Rt/L + 1

R
VB t > 0

Now that we have the complete response, we can apply the initial condition to determine
the value of the constant K . At time t = 0,

iL(0) = 0 = Ke−0 + 1

R
VB

K = − 1

R
VB

We can finally write the complete response with numerical values:

iL(t) = VB

R
(1 − e−t/τ ) t > 0

= 12.5(1 − e−t/0.025) t > 0

The complete response described by the above equations is shown graphically in Figure
5.20.
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Figure 5.20 Complete
response of the circuit of Fig. 5.19

Comments: Note that in practice it is not a good idea to place a switch in series with an
inductor. As the switch opens, the inductor current is forced to change instantaneously,
with the result that diL/dt , and therefore vL(t) approaches infinity. The large voltage
transient resulting from this inductive kick can damage circuit components. A practical
solution to this problem, the free-wheeling diode, is presented in Section 11.5.

Focus on Computer-Aided Tools: An electronic file generated using Matlab to create
the graph of Figure 5.20 may be found in the accompanying CD-ROM.

In the preceding examples we have seen how to systematically determine
the solution of first-order circuits. The solution methodology was applied to two
simple cases, but it applies in general to any first-order circuit, providing that one
is careful to identify a Thévenin (or Norton) equivalent circuit, determined with
respect to the energy storage element (i.e., treating the energy storage element as
the load). Thus the equivalent circuit methodology for resistive circuits presented
in Chapter 3 applies to transient circuits as well. Figure 5.21 depicts the general
appearance of a first-order circuit once the resistive part of the circuit has been
reduced to Thévenin equivalent form.

Energy
storage
element

+
_

RT

VT

Figure 5.21 Equivalent-
circuit representation of
first-order circuits

An important comment must be made before demonstrating the equivalent
circuit approach to more complex circuit topologies. Since the circuits that are the
subject of the present discussion usually contain a switch, one must be careful to
determine the equivalent circuits before and after the switch changes position. In
other words, it is possible that the equivalent circuit seen by the load before activat-
ing the switch is different from the circuit seen after the switch changes position.

To illustrate the procedure, consider the RC circuit of Figure 5.22. The
objective is to determine the capacitor voltage for all time. The switch closes at
t = 0. For t < 0, we recognize that the capacitor has been connected to the battery
V2 through resistor R2. This circuit is already in Thévenin equivalent form, and
we know that the capacitor must have charged to the battery voltage, V2, provided

http://www.mhhe.com/engcs/electrical/rizzoni/examples.mhtml
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R1
t = 0

V1 vC

+

_
C 

R2

R3 V2

Figure 5.22 A more involved RC circuit

that the switch has been closed for a sufficient time (we shall assume so). Thus:

vC(t) = V2 t ≤ 0

VC(0) = V2
(5.33)

After the switch closes, the circuit on the left-hand side of Figure 5.22 must be
accounted for. Figure 5.23 depicts the new arrangement, in which we have moved
the capacitor to the far right-hand side, in preparation for the evaluation of the
equivalent circuit. Using the Thévenin-to-Norton source transformation technique
(introduced in Chapter 3), we next obtain the circuit at the top of Figure 5.24,
which can be easily reduced by adding the two current sources and computing the
equivalent parallel resistance of R1, R2, and R3. The last step illustrated in the
figure is the conversion to Thévenin form. Figure 5.25 depicts the final appearance
of the equivalent circuit for t ≥ 0.

R1

vC C

+

_

R2

R3

V1 V2

Figure 5.23 The circuit of Figure
6.45 for t ≥ 0

V1

R1

V2

R2

V1

R1

R1

V2/R2

R3 R2

R3

VT

RT

+
_

+

RT = R1 R2

RT

Figure 5.24 Reduction of
the circuit of Figure 5.23 to
Thévenin equivalent form

+
_

RT

CVC

+

_

VT

Figure 5.25 The circuit of
Figure 5.22 in equivalent form
for t ≥ 0

Now we are ready to write the differential equation for the equivalent circuit:

dvC

dt
+ 1

RTC
vC = 1

RTC
VT t ≥ 0

τ = RTC vC(0) = V2

(5.34)

The complete solution is then computed following the usual procedure, as shown
below.

vC(t) = Ke−t/τ + τf (t)

vC(0) = Ke0 + VT

K = vC(0) − VT = V2 − VT

vC(t) = (V2 − VT )e
−t/RT C + VT

(5.35)

The method illlustrated above is now applied to two examples.
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EXAMPLE 5.8 Turn-Off Transient of DC Motor

Problem

Determine the motor voltage for all time in the simplified electric motor circuit model
shown in Figure 5.26. The motor is represented by the series RL circuit in the shaded box.

RB
Rm

VB RS

t = 0

ibt+

–

+

Lm
–

Figure 5.26

Solution

Known Quantities: Battery voltage, resistor, and inductor values.

Find: The voltage across the motor as a function of time.

Schematics, Diagrams, Circuits, and Given Data: RB = 2 �; RS = 20 �; Rm = 0.8 �;
L = 3 H; VB = 100 V.

Assumptions: The switch has been closed for a long time.

Rm

+

vm
–

RSRB

im
VB

RB

Figure 5.27

Analysis: With the switch closed for a long time, the inductor in the circuit of Figure
5.26 behaves like a short circuit. The current through the motor can then be calculated by
the current divider rule in the modified circuit of Figure 5.27, where the inductor has been
replaced with a short circuit and the Thévenin circuit on the left has been replaced by its
Norton equivalent:

im =
1

Rm

1

RB

+ 1

Rs

+ 1

Rm

VB

RB

=
1

0.8
1

2
+ 1

20
+ 1

0.8

100

2
= 34.72 A

This current is the initial condition for the inductor current: iL(0) = 34.72 A. Since the
motor inductance is effectively a short circuit, the motor voltage for t < 0 is equal to

vm(t) = imRm = 27.8 V t < 0

When the switch opens and the motor voltage supply is turned off, the motor sees only the
shunt (parallel) resistance Rs , as depicted in Figure 5.28. Remember now that the inductor
current cannot change instantaneously; thus, the motor (inductor) current, im, must
continue to flow in the same direction. Since all that is left is a series RL circuit, with
resistance R = Rs + Rm = 20.8 �, the inductor current will decay exponentially with
time constant τ = L/R = 0.1442 s:

iL(t) = im(t) = iL(o)e
−t/τ = 34.7e−t/0.1442 t > 0

The motor voltage is then computed by adding the voltage drop across the motor
resistance and inductance:

vm(t) = RmiL(t) + L
diL(t)

dt

= 0.8 × 34.7e−t/0.1442 + 3 ×
(

− 34.7

0.1442

)
e−t/0.1442 t > 0

= −694.1e−t/0.1442 t > 0

The motor voltage is plotted in Figure 5.29.

Rm

RS

im

+

Lm
–

vm

Figure 5.28

Comments: Notice how the motor voltage rapidly changes from the steady-state value of
27.8 V for t < 0 to a large negative value due to the turn-off transient. This inductive kick
is typical of RL circuits, and results from the fact that, although the inductor current
cannot change instantaneously, the inductor voltage can and does, as it is proportional to
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Figure 5.29 Motor voltage transient response

the derivative of iL. This example is based on a simplified representation of an electric
motor, but illustrates effectively the need for special starting and stopping circuits in
electric motors. Some of these ideas are explored in Chapters 11 (“Power Electronics” ),
17 (“ Introduction to Electric Machines” ) and 18 (“Special-Purpose Electric Machines” ).

Focus on Computer-Aided Tools: The Matlab m-file containing the numerical analysis
and plotting commands for this example may be found in the CD that accompanies this
book. An EWB solution is also enclosed.

FOCUS ON
MEASUREMENTS

Coaxial Cable Pulse Response
Problem:
A problem of great practical importance is the transmission
of pulses along cables. Short voltage pulses are used to
represent the two-level binary signals that are characteristic of digital
computers; it is often necessary to transmit such voltage pulses over long
distances through coaxial cables, which are characterized by a finite
resistance per unit length and by a certain capacitance per unit length,
usually expressed in pF/m. A simplified model of a long coaxial cable is
shown in Figure 5.30. If a 10-m cable has a capacitance of 1,000 pF/m and a
series resistance of 0.2 �/m, what will the output of the pulse look like after
traveling the length of the cable?

Solution:
Known Quantities— Cable length, resistance, and capacitance; voltage pulse
amplitude and time duration.
Find— The cable voltage as a function of time.
Schematics, Diagrams, Circuits, and Given Data— r1 = 0.2 �/m;
RL = 150 �; c = 1,000 pF/m; l = 10 m; pulse duration = 1 µs.
Assumptions— The short voltage pulse is applied to the cable at t = 0.
Assume zero initial conditions.
Analysis— The voltage pulse can be modeled by a 5-V battery connected to
a switch; the switch will then close at t = 0 and open again at t = 1 µs. The
solution strategy will therefore proceed as follows. First, we determine the
initial condition; next, we solve the transient problem for t > 0; finally, we
compute the value of the capacitor voltage at t = 1 µs—that is, when the
switch opens again—and solve a different transient problem. Intuitively, we

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw05.htm
http://www.mhhe.com/engcs/electrical/rizzoni/examples.mhtml
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Figure 5.30 Pulse transmission in a coaxial cable

know the equivalent capacitor will charge for 1 µs, and the voltage will
reach a certain value. This value will be the initial condition for the
capacitor voltage when the switch is opened; the capacitor voltage will then
decay to zero, since the voltage source has been disconnected. Note that the
circuit will be characterized by two different time constants during the two
transient stages of the problem. The initial condition for this problem is
zero, assuming that the switch has been open for a long time.

The differential equation for 0 < t < 1 µs is obtained by computing the
Thévenin equivalent circuit relative to the capacitor when the switch is
closed:

VT = RL

R1 + RL

VB RT = R1‖RL τ = RTC 0 < t < 1 µs

As we have already seen, the differential equation is given by the expression

dvC

dt
+ 1

RTC
vC = 1

RTC
VT 0 < t < 1 µs

and the solution is of the form

vC(t) = Ke−t/τon + τf (t) = Ke−t/τon + VT

vC(0) = Ke0 + VT

K = vC(0) − VT = −VT

vC(t) = −VT e
−t/RT C + VT = VT

(
1 − e−t/RT C

)
0 < t < 1 µs

We can assign numerical values to the solution by calculating the effective
resistance and capacitance of the cable:

R1 = r1 × l = 0.2 × 10 = 2 � C = c × l

= 1,000 × 10 = 10,000 pF

RT = 2‖150 = 1.97 � VT = 150

152
VB = 4.93 V

τon = RTC = 19.74 × 10−9 s
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so that

vC(t) = 4.93
(

1 − e−t/19.74×10−9
)

0 < t < 1 µs

At the time when the switch opens again, t = 1 µs, the capacitor voltage can
be found to be vC(t = 1 µs) = 4.93 V.

When the switch opens again, the capacitor will discharge through the
load resistor, RL; this discharge is described by the natural response of the
circuit consisting of C and RL and is governed by the following values:
vC(t = 1 µs) = 4.93 V, τoff = RLC = 1.5 µs. We can directly write the
natural solution as follows:

vC(t) = vC(t = 1 × 10−6) × e−(t−1×10−6/τoff

= 4.93 × e−(t−1×10−6)/1.5×10−6
t ≥ 1 µs

Figure 5.31 shows a plot of the solution for t > 0, along with the voltage
pulse.

0 0.2 0.4 0.6 0.8 1
0
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2

3
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Time (10–5 s)

V
ol

ts

Figure 5.31 Coaxial cable pulse response

Comments— Note that the voltage response shown in Figure 5.31 rapidly
reaches the desired value, near 5 volts, thanks to the very short charging time
constant, τon. On the other hand, the discharging time constant, τoff , is
significantly slower. As the length of the cable is increased, however, τon

will increase, to the point that the voltage pulse may not rise sufficiently
close to the desired 5-V value in the desired time. While the numbers used
in this example are somewhat unrealistic, you should remember that cable
length limitations may exist in some applications because of the cable
intrinsic capacitance and resistance.
Focus on Computer-Aided Tools— The Matlab m-file containing the
numerical analysis and plotting com-
mands for this example may be found in the CD that accompanies this book.
An EWB solution is also enclosed.

Check Your Understanding
5.1 Write the differential equation for the circuit shown in Figure 5.32.

5.2 Write the differential equation for the circuit shown in Figure 5.33.

5.3 Write the differential equation for the circuit shown in Figure 5.34.

http://www.mhhe.com/engcs/electrical/rizzoni/examples.mhtml
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vS(t)

C

vR(t)

+

_i(t)

R
+
_

Figure 5.32

iS(t) v(t)

+

_

RC

iC(t) iR(t)

Figure 5.33

iS(t) L v(t)

+

_

iL(t) iR(t)

R

Figure 5.34

5.4 It is instructive to repeat the analysis of Example 5.5 for a capacitive circuit. For
the circuit shown in Figure 5.35, compute the quantities vC(0−) and iR(0+), and sketch the
response of the circuit, that is, vC(t), if the switch opens at t = 0.

2 Ω

12 V

iR

t > 0

vC

+

_

C4 Ω

Figure 5.35

15 V vC (t)

+

_

CR2

R1 R3

Figure 5.36

t = 0 200 Ω

10 mA 1 kΩ 0.01 µF 1 kΩ

Figure 5.37

5.5 The circuit of Figure 5.36 has a switch that can be used to connect and disconnect
a battery. The switch has been open for a very long time. At t = 0, the switch closes, and
then at t = 50 ms, the switch opens again. Assume that R1 = R2 = 1,000 �,R3 = 500 �,
and C = 25 µF.

a. Determine the capacitor voltage as a function of time.

b. Plot the capacitor voltage from t = 0 to t = 100 ms.

5.6 If the 10-mA current source is switched on at t = 0 in the circuit of Figure 5.37,
how long will it take for the capacitor to charge to 90 percent of its final voltage?

5.7 Find the time constant for the circuit shown in Figure 5.38.

+
_ VS

50 Ω 0.1 H

100 Ω 150 Ω

Figure 5.38
5.8 Repeat the calculations of Example 5.9 if the load resistance is 1,000 �. What is
the effect of this change?

5.4 TRANSIENT RESPONSE OF
SECOND-ORDER CIRCUITS

In many practical applications, understanding the behavior of first- and second-
order systems is often all that is needed to describe the response of a physical system
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to external excitation. In this section, we discuss the solution of the second-order
differential equations that characterize second-order circuits.

Deriving the Differential Equations for Second-Order
Circuits

A simple way of introducing second-order circuits consists of replacing the box
labeled “Circuit containing RL/RC combinations” in Figure 5.3 with a combi-
nation of two energy-storage elements, as shown in Figure 5.39. Note that two
different cases are considered, depending on whether the energy-storage elements
are connected in series or in parallel.

+
_ vT (t)

RT

C L

Parallel case

Series case

(a)

(b)

C

L
+
_ vT (t)

RT

Figure 5.39 Second-order
circuits

+
_

RT

vT (t)

+

_

CvC(t)

+

_

vL(t) L

iS (t)
iC(t) iL(t)

Figure 5.40 Parallel case

Consider the parallel case first, which has been redrawn in Figure 5.40 for
clarity. Practice and experience will eventually suggest the best method for writing
the circuit equations. At this point, the most sensible procedure consists of applying
the basic circuit laws to the circuit of Figure 5.40. Start with KVL around the left-
hand loop:

vT (t) − RT iS(t) − vC(t) = 0 (5.36)

Then apply KCL to the top node, to obtain

iS(t) − iC(t) − iL(t) = 0 (5.37)

Further, KVL applied to the right-hand loop yields

vC(t) = vL(t) (5.38)

It should be apparent that we have all the equations we need (in fact, more). Using
the defining relationships for capacitor and inductor, we can express equation 5.37
as

vT (t) − vC(t)

RT

− C
dvC

dt
− iL(t) = 0 (5.39)

and equation 5.38 becomes

vC(t) = L
diL

dt
(5.40)

Substituting equation 5.40 in equation 5.39, we can obtain a differential circuit
equation in terms of the variable iL(t):

1

RT

vT (t) − L

RT

diL

dt
= LC

d2iL

dt2
+ iL(t) (5.41)

or

d2iL

dt2
+ 1

RTC

diL

dt
+ 1

LC
iL = vT (t)

RT LC
(5.42)

The solution to this differential equation (which depends, as in the case of
first-order circuits, on the initial conditions and on the forcing function) completely
determines the behavior of the circuit. By now, two questions should have appeared
in your mind:

1. Why is the differential equation expressed in terms of iL(t)? (Why not
vC(t)?)

2. Why did we not use equation 5.36 in deriving equation 5.42?
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In response to the first question, it is instructive to note that, knowing iL(t), we can
certainly derive any one of the voltages and currents in the circuit. For example,

vC(t) = vL(t) = L
diL

dt
(5.43)

iC(t) = C
dvC

dt
= LC

d2iL

dt2
(5.44)

To answer the second question, note that equation 5.42 is not the only form the
differential circuit equation can take. By using equation 5.36 in conjunction with
equation 5.37, one could obtain the following equation:

vT (t) = RT [iC(t) + iL(t)] + vC(t) (5.45)

Upon differentiating both sides of the equation and appropriately substituting from
equation 5.39, the following second-order differential equation in vC would be
obtained:

d2vC

dt2
+ 1

RTC

dvC

dt
+ 1

LC
vC = 1

RTC

dvT (t)

dt
(5.46)

Note that the left-hand side of the equation is identical to equation 5.42, except that
vC has been substituted for iL. The right-hand side, however, differs substantially
from equation 5.42, because the forcing function is the derivative of the equivalent
voltage.

+
_

+
_

vout

RT L

+

_

(a)

(b)

vT

vT

C Rout

RT L

C vout

+

_

Rout

iout (t)

Figure 5.41 Two
second-order circuits

Since all of the desired circuit variables may be obtained either as a function
of iL or as a function of vC , the choice of the preferred differential equation depends
on the specific circuit application, and we conclude that there is no unique method
to arrive at the final equation. As a case in point, consider the two circuits depicted
in Figure 5.41. If the objective of the analysis were to determine the output voltage,
vout, then for the circuit in Figure 5.41(a), one would choose to write the differential
equation in vC , since vC = vout. In the case of Figure 5.41(b), however, the inductor
current would be a better choice, since vout = RT iout.

Natural Response of Second-Order Circuits

From the previous discussion, we can derive a general form for the governing
equation of a second-order circuit:

a2
d2x(t)

dt2
+ a1

dx(t)

dt
+ a0x(t) = f (t) (5.47)

It is now appropriate to derive a general form for the solution. The same classifica-
tion used for first-order circuits is also valid for second-order circuits. Therefore,
the complete solution of the second-order equation is the sum of the natural and
forced responses:

x(t) = xN(t)
Natural response

+ xF (t)
Forced response

(5.48)

where the natural response is the solution of the homogeneous equation without
regard for the forcing function (i.e., with f (t) = 0) and the forced response is the
solution of the forced equation with no consideration of the effects of the initial
conditions. Once the general form of the complete response is found, the unknown
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constants are evaluated subject to the initial conditions, and the solution can then
be divided into transient and steady-state parts, with

x(t) = xT (t)
Transient part

+ xSS(t)
Steady-state part

(5.49)

The aim of this section is to determine the natural response, which satisfies
the homogeneous equation:

d2xN(t)

dt2
+ b

dxN(t)

dt
+ cxN(t) = 0 (5.50)

where b = a1/a2 and c = a0/a2. Just as in the case of first-order circuits, xN(t)
takes on an exponential form:

xN(t) = Kest (5.51)

This is easily verifiable by direct substitution in the differential equation:

s2Kest + bsKest + cKest = 0 (5.52)

and since it is possible to divide both sides by Kest , the natural response of the
differential equation is, in effect, determined by the solution of the quadratic equa-
tion

s2 + bs + c = 0 (5.53)

This polynomial in the variable s is called the characteristic polynomial of the
differential equation. Thus, the natural response, xN(t), is of the form

xN(t) = K1e
s1t + K2e

s2t (5.54)

where the exponents s1 and s2 are found by applying the quadratic formula to the
characteristic polynomial:

s1,2 = −b

2
± 1

2

√
b2 − 4c (5.55)

The exponential solution in terms of the exponents s1,2 can take different forms
depending on whether the roots of the quadratic equation are real or complex. As an
example, consider the parallel circuit of Figure 5.40, and the governing differential
equation, 5.42. The natural response for iL(t) in this case is the solution of the
following equation:

d2iL(t)

dt2
+ 1

RC

diL(t)

dt
+ 1

LC
iL(t) = 0 (5.56)

where R = RT in Figure 5.40. The solution of equation 5.56 is determined by
solving the quadratic equation

s2 + 1

RC
s + 1

LC
= 0 (5.57)

The roots are

s1,2 = − 1

2RC
± 1

2

√(
1

RC

)2

− 4

LC
(5.58)
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where

s1 = − 1

2RC
+ 1

2

√(
1

RC

)2

− 4

LC
(5.59a)

s2 = − 1

2RC
− 1

2

√(
1

RC

)2

− 4

LC
(5.59b)

The key to interpreting this solution is to analyze the term under the square root
sign; we can readily identify three cases:

• Case I:(
1

RC

)2

>
4

LC
(5.60)

s1 and s2 are real and distinct roots: s1 = α1 and s2 = α2.
• Case II:(

1

RC

)2

= 4

LC
(5.61)

s1 and s2 are real, repeated roots: s1 = s2 = α.
• Case III:(

1

RC

)2

<
4

LC
(5.62)

s1, s2 are complex conjugate roots: s1 = s∗
2 = α + jβ.

It should be remarked that a special case of the solution (5.62) arises when the
value of R is identically zero. This is known as the resonance condition; we shall
return to it later in this section. For each of these three cases, as we shall see, the
solution of the differential equation takes a different form. The remainder of this
section will explore the three different cases that can arise.

EXAMPLE 5.9 Natural Response of Second-Order Circuit

Problem

Find the natural response of iL(t) in the circuit of Figure 5.42.

Solution

Known Quantities: Resistor, capacitor, inductor values.

Find: The inductor current as a function of time.

Schematics, Diagrams, Circuits, and Given Data: R1 = 8 k�; R2 = 8 k�; C = 10 µF;
L = 1 H.

R1

R2

vC

C L+
_vS

+

–
iL

Figure 5.42

Assumptions: None.

Analysis: To determine the natural response of the circuit, we set the arbitrary voltage
source equal to zero by replacing it with a short circuit. Next, we observe that the two
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resistors can be replaced by a single resistor, R = R1||R2, and that we now are faced with
a parallel RLC circuit. Applying KCL at the top node, we write:

vC

R
+ C

dvC

dt
+ iL = 0

We recognize that the top node voltage is also equal to the inductor voltage, and that

vC = vL = L
diL

dt

Next, we substitute the expression for vC in the first equation to obtain

d2iL

dt2
+ 1

RC

diL

dt
+ 1

LC
iL = 0

The characteristic equation corresponding to this differential equation is:

s2 + 1

RC
s + 1

LC
= 0

with roots

s1,2 = − 1

2RC
± 1

2

√(
1

RC

)2

− 4

LC

= −12.5 ± j316

Finally, the natural response is of the form

iL(t) = K1e
s1t + K2e

s2t

= K1e
(−12.5+j316)t + K2e

(−12.5−j316)t

The constants K1 and K2 in the above expression can be determined once the complete
solution is known, that is, once the forced response to the source vS(t) is found. The
constants K1 and K2 will have to be complex conjugates to assure that the solution is real.

Although the previous example dealt with a specific circuit, one can extend the result
by stating that the natural response of any second-order system can be described by one of
the following three expressions:

• Case I. Real, distinct roots: s1 = α1, s2 = α2.

xN(t) = K1e
α1t + K2e

α2t (5.63)

• Case II. Real, repeated roots: s1 = s2 = α.

xN(t) = K1e
αt + K2te

αt (5.64)

• Case III. Complex conjugate roots: s1 = α + jβ, s2 = α − jβ.

xN(t) = K1e
(α+jβ)t + K2e

(α−jβ)t (5.65)

The solution of the homogeneous second-order differential equation will now be
discussed for each of the three cases.

Overdamped Solution

The case of real and distinct roots yields the so-called overdamped solution,
which consists of a sum of real exponentials. An overdamped system naturally
decays to zero in the absence of a forcing function, according to the expression

xN(t) = K1e
−α1t + K2e

−α2t (5.66)
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where α1 and α2 are now assumed to be positive constants. Note that α1 and α2

are the reciprocals of two time constants:

τ1 = 1

α1
τ2 = 1

α2
(5.67)

so that the behavior of an overdamped system may be portrayed, for example, as
in Figure 5.43 (K1 = K2 = 1, α1 = 5, and α2 = 2 in the figure).

2

1.5

1
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0
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

t (s)

xN (t)

e–α1t

e–α2t

Figure 5.43 Response of overdamped second-order circuit

Critically Damped Solution

When the roots are real and repeated, the natural solution is said to be critically
damped, and is of the form

xN(t) = K1e
−αt + K2te

−αt (5.68)

The first term, K1e
−αt , is the familiar exponential decay term. The term K2te

−αt ,
on the other hand, has a behavior that differs from a decaying exponential: for
small t , the function t grows faster than e−αt decays, so that the function initially
increases, reaches a maximum at t = 1/α, and finally decays to zero. Figure 5.44
depicts the critically damped solution for K1 = K2 = 1, α = 5.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
t (s)

xN(t)

1

0.8

0.6

0.4

0.2

0

e–α t

te–αt

Figure 5.44 Response of critically damped second-order circuit

Underdamped Solution

A slightly more involved form of the natural response of a second-order circuit
occurs when the roots of the characteristic polynomial form a complex conjugate
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pair, that is, s1 = s∗
2 . In this case, the solution is said to be underdamped. The

solution for xN(t), then, is of the form

xN(t) = K1e
s1t + K2e

s2t (5.69)

or

xN(t) = K1e
αt ejβt + K2e

αt e−jβt (5.70)

where s1 = α + jβ and s2 = α − jβ. What is the significance of the complex
exponential in the case of underdamped natural response? Recall Euler’s identity,
which was introduced in Chapter 4:

ejθ = cos θ + j sin θ (5.71)

If we assume for the moment that K1 = K2 = K , then the natural response takes
the form

xN(t) = Keαt (ejβt + e−jβt )

= Keαt (2 cosβt)
(5.72)

Thus, in the case of complex roots, the natural response of a second-order circuit
can have oscillatory behavior! The function 2Keαt cosβt is a damped sinusoid;
it is depicted in Figure 5.45 for α = −5, β = 50, and K = 0.5. Note that K1 and
K2 will be complex conjugates; nonetheless, the underdamped response will still
display damped sinusoidal oscillations.

Keαt

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
t (s)

1

0.5

0

–0.5

–1

Figure 5.45 Response of underdamped second-order circuit

As a final note, we return to the special situation in Case III when R is
identically zero. We defined this earlier as the resonance condition. The resonant
solution is not characterized by an exponential decay (damping), and gives rise
to a pure sinusoidal waveform, oscillating at the natural frequency, β. Resonant
circuits find application in filters, which are presented in Chapter 6. We shall not
discuss this case any longer in the present chapter.

Forced and Complete Response of Second-Order
Circuits

Once we obtain the natural response using the techniques described in the preceding
section, we may find the forced response using the same method employed for first-
order circuits. Once again, we shall limit our analysis to a switched DC forcing
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function, for the sake of simplicity (the form of the forced response when the
forcing function is a switched sinusoid is explored in the homework problems).
The form of the forced differential equation is

a
d2x(t)

dt2
+ b

dx(t)

dt
+ cx(t) = F (5.73)

where F is a constant. Therefore we assume a solution of the form xF (t) = XF =
constant, and we substitute in the forced equation to find that

XF = F

c
(5.74)

Finally, in order to compute the complete solution, we sum the natural and forced
responses, to obtain

x(t) = xN(t) + xF (t) = K1e
s1t + K2e

s2t + F

c
(5.75)

For a second-order differential equation, we need two initial conditions to
solve for the constants K1 and K2. These are the values of x(t) at t = 0 and of the
derivative of x(t), dx/dt , at t = 0. To complete the solution, we therefore need
to solve the two equations

x(t = 0) = x0 = K1 + K2 + F

c
(5.76)

and

dx

dt
(t = 0) = ẋ0 = s1K1 + s2K2 (5.77)

To summarize, we must follow the steps in the accompanying methodology box
to obtain the complete solution of a second-order circuit excited by a switched DC
source.

F O C U S O N M E T H O D O L O G Y

Solution of Second-Order Circuits

1. Write the differential equation for the circuit.

2. Find the roots of the characteristic polynomial, and determine the
natural response.

3. Find the forced response.

4. Write the complete solution as the sum of natural and forced responses.

5. Determine the initial conditions for inductor currents and capacitor
voltages.

6. Apply the initial conditions to the complete solution to determine the
constants K1 and K2.

Although these steps are straightforward, the successful application of this
technique will require some practice, especially the determination of the initial
conditions and the computation of the constants. There is no substitute for practice
in gaining familiarity with these techniques! The following examples should be
of help in illustrating the methods just described.
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EXAMPLE 5.10 Complete Response of Overdamped
Second-Order Circuit

Problem

Determine the complete response of the circuit of Figure 5.46.

+
_

t = 0
+ _vC(t)

C

VS

R = 5000 Ω    L = 1 H    C = 1 µF
VS = 25 V

R

L

+ _vR(t)

vL(t)

+

_
i(t)

Figure 5.46

Solution

Known Quantities: Resistor, capacitor, inductor values; source voltage.

Find: The capacitor voltage as a function of time.

Schematics, Diagrams, Circuits, and Given Data: R = 5 k�; C = 1 µF; L = 1 H;
Vs = 25 V.

Assumptions: The capacitor has been charged (through a separate circuit, not shown)
prior to the switch closing, such that vC(0) = 5 V.

Analysis:

1. Apply KVL to determine the circuit differential equation:

VS − vC(t) − vR(t) − vL(t) = 0

VS − 1

C

∫ t

−∞
idt − iR − L

di

dt
= 0

d2i

dt2
+ R

L

di

dt
+ 1

LC
i = 1

L

dVS

dt
= 0 t > 0

We note that the above equations that we have chosen the series (inductor) current as
the variable in the differential equation; we also observe that the DC forcing function
is zero, because the capacitor acts as an open circuit in the steady state, and the
current will therefore be zero as t → ∞.

2. We determine the characteristic polynomial by substituting s for d/dt :

s2 + R

L
s + 1

LC
= 0

s1,2 = − L

2R
± 1

2

√(
R

L

)2

− 4

LC

= −2,500 ±
√
(5,0002 − 4 × 106

s1 = −208.7; s2 = −4,791.3

These are real, distinct roots, therefore we have an overdamped circuit with natural
response given by equation 5.63:

iN (t) = K1e
−208.7t + K2e

−4,791.3t

3. The forced response is zero, as stated earlier, because of the behavior of the capacitor
as t → ∞: F = 0.

4. The complete solution is therefore equal to the natural response:

i(t) = iN (t) = K1e
−208.7t + K2e

−4,791.3t

5. The initial conditions for the energy storage elements are vC(0+) = 5 V;
iL(0+) = 0 A.
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6. To evaluate the coefficients K1 and K2, we consider the initial conditions iL(0+) and
diL(0+)/dt . The first of these is given by iL(0+) = 0, as stated above. Thus,

i(0+) = 0 = K1e
0 + K2e

0

K1 + K2 = 0

K1 = −K2

To use the second initial condition, we observe that

di

dt
(0+) = diL

dt
(0+) = 1

L
vL(0

+)

and we note that the inductor voltage can change instantaneously; i.e.,
vL(0−) �= vL(0+). To determine vL(0+) we need to apply KVL once again at t = 0+:

VS − vC(0+) − vR(0+) − vL(0+) = 0

vR(0+) = i(0+)R = 0

vC(0+) = 5

Therefore

vL(0
+) = VS − vC(0

+) − vR(0
+) = 25 − 5 − 0 = 20 V

and we conclude that

di

dt
(0+) = 1

L
vL(0

+) = 20

Now we can obtain a second equation in K1 and K2,

di

dt
(0+) = 20 = −208.7K1e

0 − 4.791.3K2e
0

and since

K1 = −K2

20 = 208.7K2 − 4.791.3K2

K1 = 4.36 × 103

K2 = −4.36 × 10−3

Finally, the complete solution is:

i(t) = 4.36 × 10−3e−208.7t − 4.36 × 10−3e−4,791.3t A

To compute the desired quantity, that is, vC(t), we can now simply integrate the
result above, remembering that the capacitor initial voltage was equal to 5 V:

vC(t) = 1

C

∫ t

0
i(t)dt + vC(0)

1

C

∫ t

0
i(t)dt = 106

(∫ t

0

(
4.36 × 10−3e−208.7t − 4.36 × 10−3e−4,791.3t

)
dt

)

= 106 × 4.36 × 10−3

(−208.7)

[
e−208.7t − 1

]

− 106 × 4.36 × 10−3

(−4,791.3)

[
e−4,791.3t − 1

]
= −20.9e−208.7t + 20.9 + 0.9e−4,791.3t − 0.9 t > 0

= 20 − 20.9e−208.7t + 0.9e−4,791.3t

vC(t) = 25 − 20.9e−208.7t + 0.9e−4,791.3t V

The capacitor voltage is plotted in Figure 5.47.
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Figure 5.47 Overdamped circuit capacitor
voltage response

Focus on Computer-Aided Tools: The Matlab m-file containing the numerical analysis
and plotting commands for this example may be found in the CD that accompanies this
book. An EWB circuit simulation is also included in the CD.

EXAMPLE 5.11 Complete Response of Critically Damped
Second-Order Circuit

Problem

Determine the complete response of v(t) in the circuit of Figure 5.48.

t = 0

C
iC(t)

L = 2 H     C = 2 µF

R = 500 Ω     IS = 5 A

v(t)

+

_

iR(t) iL(t)
R L

IS

Figure 5.48

Solution

Known Quantities: Resistor, capacitor, inductor values.

Find: The capacitor voltage as a function of time.

Schematics, Diagrams, Circuits, and Given Data: IS = 5 A; R = 500 �; C = 2 µF;
L = 2 H.

Assumptions: The capacitor voltage and inductor current are equal to zero at
t = 0+.

Analysis:

1. Apply KCL to determine the circuit differential equation:

IS − iL(t) − iR(t) − iC(t) = 0

IS − 1

L

∫ t

−∞
v(t)dt − v(t)

R
− C

dv(t)

dt
= 0

d2v

dt2
+ 1

RC

dv

dt
+ 1

LC
v = 1

C

dIS

dt
= 0 t > 0

We note that the DC forcing function is zero, because the inductor acts as a short
circuit in the steady state, and the voltage across the inductor (and therefore across
the parallel circuit) will be zero as t → ∞.

http://www.mhhe.com/engcs/electrical/rizzoni/examples.mhtml


Part I Circuits 215

2. We determine the characteristic polynomial by substituting s for d/dt :

s2 + 1

RC
s + 1

LC
= 0

s1,2 = − 1

2RC
± 1

2

√(
1

RC

)2

− 4

LC

= −500 ± 1

2

√
(1, 000)2 − 106

s1 = −500 s2 = −500

These are real, repeated roots, therefore we have a critically damped circuit with
natural response given by equation 5.64:

vN(t) = K1e
−500t + K2te

−500t

3. The forced response is zero, as stated earlier, because of the behavior of the inductor
as t → ∞: F = 0.

4. The complete solution is therefore equal to the natural response:

v(t) = vN(t) = K1e
−500t + K2te

−500t

5. The initial conditions for the energy storage elements are: vC(0+) = 0 V;
iL(0+) = 0 A.

6. To evaluate the coefficients K1 and K2, we consider the initial conditions vC(0+) and
dvC(0+)/dt . The first of these is given by vC(0+) = 0, as stated above. Thus,

v(0+) = 0 = K1e
0 + K2 × 0e0

K1 = 0

To use the second initial condition, we observe that

dv

dt
(0+) = dvC(0+)

dt
= 1

C
iC(0

+)

and we note that the capacitor current can change instantaneously; i.e.,
iC(0−) �= iC(0+). To determine iC(0+) we need to apply KCL once again at t = 0+:

IS − iL(0+) − iR(0+) − iC(0+) = 0

iL(0+) = 0; iR(0+) = v(0+)
R

= 0;
Therefore

iC(0
+) = IS − 0 − 0 − 0 = 5 A

and we conclude that

dv

dt
(0+) = 1

C
iC(0

+) = 5

Now we can obtain a second equation in K1 and K2,

iC(t) = C
dv

dt
= C

[
K1 (−500) e−500t + K2e

−500t + K2 (−500) te−500t
]

iC(0
+) = C

[
K1 (−500) e0 + K2e

0 + K2 (−500) (0) e0
]

5 = C [K1 (−500) + K2]

K2 = 5

C
= 2.5 × 106
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Finally, the complete solution is:

v(t) = 2.5 × 106te−500t V

A plot of the voltage response of this critically damped circuit is shown in Figure
5.49.
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Figure 5.49

Focus on Computer-Aided Tools: The Matlab m-file containing the numerical analysis
and plotting commands for this example may be found in the CD that accompanies this
book.

EXAMPLE 5.12 Complete Response of Underdamped
Second-Order Circuit

Problem

Determine the complete response of the circuit of Figure 5.50.

12 V

iL(t)

L
t = 0

v load

+

_

C

R

Figure 5.50

Solution

Known Quantities: Source voltage, resistor, capacitor, inductor values.

Find: The load voltage as a function of time.

Schematics, Diagrams, Circuits, and Given Data: R = 10 �; C = 10 µF; L = 5 mH.

Assumptions: No energy is stored in the capacitor and inductor before the switch closes;
i.e., vC(0−) = 0 V; iL(0−) = 0 A.

Analysis: Since the load voltage is given by the expression vload = RiL(t), we shall solve
for the inductor current.

http://www.mhhe.com/engcs/electrical/rizzoni/examples.mhtml
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1. Apply KVL to determine the circuit differential equation:

VB − vL(t) − vC(t) − vR(t) = 0

VB − L
diL

dt
− 1

C

∫ t

−∞
iLdt − iLR = 0

d2iL

dt2
+ R

L

diL

dt
+ 1

LC
iL = 1

L

dVB

dt
= 0 t > 0

2. We determine the characteristic polynomial by substituting s for d/dt :

s2 +R

L
s + 1

LC
= 0

s1,2 = − L

2R
± 1

2

√(
R

L

)2

− 4

LC

= −1,000 ± j4359

These are complex conjugate roots, therefore we have an underdamped circuit with
natural response given by equation 5.65:

iLN(t) = K1e
(−1,000+j4,359)t + K2e

(−1,000−j4,359)t

3. The forced response is zero, as stated earlier, because of the behavior of the capacitor
as t → ∞: F = 0.

4. The complete solution is therefore equal to the natural response:

iL(t) = iLN(t) = K1e
(−1,000+j4,359)t + K2e

(−1,000−j4,359)t

5. The initial conditions for the energy storage elements are vC(0+) = 0 V;
iL(0+) = 0 A.

6. To evaluate the coefficients K1 and K2, we consider the initial conditions iL(0+) and
diL(0+)/dt . The first of these is given by iL(0+) = 0, as stated above. Thus,

i(0+) = 0 = K1e
0 + K2e

0

K1 + K2 = 0

K1 = −K2

To use the second initial condition, we observe that

diL

dt
(0+) = 1

L
vL(0

+)

and we note that the inductor voltage can change instantaneously; i.e.,
vL(0−) �= vL(0+). To determine vL(0+) we need to apply KVL once again at t = 0+:

VS − vC(0
+) − vR(0

+) − vL(0
+) = 0

vR(0
+) = iL(0

+)R = 0; vC(0
+) = 0

Therefore

vL(0
+) = VS − 0 − 0 = 12 V

and

diL

dt
(0+) = vL(0+)

L
= 2, 400

Now we can obtain a second equation in K1 and K2,

di

dt
(0+) = (−1, 000 + j4, 359)K1e

0 − (−1, 000 − j4, 359)K2e
0
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and since

K1 = −K2

2,400 = K1 [(−1,000 + j4,359) − (−1,000 − j4,359)]

K1 = 2,400

j8,718
= −j0.2753

K2 = −K1 = j0.2753

Note that K1 and K2 are complex conjugates. Finally, the complete solution is:

vLoad(t) = RiL(t) = 10
(−j0.2753e(−1,000+j4,359)t + j0.2753e(−1,000−j4,359)t

)
= 2.753e−1,000t

(−jej4,359t + je−j4,359t
)

= 5.506e−1,000t sin(4,359t) V

The output voltage of the circuit is plotted in Figure 5.51.
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Figure 5.51 Underdamped circuit voltage
response

Focus on Computer-Aided Tools: The Matlab m-file containing the numerical analysis
and plotting commands for this example may be found in the CD that accompanies this
book. An EWB simulation is also enclosed.

EXAMPLE 5.13 Transient Response of Automotive Ignition
Circuit

Problem

The circuit shown in Figure 5.52 is a simplified but realistic representation of an
automotive ignition system. The circuit includes an automotive battery, a transformer4

(ignition coil), a capacitor (known as condenser in old-fashioned automotive parlance)
and a switch. The switch is usually an electronic switch (e.g., a transistor—see
Chapter 9), and can be treated as an ideal switch. The circuit on the left represents the
ignition circuit immediately after the electronic switch has closed, following a spark
discharge. Thus, one can assume that no energy is stored in the inductor prior to the
switch closing, say at t = 0. Furthermore, no energy is stored in the capacitor, as the short

4Transformers are discussed more formally in Chapters 7 amd 17; the operation of the transformer in
an ignition coil will be explained ad hoc in this example.

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw05.htm
http://www.mhhe.com/engcs/electrical/rizzoni/examples.mhtml
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Figure 5.52

circuit (closed switch) across it would have dissipated any charge in the capacitor. The
primary winding of the ignition coil (left-hand-side inductor) is then given a suitable
length of time to build up stored energy, and then the switch opens, say at t = .t , leading
to a rapid voltage buildup across the secondary winding of the coil (right-hand-side
inductor). The voltage rises to a very high value because of two effects: the inductive
voltage kick described in Examples 5.3 and 5.8, and the voltage multiplying effect of the
transformer. The result is a very short high-voltage transient (reaching thousands of
volts), which causes a spark to be generated across the spark plug.

Solution

Known Quantities: Battery voltage, resistor, capacitor, inductor values.

Find: The ignition coil current, i(t), and the open circuit voltage across the spark plug,
vOC(t).

Schematics, Diagrams, Circuits, and Given Data: VB = 12 V; RP = 2 �; C =
10 µF; Lp = 5 mH.

Assumptions: The switch has been open for a long time, and closes at t = 0. The switch
opens again at t = .t .

Analysis: With no energy stored in either the inductor or the capacitor, the action of
closing the switch will create a closed circuit comprising the battery, VB , the coil primary
inductance, LP , and the coil primary resistance, RP . The inductor current will therefore
rise exponentially to a final value equal to VB/RP , as described in the following equation:

iL(t) = VB

RP

(
1 − e−t/τ

) = VB

RP

(
1 − e−Rpt/L

) = 6
(

1 − e−t/2.5×10−3
)

0 < t < .t

We know from Example 5.4 that the energy storage element will acquire approximately 90
percent of its energy in 3 time constants; let’s assume that the switch remains closed for 5
time constants; i.e., .t = 12.5 ms. Thus, at t = .t , the inductor current will be equal to

iL(.t) = VB

RP

(
1 − e−5τ/τ

) = 6
(
1 − e−5

) = 5.96 A

that is, the current reaches 99 percent of its final value in 5 time constants.
Now, when the switch opens at t = .t , we are faced with a series RLC circuit

similar to that of Example 5.13. The inductor current at this time is 5.96 A, and the
capacitor voltage is zero, because a short circuit (the closed switch) had been placed across
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the capacitor. The differential equation describing the circuit for t > .t is given below.

VB − vL(t) − vR(t) − vC(t) = 0

VB − L
diL

dt
− iLR − 1

C

∫ t

−∞
iLdt = 0

d2iL

dt2
+ R

L

diL

dt
+ 1

LC
iL = 1

L

dVB

dt
= 0 t > .t

Next, we solve for the roots of the characteristic polynomial:

s2 + R

L
s + 1

LC
= 0

s1,2 = − L

2R
± 1

2

√(
R

L

)2

− 4

LC
= −200 ± j4,468

These are complex conjugate roots, therefore we have an underdamped circuit with
natural response given by equation 5.65. By analogy with Example 5.13, the complete
solution is given by:

iL(t) = iLN(t) = K1e
(−200+j4,468)(t−.t) + K2e

(−200−j4,468)(t−.t) t > .t

The initial conditions for the energy storage elements are: vC(.t+) = 0 V;
iL(.t

+) = 5.96 A. Thus,

iL(.t
+) = 5.96 = K1e

0 + K2e
0

K1 + K2 = 5.96

K1 = 5.96 − K2

To use the second initial condition, we observe that
diL

dt
(.t+) = 1

LP

vL(.t
+)

and we note that the inductor voltage can change instantaneously; i.e., vL(0−) �= vL(0+).
To determine vL(0+) we need to apply KVL once again at t = 0+:

VB − vC(.t
+) − vR(.t

+) − vL(.t
+) = 0

vR(.t
+) = iL(.t

+)R = 5.96 × 2 = 11.92

vC(.t
+) = 0

Therefore

vL(.t
+) = VB − 11.92 = 12 − 11.92 = 0.08 V

and
diL

dt
(.t+) = vL(.t

+)
LP

= 0.08

5 × 10−3
= 16

Now we can obtain a second equation in K1 and K2,

diL

dt
(.t+) = (−200 + j4, 468)K1e

0 + (−200 − j4, 468)K2e
0

and since

K1 = 5.96 − K2

16 = (−200 + j4, 468) (5.96 − K2) + (−200 − j4, 468)K2

= −1192 + j26, 629 − (−200 + j4, 468)K2 + (−200 − j4, 468)K2

= −1192 + j26, 629 − j8.936K2

K2 = 1

−j8,936
(1208 − j26,629) = 2.98 + j0.1352

K1 = 5.96 − K2 = 2.98 − j0.1352

Note, again, that K1 and K2 are complex conjugates, as suggested earlier.
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Finally, the complete solution is:

iL(t) = (2.98 − j0.1352)e(−200+j4,468)(t−.t)

+ (2.98 + j0.1352)e(−200−j4,468)(t−.t) t > .t

= 2.98e−200(t−.t)
(
ej4,468(t−.t) + e−j4,468(t−.t)

)
−j0.1352e−200(t−.t)

(
ej4,468(t−.t) − e−j4,468(t−.t)

)
= 2 × 2.98e−200(t−.t) cos(4,468(t − .t))

−2 × 0.1352e−200(t−.t) sin(4, 468(t − .t)) A

The coil primary current is plotted in Figure 5.53.
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Figure 5.53 Ignition circuit primary current response

To compute the primary voltage, we simply differentiate the inductor current and
multiply by LP ; to determine the secondary voltage, which is that applied to the spark
plug, we simply remark that a 1:100 transformer steps up the voltage by a factor of 100, so
that the secondary voltage is 100 times larger than the primary voltage. Thus, the
expression for the secondary voltage is:

vspark plug = 100 × LP

diL

dt
= 0.5 × d

dt

[
(2 × 2.98e−200t cos(4,468t)

− 2 × 0.1352e−200t sin(4,468t)
]

= 0.5 × [−200 × 5.96 × e−200t cos(4,468t) − 4,468 × 5.96

×e−200t sin(4,468t)]

− 0.5 × [−200 × 0.1352 × e−200t sin(4,468t)

+ 4,468 × 0.1352 × e−200t cos(4,468t)]

where we have “ reset” time to t = 0 for simplicity. We are actually interested in the value
of this voltage at t = 0, since this is what will generate the spark; evaluating the above
expression at t = 0, we obtain:

vspark plug(t = 0) = 0.5 × [−200 × 5.96] − 0.5 × [4,468 × 0.1352]

vspark plug(t = 0) = −596 − 302 = −898 V

One can clearly see that the result of the switching is a very large (negative) voltage spike,
capable of generating a spark across the plug gap. A plot of the secondary voltage starting
at the time when the switch is opened is shown in Figure 5.54, showing that
approximately 0.3 ms after the switching transient, the secondary voltage reaches
approximately −12,500 volts! This value is typical of the voltages required to generate a
spark across an automotive spark plug.

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw05.htm
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Figure 5.54 Secondary ignition voltage
response

Focus on Computer-Aided Tools: The Matlab m-file containing the numerical analysis
and plotting commands for this example may be found in the CD that accompanies this
book. An EWB simulation is also enclosed.

Check Your Understanding
5.9 Derive the differential equation for the series circuit of Figure 5.39(b). Show that
one can write the equation either as

d2vC

dt2
+ RT

L

dvC

dt
+ 1

LC
vC = 1

LC
vT (t)

or as
d2iL

dt2
+ RT

L

diL

dt
+ 1

LC
iL = 1

L

dvT (t)

dt

5.10 Determine the roots of the characteristic equation of the series RLC circuit of
Figure 5.39(b) with R = 100 �, C = 10 µF, and L = 1 H.

5.11 For the series RLC circuit of Figure 5.39(b), with L = 1 H and C = 10 µF, find
the ranges of values of R for which the circuit response is overdamped and underdamped,
respectively.

CHECK YOUR UNDERSTANDING ANSWERS

CYU 5.1
dvC

dt
+ 1

RC
vC = 1

RC
vS

CYU 5.2
dv

dt
+ 1

RC
v = 1

C
iS

CYU 5.3
diL

dt
+ R

L
iL = R

L
iS

CYU 5.4 vC(0−) = 8 V and iR(0+) = 2 A

CYU 5.5 vC = 7.5 − 7.5e−t/0.025 V, 0 ≤ t < 0.05 s; vC = 6.485e−(t−0.05)/0.0375 V, t ≥ 0.05 s

CYU 5.6 t90% = 12.5 µs

CYU 5.7 545 µs

CYU 5.8 The output pulse has a higher peak.

CYU 5.9 −50 ± j312.25

CYU 5.10 Overdamped: R > 632.46 �; underdamped: R < 632.46 �

http://www.mhhe.com/engcs/electrical/rizzoni/examples.mhtml
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HOMEWORK PROBLEMS

Section 1: First-Order Transients

5.1 Just before the switch is opened at t = 0, the current
through the inductor is 1.70 mA in the direction shown
in Figure P5.1. Did steady-state conditions exist just
before the switch was opened?

L = 0.9 mH VS = 12 V

R1 = 6 k� R2 = 6 k�

R3 = 3 k�

iL

R1 R3

R2
t = 0

LVS

+

_
VR3

+

_
+
_

Figure P5.1

5.2 At t < 0, the circuit shown in Figure P5.2 is at
steady state. The switch is changed as shown at t = 0.

VS1 = 35 V VS2 = 130 V

C = 11 µF R1 = 17 k�

R2 = 7 k� R3 = 23 k�

Determine at t = 0+ the initial current through R3 just
after the switch is changed.

C

t = 0

R1

R2

R3

VS2

+

–

VS1

+

–
+
_

+
_

Figure P5.2

5.3 Determine the current through the capacitor just
before and just after the switch is closed in Figure
P5.3. Assume steady-state conditions for t < 0.

V1 = 12 V C = 0.5 µF

R1 = 0.68 k� R2 = 1.8 k�

C

t = 0

R2

R1

V1

+

–
+
_

Figure P5.3

5.4 Determine the current through the capacitor just
before and just after the switch is closed in Figure
P5.3. Assume steady-state conditions for t < 0.

V1 = 12 V C = 150 µF

R1 = 400 m� R2 = 2.2 k�

5.5 Just before the switch is opened at t = 0 in Figure
P5.1, the current through the inductor is 1.70 mA in
the direction shown. Determine the voltage across R3

just after the switch is opened.

VS = 12 V L = 0.9 mH

R1 = 6 k� R2 = 6 k�

R3 = 3 k�

5.6 Determine the voltage across the inductor just before
and just after the switch is changed in Figure P5.6.
Assume steady-state conditions exist for t < 0.

VS = 12 V Rs = 0.7 �

R1 = 22 k� L = 100 mH

t = 0

R1 L

Rs

Vs

+

–

+
_

Figure P5.6

5.7 Steady-state conditions exist in the circuit shown in
Figure P5.7 at t < 0. The switch is closed at t = 0.

V1 = 12 V R1 = 0.68 k�

R2 = 2.2 k� R3 = 1.8 k�

C = 0.47 µF

Determine the current through the capacitor at t = 0+,
just after the switch is closed.
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C

t = 0

R3

R2

R1

V1

+

–

ic(t)

+
_

Figure P5.7

5.8 At t > 0, the circuit shown in Figure P5.2 is at
steady state. The switch is changed as shown at t = 0.

VS1 = 35 V VS2 = 130 V
C = 11 µF R1 = 17 k�
R2 = 7 k� R3 = 23 k�

Determine the time constant of the circuit for t > 0.

5.9 At t < 0, the circuit shown in Figure P5.9 is at
steady state. The switch is changed as shown at t = 0.

VS1 = 13 V VS2 = 13 V
L = 170 mH R1 = 2.7 �

R2 = 4.3 k� R3 = 29 k�

Determine the time constant of the circuit for t > 0.

t = 0

R1

R2

L

R3

VS2
+

–

VS1

+

–

+
_

+
_

Figure P5.9

5.10 Steady-state conditions exist in the circuit shown in
Figure P5.7 for t < 0. The switch is closed at t = 0.

V1 = 12 V C = 0.47 µF
R1 = 680 � R2 = 2.2 k�
R3 = 1.8 k�

Determine the time constant of the circuit for t > 0.

5.11 Just before the switch is opened at t = 0 in Figure
P5.1, the current through the inductor is 1.70 mA in
the direction shown.

VS = 12 V L = 0.9 mH
R1 = 6 k� R2 = 6 k�
R3 = 3 k�

Determine the time constant of the circuit for t > 0.

5.12 Determine vC(t) for t > 0. The voltage across the
capacitor in Figure P5.12 just before the switch is
changed is given below.

vC(0−) = −7 V Io = 17 mA C = 0.55 µF

R1 = 7 k� R2 = 3.3 k�

C

t = 0

R1Io

R2

VC(t)
+

–

Figure P5.12

5.13 Determine iR3(t) for t > 0 in Figure P5.9.

VS1 − 23 V VS2 = 2o V

L = 23 mH R1 = 0.7 �

R2 = 13 � R3 = 330 k�

5.14 Assume DC steady-state conditions exist in the
circuit shown in Figure P5.14 for t < 0. The switch is
changed at t = 0 as shown.

VS1 = 17 V VS2 = 11 V

R1 = 14 k� R2 = 13 k�

R3 = 14 k� C = 70 nF

Determine:
a. v(t) for t > 0.
b. The time required, after the switch is operated, for

V (t) to change by 98 percent of its total change in
voltage.

C

t = 0

R3
R2

V(t)
+

–

VS1

+

–
R1

VS2
+

–+
_

+
_

Figure P5.14

5.15 The circuit of Figure P5.15 is a simple model of an
automotive ignition system. The switch models the
“points” that switch electrical power to the cylinder
when the fuel-air mixture is compressed. R is the
resistance between the electrodes (i.e., the “gap” ) of
the spark plug.

VG = 12 V RG = 0.37 �

R = 1.7 k�
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Determine the value of L and R1 so that the voltage
across the spark plug gap just after the switch is
changed is 23 kV and so that this voltage will change
exponentially with a time constant τ = 13 ms.

t = 0

RG

R1

L

R VR

+

–
VG

+

–
+
_

Figure P5.15

5.16 The inductor L in the circuit shown in Figure P5.16
is the coil of a relay. When the current through the coil
is equal to or greater than +2 mA the relay functions.
Assume steady-state conditions at t < 0. If:

VS = 12 V

L = 10.9 mH R1 = 3.1 k�

determine R2 so that the relay functions at t = 2.3 s.

t = 0

R2

R1

L
Vs

+

–

iL(t)

+
_

Figure P5.16

5.17 Determine the current through the capacitor just
before and just after the switch is closed in Figure
P5.17. Assume steady-state conditions for t < 0.

V1 = 12 V C = 150 µF

R1 = 400 m� R2 = 2.2 k�

C

t = 0

R2

R1

V1

+

–

+
_

Figure P5.17

5.18 Determine the voltage across the inductor just
before and just after the switch is changed in Figure
P5.18. Assume steady-state conditions exist for t < 0.

VS = 12 V RS = 0.24 �

R1 = 33 k� L = 100 mH

t = 0

R1

L
RS

VS

+

–
+
_

Figure P5.18

5.19 Steady-state conditions exist in the circuit shown in
Figure P5.7 for t < 0. The switch is closed at t = 0.

V1 = 12 V C = 150 µF
R1 = 4 M� R2 = 80 M�

R3 = 6 M�

Determine the time constant of the circuit for t > 0.

5.20 Just before the switch is opened at t = 0 in Figure
P5.1, the current through the inductor is 1.70 mA in
the direction shown.

VS = 12 V L = 100 mH
R1 = 400 � R2 = 400 �

R3 = 600 �

Determine the time constant of the circuit for t > 0.

5.21 For the circuit shown in Figure P5.21, assume that
switch S1 is always open and that switch S2 closes at
t = 0.
a. Find the capacitor voltage, vC(t), at t = 0+.
b. Find the time constant, τ , for t ≥ 0.
c. Find an expression for vC(t) and sketch the

function.
d. Find vC(t) for each of the following values of t :

0, τ, 2τ, 5τ, 10τ .

+
_

S1
R2

4 Ω
S2

R1
5 Ω R3

3 Ω
R4

6 Ω 4 A

20 V

–

+

vC(t) C1
4 F

C2
4 F

Figure P5.21

5.22 For the circuit shown in Figure P5.21, assume that
switch S1 is always open; switch S2 has been closed for
a long time, and opens at t = 0.
a. Find the capacitor voltage, vC(t), at t = 0+.
b. Find the time constant, τ , for t ≥ 0.
c. Find an expression for vC(t) and sketch the

function.
d. Find vC(t) for each of the following values of t :

0, τ, 2τ, 5τ, 10τ .
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5.23 For the circuit of Figure P5.21, assume that switch
S2 is always open, and that switch S1 has been closed
for a long time and opens at t = 0. At t = t1 = 3τ ,
switch S1 closes again.
a. Find the capacitor voltage, vC(t), at t = 0+.
b. Find an expression for vC(t) for t > 0 and sketch

the function.

5.24 Assume both switches S1 and S2 in Figure P5.21
close at t = 0.
a. Find the capacitor voltage, vC(t), at t = 0+.
b. Find the time constant, τ , for t ≥ 0.
c. Find an expression for vC(t) and sketch the

function.
d. Find vC(t) for each of the following values of t :

0, τ, 2τ, 5τ, 10τ .

5.25 Assume both switches S1 and S2 in Figure P5.21
have been closed for a long time and switch S2 opens
at t = 0+.
a. Find the capacitor voltage, vC(t), at t = 0+.
b. Find an expression for vC(t) and sketch the

function.
c. Find vC(t) for each of the following values of t :

0, τ, 2τ, 5τ, 10τ .

5.26 For the circuit of Figure P5.26, determine the time
constants τ and τ ′ before and after the switch opens,
respectively. RS = 4 k�, R1 = 2 k�,
R2 = R3 = 6 k�, and C = 1 µF.

RS

VS C+
_ R1 R2 R3

Figure P5.26

5.27 For the circuit of Figure P5.27, find the initial
current through the inductor, the final current through
the inductor, and the expression for iL(t) for t ≥ 0.

100 V

t = 0

+
_

10 Ω

1000 Ω

5 Ω

iL(t)

2.5 Ω

0.1 H

Figure P5.27

5.28 At t = 0, the switch in the circuit of Figure P5.28
opens. At t = 10 s, the switch closes.

a. What is the time constant for 0 < t < 10 s?
b. What is the time constant for t > 10 s?

vS
+
_

5 Ω

1 Ω

1 kΩ

4 kΩ

5 Ω 20 Ω
1 µF

2.5 Ω

Figure P5.28

5.29 The circuit of Figure P5.29 includes a model of a
voltage-controlled switch. When the voltage across the
capacitor reaches 7 V, the switch is closed. When the
capacitor voltage reaches 0.5 V, the switch opens.
Assume that the capacitor voltage is initially VC = 0.5
V and that the switch has just opened.
a. Sketch the capacitor voltage versus time, showing

explicitly the periods when the switch is open and
when the switch is closed.

b. What is the period of the voltage waveform across
the 10-� resistor?

10 V +
_

10 kΩ

10 Ω
+

VC 15 µF
–

Voltage
controlled

switch

Figure P5.29

5.30 At t = 0, the switch in the circuit of Figure P5.30
closes. Assume that iL(0) = 0 A. For t ≥ 0,
a. Find iL(t).
b. Find vL1(t).

5 A

L1t = 0

L2

10 kΩ

iL

L1 = 1 H  L2 = 5 H

+

–
vL1

(t)

Figure P5.30
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Section 2: Second-Order Transients

5.31 In the circuit shown in Figure P5.31:

VS1 = 15 V VS2 = 9 V

RS1 = 130 � RS2 = 290 �

R1 = 1.1 k� R2 = 700 �

L = 17 mH C = 0.35 µF

Assume that DC steady-state conditions exist for
t < 0. Determine the voltage across the capacitor and
the current through the inductor and RS2 as t
approaches infinity.

RS1

VS1

C

R2

R1L
RS2

VS2

t = 0

+
_

+

_

+

_
+
_

Figure P5.31

5.32 In the circuit shown in Figure P5.31:

VS1 = 12 V VS2 = 12 V

RS1 = 50 � RS2 = 50 �

R1 = 2.2 k� R2 = 600 �

L = 7.8 mH C = 68 µF

Assume that DC steady-state conditions exist at t < 0.
Determine the voltage across the capacitor and the
current through the inductor as t approaches infinity.
Remember to specify the polarity of the voltage and
the direction of the current that you assume for your
solution.

5.33 If the switch in the circuit shown in Figure P5.33 is
closed at t = 0 and:

VS = 170 V RS = 7 k�

R1 = 2.3 k� R2 = 7 k�

L = 30 mH C = 130 µF

determine, after the circuit has returned to a steady
state, the current through the inductor and the voltage
across the capacitor and R1.

RS

R1

L

t = 0

C

R2

VS

+

_
+
_

Figure P5.33

5.34 If the switch in the circuit shown in Figure P5.34 is
closed at t = 0 and:

VS = 12 V C = 130 µF

R1 = 2.3 k� R2 = 7 k�

L = 30 mH

Determine the current through the inductor and the
voltage across the capacitor and across R1 after the
circuit has returned to a steady state.

R1

R2

L

t = 0

C
VS

+

_
+
_

Figure P5.34

5.35 If the switch in the circuit shown in Figure P5.35 is
closed at t = 0 and:

VS = 12 V C = 0.5 µF
R1 = 31 k� R2 = 22 k�
L = 0.9 mH

Determine the current through the inductor and the
voltage across the capacitor after the circuit has
returned to a steady state.

R2

R1

t = 0

C

L

VS

+

_
+
_

Figure P5.35

5.36 At t < 0, the circuit shown in Figure P5.36 is at
steady state and the voltage across the capacitor is
+7 V. The switch is changed as shown at t = 0 and:

VS = 12 V C = 3300 µF

R1 = 9.1 k� R2 = 4.3 k�

R3 = 4.3 k� L = 16 mH

Determine the initial voltage across R2 just after the
switch is changed.

R2R1

R3

L
t = 0

C

VS

+

_

VC

+

_

+
_

Figure P5.36

5.37 In the circuit shown in Figure P5.37, assume that
DC steady-state conditions exist for t < 0. Determine
at t = 0+, just after the switch is opened, the current
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through and voltage across the inductor and the
capacitor and the current through RS2.

VS1 = 15 V VS2 = 9 V

RS1 = 130 � RS2 = 290 �

R1 = 1.1 k� R2 = 700 �

L = 17 mH C = 0.35 µF

R1L
R2

t = 0

C

VS1 VS2

RS1

+

_

RS2

+

_
+
_

+
_

Figure P5.37

5.38 In the circuit shown in Figure P5.37:

VS1 = 12 V VS2 = 12 V
RS1 = 50 � RS2 = 50 �

R1 = 2.2 k� R2 = 600 �

L = 7.8 mH C = 68 µF

Assume that DC steady-state conditions exist for
t < 0. Determine the voltage across the capacitor and
the current through the inductor as t approaches
infinity. Remember to specify the polarity of the
voltage and the direction of the current that you
assume for your solution.

5.39 Assume the switch in the circuit of Figure P5.39
has been closed for a very long time. It is suddenly
opened at t = 0, and then reclosed at t = 5 s.
Determine an expression for the inductor current for
t ≥ 0.

+
_6 V 2 Ω 5 H

4 F

3 Ω

Figure P5.39

5.40 Assume the circuit of Figure P5.40 initially stores
no energy. The switch is closed at t = 0, and then
reopened at t = 50µs. Determine an expression for
the capacitor voltage for t ≥ 0.

10 V +
_

400 Ω

0.01 µF

10 mH

Figure P5.40

5.41 Assume the circuit of Figure P5.41 initially stores
no energy. Switch S1 is open, and S2 is closed. Switch
S1 is closed at t = 0, and switch S2 is opened at
t = 5 s. Determine an expression for the capacitor
voltage for t ≥ 0.

+
_6 V 2 Ω

t = 0

5 H

4 F

3 Ω

S1

t = 5 S

S2

Figure P5.41

5.42 Assume that the circuit shown in Figure P5.42 is
underdamped and that the circuit initially has no
energy stored. It has been observed that, after the
switch is closed at t = 0, the capacitor voltage reaches
an initial peak value of 70 V when t = 5π/3 µs, a
second peak value of 53.2 V when t = 5π µs, and
eventually approaches a steady-state value of 50 V. If
C = 1.6 nF, what are the values of R and L?

+
_V

t = 0

C

R L

Figure P5.42

5.43 Given the information provided in Problem 5.42,
explain how to modify the circuit so that the first two
peaks occur at 5π µs and 15π µs. Assume that C
cannot be changed.

5.44 Find i for t > 0 in the circuit of Figure P5.44 if
i(0) = 4 A and v(0) = 6 V.

4 Ω
+
v1/2 F
–

1 Ω

2 H

i

Figure P5.44

5.45 Find v for t > 0 in the circuit of Figure P5.45 if the
circuit is in steady state at t = 0−.
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12 V t = 0+
_

4 Ω

v

1 H

1/4 F

+

–

Figure P5.45

5.46 Find i for t > 0 in the circuit of Figure P5.46 if the
circuit is in steady state at t = 0−.

40 V
t = 0

+
_

2 Ω 1 H

i

1 H

2 Ω 3 Ω

Figure P5.46

5.47 Find i for t > 0 in the circuit of Figure P5.47 if the
circuit is in steady state at t = 0−.

40 V
t = 0

+
_

2 Ω 1 H

i

1 H

2 Ω 3 Ω

Figure P5.47

5.48 Find v for t > 0 in the circuit of Figure P5.48 if the
circuit is in steady state at t = 0−.

20 A

t = 0

v

3 Ω

+

–
1/6 F3 Ω 1/6 F 2 Ω

Figure P5.48

5.49 The circuit of Figure P5.49 is in steady state at
t = 0−. Find v for t > 0 if L is (a) 2.4 H, (b) 3 H, and
(c) 4 H.

10 V

t = 0
+
_

2 Ω

v L

3 Ω

+

–
1/12 F

Figure P5.49

5.50 Find v for t > 0 in the circuit of Figure P5.50 if the
circuit is in steady state at t = 0−.

12 V

t = 0

+
_

2 Ω

v

3 Ω

+ –

1/4 F
0.8 H 4 V +

_

Figure P5.50
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C H A P T E R

6

Frequency Response
and System Concepts

hapter 4 introduced the notions of energy-storage elements and dynamic
circuit equations and developed appropriate tools (complex algebra and
phasors) for the solution of AC circuits. In Chapter 5, we explored the
solution of first- and second-order circuits subject to switching transients.

The aim of the present chapter is to exploit AC circuit analysis methods to study
the frequency response of electric circuits.

It is common, in engineering problems, to encounter phenomena that are
frequency-dependent. For example, structures vibrate at a characteristic frequency
when excited by wind forces (some high-rise buildings experience perceptible
oscillation!). The propeller on a ship excites the shaft at a vibration frequency
related to the engine’s speed of rotation and to the number of blades on the propeller.
An internal combustion engine is excited periodically by the combustion events
in the individual cylinder, at a frequency determined by the firing of the cylinders.
Wind blowing across a pipe excites a resonant vibration that is perceived as sound
(wind instruments operate on this principle). Electrical circuits are no different
from other dynamic systems in this respect, and a large body of knowledge has
been developed for understanding the frequency response of electrical circuits,
mostly based on the ideas behind phasors and impedance. These ideas, and the
concept of filtering, will be explored in this chapter.

The ideas developed in this chapter will also be applied, by analogy, to
the analysis of other physical systems (e.g., mechanical systems), to illustrate the
generality of the concepts. By the end of the chapter, you should be able to:
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• Compute the frequency response function for an arbitrary circuit.
• Use knowledge of the frequency response to determine the output of a

circuit.
• Recognize the analogy between electrical circuits and other dynamic

systems.

6.1 SINUSOIDAL FREQUENCY RESPONSE

The sinusoidal frequency response (or, simply, frequency response) of a circuit
provides a measure of how the circuit responds to sinusoidal inputs of arbitrary
frequency. In other words, given the input signal amplitude, phase, and frequency,
knowledge of the frequency response of a circuit permits the computation of the
output signal. The box “Fourier Analysis” provides further explanation of the
importance of sinusoidal signals. Suppose, for example, that you wanted to de-
termine how the load voltage or current varied in response to different excitation
signal frequencies in the circuit of Figure 6.1. An analogy could be made, for
example, with how a speaker (the load) responds to the audio signal generated
by a CD player (the source) when an amplifier (the circuit) is placed between the
two.1 In the circuit of Figure 6.1, the signal source circuitry is represented by its
Thévenin equivalent. Recall that the impedance ZS presented by the source to the
remainder of the circuit is a function of the frequency of the source signal (Section
4.4). For the purpose of illustration, the amplifier circuit is represented by the
idealized connection of two impedances, Z1 and Z2, and the load is represented
by an additional impedance, ZL. What, then, is the frequency response of this
circuit? The following is a fairly general definition:

The frequency response of a circuit is a measure of the variation of a
load-related voltage or current as a function of the frequency of the
excitation signal.

(Source) (Circuit) (Load)

A physical system

+

Amplifier Speakers
∼

ΖS

ΖL

Ζ1

Ζ2

CD Player

IS

A circuit model

 VS

IL

+

–

VL

Figure 6.1 A circuit model

1In reality, the circuitry in a hi-fi stereo system is far more complex than the circuits that will be
discussed in this chapter and in the homework problems. However, from the standpoint of intuition
and everyday experience, the audio analogy provides a useful example; it allows you to build a quick
feeling for the idea of frequency response. Practically everyone has an intuitive idea of bass, mid
range, and treble as coarsely defined frequency regions in the audio spectrum. The material
presented in the next few sections should give you a more rigorous understanding of these concepts.
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According to this definition, frequency response could be defined in a variety of
ways. For example, we might be interested in determining how the load voltage
varies as a function of the source voltage. Then, analysis of the circuit of Figure
6.1 might proceed as follows.

To express the frequency response of a circuit in terms of variation in output
voltage as a function of source voltage, we use the general formula

HV (jω) = VL(jω)
VS(jω)

(6.1)

One method that allows for representation of the load voltage as a function of the
source voltage (this is, in effect, what the frequency response of a circuit implies)
is to describe the source and attached circuit by means of the Thévenin equivalent
circuit. (This is not the only useful technique; the node voltage or mesh current
equations for the circuit could also be employed.) Figure 6.2 depicts the original
circuit of Figure 6.1 with the load removed, ready for the computation of the
Thévenin equivalent.

ZT = (ZS + Z1) || Z2

Z2
ZS + Z1 + Z2

VT = VS

+
_∼

ZTZS Z1

Z2
+
_∼VL

+

–

VS

Figure 6.2 Thévenin equivalent source circuit

Fourier Analysis

In this brief introduction to Fourier theory, we shall
explain in an intuitive manner how it is possible to
represent many signals by means of the superposition
of various sinusoidal signals of different amplitude,
phase, and frequency. Any periodic finite-energy sig-
nal may be expressed by means of an infinite sum of
sinusoids, as illustrated in the following paragraphs.

Consider a periodic waveform, x(t). Its Fourier
series representation is defined below by the infinite
summation of sinusoids at the frequencies nω0 (in-
teger multiples of the fundamental frequency, ω0),
with amplitudes An and phases φn.

x(t) = x(t + T0) T0 = period (6.2)

x(t) =
∞∑
n=0

An cos

(
2πnt

T0
+ φn

)
(6.3)

One could also write the term 2πn/T0 as nω0, where

ω0 = 2π

T0
= 2πf0 (6.4)

is the fundamental (radian) frequency and the fre-
quencies 2ω0, 3ω0, 4ω0, and so on, are called its har-
monics.

The notion that a signal may be represented by
sinusoidal components is particularly useful, and not
only in the study of electrical circuits—in the sense
that we need only understand the response of a cir-
cuit to an arbitrary sinusoidal excitation in order to
be able to infer the circuit’s response to more com-
plex signals. In fact, the frequently employed sinu-
soidal frequency response discussed in this chapter
is a function that enables us to explain how a circuit
would respond to a signal made up of a superposition

(continued)
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of sinusoidal components at various frequencies.
These sinusoidal components form the spectrum of
the signal, that is, its frequency composition; the am-
plitude and phase of each of the sinusoids contribute
to the overall “character” of the signal, in the same
sense as the timbre of a musical instrument is made
up of the different harmonics that are generated when
a note is played (the timbre is what differentiates,
for example, a viola from a cello or a violin). An ex-
ample of the amplitude spectrum of a “square-wave”
signal is shown in Figure 6.3. In order to further
illustrate how the superposition of sinusoids can give
rise to a signal that at first might appear substantially
different from a sinusoid, the evolution of a sine wave

into a square wave is displayed in Figure 6.4, as more
Fourier components are added. The first picture rep-
resents the fundamental component, that is, the sinu-
soid that has the same frequency as the square wave.
Then one harmonic at a time is added, up to the fifth
nonzero component (the ninth frequency component;
see Figure 6.3), illustrating how, little by little, the
rounded peaks of the sinusoid transform into the flat
top of the square wave!

Although this book will not deal with the math-
ematical aspects of Fourier series, it is important to
recognize that this analysis tool provides excellent
motivation for the study of sinusoidal signals, and of
the sinusoidal frequency response of electric circuits.

Jean Baptiste Joseph Fourier (1768–1830), French mathemati-
cian and physicist who formulated the Fourier series. Photo
courtesy of Deutsches Museum, Munich.
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Figure 6.3 Amplitude spectrum of square wave

(continued)
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(concluded)

Time

Fundamental frequency
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 Two frequency  components
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Figure 6.4 Evolution of a square wave from its Fourier components

ZT

VL 
+
_ ZL

+

_
∼ VT

Figure 6.5 Complete
equivalent circuit

Next, an expression for the load voltage, VL, may be found by connecting
the load to the Thévenin equivalent source circuit and by computing the result of a
simple voltage divider, as illustrated in Figure 6.5 and by the following equation:

VL = ZL

ZL + ZT VT

= ZL

ZL + (ZS + Z1)Z2

ZS + Z1 + Z2

· Z2

ZS + Z1 + Z2
VS

= ZLZ2

ZL(ZS + Z1 + Z2)+ (ZS + Z1)Z2
VS

(6.5)
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Thus, the frequency response of the circuit, as defined in equation 6.4, is given by
the expression

VL
VS
(jω) = HV (jω) = ZLZ2

ZL(ZS + Z1 + Z2)+ (ZS + Z1)Z2
(6.6)

The expression for HV (jω) is therefore known if the impedances of the circuit
elements are known. Note that HV (jω) is a complex quantity (dimensionless,
because it is the ratio of two voltages), and that it therefore follows that

VL(jω) is a phase-shifted and amplitude-scaled version of VS(jω).

If the phasor source voltage and the frequency response of the circuit are known,
the phasor load voltage can be computed as follows:

VL(jω) = HV (jω) · VS(jω) (6.7)

VLe
jφL = |HV |ejφH · VSejφS (6.8)

or

VLe
jφL = |HV |VSej (φH+φS) (6.9)

where

VL = |HV | · VS
and

φL = φH + φS (6.10)

Thus, the effect of inserting a linear circuit between a source and a load is best
understood by considering that, at any given frequency, ω, the load voltage is a
sinusoid at the same frequency as the source voltage, with amplitude given by
VL = |HV | ·VS and phase equal to φL = φH +φS , where |HV | is the magnitude of
the frequency response and φH its phase angle. Both |HV | and φH are functions
of frequency.

EXAMPLE 6.1 Computing the Frequency Response
of a Circuit Using Equivalent Circuit Ideas

Problem

Compute the frequency response HV (jω) for the circuit of Figure 6.6.

+
_ VS

R1

RL VL

+

_
C∼

Figure 6.6

Solution

Known Quantities: R1 = 1 k�; C = 10 µF; RL = 10 k�.

Find: The frequency response HV (jω) = VL(jω)/VS(jω).

Assumptions: None.
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Analysis: To solve this problem we use an equivalent circuit approach. Recognizing that
RL is the load resistance, we determine the equivalent circuit representation of the circuit
to the left of the load, using the techniques perfected in Chapters 3 and 4. The Thévenin
equivalent circuit is shown in Figure 6.7. Using the voltage divider rule and the equivalent
circuit shown in the figure, we obtain the following expression

VL = ZL

ZT + ZLVT = ZL

Z1Z2

Z1 + Z2
+ ZL

Z2

Z1 + Z2
VS = HVVS

and

VL
VS
(jω) = HV (jω) = ZLZ2

ZL(Z1 + Z2)+ Z1Z2

The impedances of the circuit elements are: Z1 = 103 �; Z2 = 1
jω×10−5 �; ZL = 104 �.

The resulting frequency response can be calculated to be:

HV (jω) =
104

jω × 10−5

104

(
103 + 1

jω × 10−5

)
+ 103

jω × 10−5

= 100

110 + jω

= 100
√

1102 + ω2e
j arctan( ω110 )

= 100√
1102 + ω2

∠− arctan
( ω

110

)

ZT

ZT  = Z1 || Z2

Z2
 Z1 + Z2

VT = VS

+
_∼VT

Figure 6.7

Comments: The use of equivalent circuit ideas is often helpful in deriving frequency
response functions, because it naturally forces us to identify source and load quantities.
However, it is certainly not the only method of solution. For example, nodal analysis
would have yielded the same results just as easily, by recognizing that the top node voltage
is equal to the load voltage, and by solving directly for VL as a function of VS , without
going through the intermediate step of computing the Thévenin equivalent source circuit.

Focus on Computer-Aided Tools: A computer-generated solution of this problem may
be found in the CD-ROM that accompanies this book.

The importance and usefulness of the frequency response concept lies in its
ability to summarize the response of a circuit in a single function of frequency,
H(jω), which can predict the load voltage or current at any frequency, given the
input. Note that the frequency response of a circuit can be defined in four different
ways:

HV (jω) = VL(jω)
VS(jω)

HI (jω) = IL(jω)
IS(jω)

HZ(jω) = VL(jω)
IS(jω)

HY (jω) = IL(jω)
VS(jω)

(6.11)

If HV (jω) and HI(jω) are known, one can directly derive the other two expres-
sions:

HZ(jω) = VL(jω)
IS(jω)

= ZL(jω) IL(jω)IS(jω)
= ZL(jω)HI (jω) (6.12)



238 Chapter 6 Frequency Response and System Concepts

HY (jω) = IL(jω)
VS(jω)

= 1

ZL(jω)

VL(jω)
VS(jω)

= 1

ZL(jω)
HV (jω) (6.13)

With these definitions in hand, it is now possible to introduce one of the
central concepts of electrical circuit analysis: filters. The concept of filtering an
electrical signal will be discussed in the next section.

EXAMPLE 6.2 Computing the Frequency Response
of a Circuit

Problem

Compute the frequency response HZ(jω) for the circuit of Figure 6.8.L

R1 RL

+

_
IS( jω)

IL( jω)

VL( jω)

Figure 6.8

Solution

Known Quantities: R1 = 1 k�; L = 2 mH; RL = 4 k�.

Find: The frequency response HZ(jω) = VL(jω)/IS(jω).

Assumptions: None.

Analysis: To determine expressions for the load voltage, we recognize that the load
current can be obtained simply by using a current divider between the two branches
connected to the current source, and that the load voltage is simply the product of the load
current times RL.

Using the current divider rule, we obtain the following expression for IL:

IL =
1

RL + jωL
1

RL + jωL + 1

R1

IS = 1

1 + RL
R1

+ j ωL
R1

IS

and

VL
IS
(jω) = HZ(jω) = ILRL

IS
= RL

1 + RL
R1

+ j ωL
R1

Substituting numerical values, we obtain:

HZ(jω) = 4 × 103

1 + 4 + j 2 × 10−3ω

103

= 0.8 × 103

1 + j0.4 × 10−6ω

Comments: You should verify that the untis of the expression for HZ(jω) are indeed
ohms, as they should be from the definition of HZ .

Focus on Computer-Aided Tools: A computer-generated solution of this problem may
be found in the CD-ROM that accompanies this book.

6.2 FILTERS

There are many practical, everyday applications that involve filters of one kind or
another. Just to mention two, filtration systems are used to eliminate impurities
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from drinking water, and sunglasses are used to filter out eye-damaging ultraviolet
radiation and to reduce the intensity of sunlight reaching the eyes. An analogous
concept applies to electrical circuits: it is possible to attenuate (i.e., reduce in
amplitude) or altogether eliminate signals of unwanted frequencies, such as those
that may be caused by electrical noise or other forms of interference. This section
will be devoted to the analysis of electrical filters.

Low-Pass Filters

Figure 6.9 depicts a simple RC filter and denotes its input and output voltages by
Vi and Vo. The frequency response for the filter may be obtained by considering
the function

H(jω) = Vo
Vi
(jω) (6.14)

and noting that the output voltage may be expressed as a function of the input
voltage by means of a voltage divider, as follows:

Vo(jω) = Vi (jω)
1/jωC

R + 1/jωC
= Vi (jω)

1

1 + jωRC (6.15)

Thus, the frequency response of the RC filter is

Vo
Vi
(jω) = 1

1 + jωCR (6.16)

R

C

+

_

+

_

Vi Vo

RC low-pass filter. The circuit 
preserves lower frequencies while 
attenuating the frequencies above 
the cutoff frequency, v0 = 1/RC. 
The voltages Vi and Vo are the 
filter input and output voltages, 
respectively.

Figure 6.9 A simple RC
filter

An immediate observation upon studying this frequency response is that if
the signal frequency, ω, is zero, the value of the frequency response function is
1. That is, the filter is passing all of the input. Why? To answer this question,
we note that at ω = 0, the impedance of the capacitor, 1/jωC, becomes infinite.
Thus, the capacitor acts as an open circuit, and the output voltage equals the input:

Vo(jω = 0) = Vi (jω = 0) (6.17)

Since a signal at sinusoidal frequency equal to zero is a DC signal, this filter circuit
does not in any way affect DC voltages and currents. As the signal frequency in-
creases, the magnitude of the frequency response decreases, since the denominator
increases with ω. More precisely, equations 6.18 to 6.21 describe the magnitude
and phase of the frequency response of the RC filter:

H(jω) = Vo
Vi
(jω) = 1

1 + jωCR

= 1√
1 + (ωCR)2

ej0◦

ej arctan(ωCR/1)

= 1√
1 + (ωCR)2

· e−j arctan(ωCR)

(6.18)

or

H(jω) = |H(jω)|ejφH (jω) (6.19)

with

|H(jω)| = 1√
1 + (ωCR)2

= 1√
1 + (ω/ω0)2

(6.20)
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and

φH (jω) = −arctan(ωCR) = −arctan

(
ω

ω0

)
(6.21)

with

ω0 = 1

RC
(6.22)

The simplest way to envision the effect of the filter is to think of the phasor voltage
Vi = Viejφi scaled by a factor of |H | and shifted by a phase angle φH by the filter
at each frequency, so that the resultant output is given by the phasor Voejφo , with

Vo = |H | · Vi
φo = φH + φi

(6.23)

and where |H | and φH are functions of frequency. The frequency ω0 is called the
cutoff frequency of the filter and, as will presently be shown, gives an indication
of the filtering characteristics of the circuit.

It is customary to represent H(jω) in two separate plots, representing |H |
andφH as functions ofω. These are shown in Figure 6.10 in normalized form—that
is, with |H | and φH plotted versusω/ω0, corresponding to a cutoff frequencyω0 =
1 rad/s. Note that, in the plot, the frequency axis has been scaled logarithmically.
This is a common practice in electrical engineering, because it allows viewing a
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Figure 6.10 Magnitude and phase response plots for RC filter
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very broad range of frequencies on the same plot without excessively compressing
the low-frequency end of the plot. The frequency response plots of Figure 6.10
are commonly employed to describe the frequency response of a circuit, since they
can provide a clear idea at a glance of the effect of a filter on an excitation signal.
For example, the RC filter of Figure 6.9 has the property of “passing” signals
at low frequencies (ω � 1/RC) and of filtering out signals at high frequencies
(ω � 1/RC). This type of filter is called a low-pass filter. The cutoff frequency
ω = 1/RC has a special significance in that it represents—approximately—the
point where the filter begins to filter out the higher-frequency signals. The value of
H(jω) at the cutoff frequency is 1/

√
2 = 0.707. Note how the cutoff frequency

depends exclusively on the values of R and C. Therefore, one can adjust the
filter response as desired simply by selecting appropriate values for C and R, and
therefore choose the desired filtering characteristics.

EXAMPLE 6.3 Frequency Response of RC Filter

Problem

Compute the response of the RC filter of Figure 6.9 to sinusoidal inputs at the frequencies
of 60 and 10,000 Hz.

Solution

Known Quantities: R = 1 k�; C = 0.47 µF; vi(t) = 5 cos(ωt) V.

Find: The output voltage, vo(t), at each frequency.

Assumptions: None.

Analysis: In this problem, we know the input signal voltage and the frequency response
of the circuit (equation 6.18), and we need to find the output voltage at two different
frequencies. If we represent the voltages in phasor form, we can use the frequency
response to calculate the desired quantities:

Vo
Vi
(jω) = HV (jω) = 1

1 + jωCR

Vo(jω) = HV (jω)Vi (jω) = 1

1 + jωCRVi (jω)

If we recognize that the cutoff frequency of the filter is ω0 = 1/RC = 2,128 rad/s, we can
write the expression for the frequency response in the form of equations 6.20 and 6.21:

HV (jω) = 1

1 + jω
ω0

|HV (jω)| = 1√
1 +

(
ω

ω0

)2
φH (jω) = − arctan

(
ω

ω0

)

Next, we recognize that at ω = 120π rad/s, the ratio ω/ω0 = 0.177, and at ω = 20,000π ,
ω/ω0 = 29.5. Thus we compute the output voltage at each frequency as follows:

Vo(ω = 2π60) = 1

1 + j0.177
Vi (ω = 2π60) = 0.985 × 5∠−0.175 V

Vo(ω = 2π10,000) = 1

1 + j29.5
Vi (ω = 2π10,000) = 0.0345 × 5∠−1.537 V
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And finally write the time-domain response for each frequency:

vo(t) = 4.923 cos(2π60t − 0.175) V at ω = 2π60 rad/s

vo(t) = 0.169 cos(2π10,000t − 1.537) V at ω = 2π10,000 rad/s

The magnitude and phase responses of the filter are plotted in Figure 6.11. It should be
evident from these plots that only the low-frequency components of the signal are passed
by the filter. This low-pass filter would pass only the bass range of the audio spectrum.
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Figure 6.11 Response of RC filter of Example 6.3

Comments: Can you think of a very quick, approximate way of obtaining the answer to
this problem from the magnitude and phase plots of Figure 6.11? Try to multiply the input
voltage amplitude by the magnitude response at each frequency, and determine the phase
shift at each frequency. Your answer should be pretty close to the one computed
analytically.

Focus on Computer-Aided Tools: A computer-generated solution of this problem
generated by MathCad may be found in the CD-ROM that accompanies this book.

EXAMPLE 6.4 Frequency Response of RC Low-Pass Filter
in a More Realistic Circuit

Problem

Compute the response of the RC filter in the circuit of Figure 6.12.

http://www.mhhe.com/engcs/electrical/rizzoni/examples.mhtml
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+
_∼

RS

RLC

R1

Source

VS( jω) VL( jω)

Filter Load

+

_

Figure 6.12 RC filter inserted in a circuit

Solution

Known Quantities: RS = 50 �; R1 = 200 �; RL = 500 �; C = 10 µF.

Find: The output voltage, vo(t), at each frequency.

Assumptions: None.

Analysis: The circuit shown in this problem is a more realistic representation of a
filtering problem, in that we have inserted the RC filter circuit between source and load
circuits (where the source and load are simply represented in equivalent form). To
determine the response of the circuit, we compute the Thévenin equivalent representation
of the circuit with respect to the load, as shown in Figure 6.13. Let R′ = RS + R1

and

Z′ = RL‖ 1

jωC
= RL

1 + jωCRL
Then the circuit response may be computed as follows:

VL
VS
(jω) = Z′

R′ + Z′ =
RL

1 + jωCRL
RS + R1 + RL

1 + jωCRL

= RL

RL + RS + R1 + jωCRL(RS + R1)
=

RL

RL + R′

1 + jωCRL‖R′

The above expression can be written as follows:

H(jω) =
RL

RL + R′

1 + jωCRL‖R′ = K

1 + jωCREQ
= 0.667

1 + j ω
600

+
_VS VLZ'

R'

_

+

∼

Figure 6.13 Equivalent-
circuit representation of Figure
6.12

Comments: Note the similarity and difference between the above expression and
equation 6.16: The numerator is different than 1, because of the voltage divider effect
resulting from the source and load resistances, and the cutoff frequency is given by the
expression

ω0 = 1

CREQ
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FOCUS ON
MEASUREMENTS

Wheatstone Bridge Filter

The Wheatstone bridge circuit of Examples 2.10 and Focus on
Measurements: Wheatstone Bridge in Chapter 2 is used in a
number of instrumentation applications, including the
measurement of force (see Example 2.13, describing the strain gauge
bridge). Figure 6.14 depicts the appearance of the bridge circuit. When
undesired noise and interference are present in a measurement, it is often
appropriate to use a low-pass filter to reduce the effect of the noise. The
capacitor that is connected to the output terminals of the bridge in Figure
6.14 constitutes an effective and simple low-pass filter, in conjunction with
the bridge resistance. Assume that the average resistance of each leg of the
bridge is 350 � (a standard value for strain gauges) and that we desire to
measure a sinusoidal force at a frequency of 30 Hz. From prior
measurements, it has been determined that a filter with a cutoff frequency of
300 Hz is sufficient to reduce the effects of noise. Choose a capacitor that
matches this filtering requirement.

+
_

+
_

c

d

C
VS

Va Vb

Vnoise R1

R2

R3

R4

Filter capacitor

Vout = Va 
_ Vb

VT

RT

C Vout

+

_

Wheatstone bridge
equivalent circuit

∼

+
_∼

a b

Figure 6.14 Wheatstone bridge with equivalent circuit and
simple capacitive filter

Solution:
By evaluating the Thévenin equivalent circuit for the Wheatstone bridge,
calculating the desired value for the filter capacitor becomes relatively
simple, as illustrated at the bottom of Figure 6.14. The Thévenin resistance
for the bridge circuit may be computed by short-circuiting the two voltage
sources and removing the capacitor placed across the load terminals:

RT = R1 ‖ R2 + R3 ‖ R4 = 350 ‖ 350 + 350 ‖ 350 = 350 �

Since the required cutoff frequency is 300 Hz, the capacitor value can be
computed from the expression

ω0 = 1

RTC
= 2π × 300

or

C = 1

RT ω0
= 1

350 × 2π × 300
= 1.51 µF

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw06.htm
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The frequency response of the bridge circuit is of the same form as equation
6.16:

Vout

VT
(jω) = 1

1 + jωCRT
This response can be evaluated at the frequency of 30 Hz to verify that the
attenuation and phase shift at the desired signal frequency are minimal:

Vout

VT
(jω = j2π × 30) = 1

1 + j2π × 30 × 1.51 × 10−6 × 350
= 0.9951∠−5.7◦

Figure 6.15 depicts the appearance of a 30-Hz sinusoidal signal before and
after the addition of the capacitor to the circuit.
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Figure 6.15 Unfiltered and filtered bridge output

Focus on Computer-Aided Tools— An EWB simulation of this circuit may
be found in the accompanying CD-ROM.

Much more complex low-pass filters than the simple RC combinations
shown so far can be designed by using appropriate combinations of various circuit
elements. The synthesis of such advanced filter networks is beyond the scope of
this book; however, we shall discuss the practical implementation of some com-
monly used filters in Chapters 12 and 15, in connection with the discussion of the
operational amplifier. The next two sections extend the basic ideas introduced in
the preceding pages to high- and band-pass filters—that is, to filters that emphasize
the higher frequencies or a band of frequencies, respectively.

High-Pass Filters

Just as you can construct a simple filter that preserves low frequencies and atten-
uates higher frequencies, you can easily construct a high-pass filter that passes
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mainly those frequencies above a certain cutoff frequency. The analysis of a sim-
ple high-pass filter can be conducted by analogy with the preceding discussion
of the low-pass filter. Consider the circuit shown in Figure 6.16. The frequency
response for the high-pass filter,

H(jω) = Vo
Vi
(jω)

may be obtained by noting that

Vo(jω) = Vi (jω)
R

R + 1/jωC
= Vi (jω)

jωCR

1 + jωCR (6.24)

Thus, the frequency response of the filter is:

Vo
Vi
(jω) = jωCR

1 + jωCR (6.25)

which can be expressed in magnitude-and-phase form by

H(jω) = Vo
Vi
(jω) = jωCR

1 + jωCR = ωCRej90◦√
1 + (ωCR)2ej arctan(ωCR/1)

= ωCR√
1 + (ωCR)2

· ej (90◦−arctan(ωCR))

(6.26)

or

H(jω) = |H |ejφH

with

H(jω) = ωCR√
1 + (ωCR)2

φH (jω) = 90◦ − arctan(ωCR)

(6.27)

You can verify by inspection that the amplitude response of the high-pass filter
will be zero at ω = 0 and will asymptotically approach 1 as ω approaches infinity,
while the phase shift is 90◦ atω = 0 and tends to zero for increasingω. Amplitude-
and-phase response curves for the high-pass filter are shown in Figure 6.17. These
plots have been normalized to have the filter cutoff frequency ω0 = 1 rad/s. Note
that, once again, it is possible to define a cutoff frequency at ω0 = 1/RC in the
same way as was done for the low-pass filter.

_

+

_

+

Vi VoR

C

RC high-pass filter. The circuit 
preserves higher frequencies while 
attenuating the frequencies below 
the cutoff frequency, v0 = 1/RC.

Figure 6.16 High-pass filter
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Figure 6.17 Frequency response of a high-pass filter
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EXAMPLE 6.5 Frequency Response of RC High-Pass Filter

Problem

Compute the response of the RC filter in the circuit of Figure 6.16. Evaluate the response
of the filter at ω = 2π × 100 and 2π × 10,000 rad/s.

Solution

Known Quantities: R = 200 �; C = 0.199 µF.

Find: The frequency response, HV (jω).

Assumptions: None.

Analysis: We first recognize that the cutoff frequency of the high-pass filter is
ω0 = 1/RC = 2π × 4,000 rad/s. Next, we write the frequency response as in equation
6.25:

HV (jω) = Vo
Vi
(jω) = jωCR

1 + jωCR =
ω

ω0√
1 +

(
ω

ω0

)2
∠

[
π

2
− arctan

(
ω

ω0

)]

We can now evaluate the response at the two frequencies:

HV (ω = 2π × 100) =
100

4000√
1 +

(
100

4000

)2
∠

[
π

2
− arctan

(
100

4000

)]
= 0.025∠1.546

HV (ω = 2π × 10,000) =
10,000

4000√
1 +

(
10,000

4000

)2
∠

[
π

2
− arctan

(
10,000

4000

)]

= 0.929∠0.38

The frequency response plots are shown in Figure 6.18.
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Figure 6.18 Response of high-pass filter of Example 6.5
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Comments: The effect of this high-pass filter is to preserve the amplitude of the input
signal at frequencies substantially greater than ω0, while signals at frequencies below ω0

would be strongly attenuated. With ω0 = 2π × 4,000 (i.e., 4,000 Hz), this filter would
pass only the treble range of the audio frequency spectrum.
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+

Vi VoR

C L

RLC band-pass filter. The circuit 
preserves frequencies within a 
band.

Figure 6.19 RLC band-pass
filter

Band-Pass Filters

Building on the principles developed in the preceding sections, we can also con-
struct a circuit that acts as a band-pass filter, passing mainly those frequencies
within a certain frequency range. The analysis of a simple second-order band-pass
filter (i.e., a filter with two energy-storage elements) can be conducted by analogy
with the preceding discussions of the low-pass and high-pass filters. Consider the
circuit shown in Figure 6.19, and the related frequency response function for the
filter

H(jω) = Vo
Vi
(jω)

Noting that

Vo(jω) = Vi (jω) · R

R + 1/jωC + jωL

= Vi (jω)
jωCR

1 + jωCR + (jω)2LC
(6.28)

we may write the frequency response of the filter as

Vo
Vi
(jω) = jωCR

1 + jωCR + (jω)2LC (6.29)

Equation 6.29 can often be factored into the following form:

Vo
Vi
(jω) = jAω

(jω/ω1 + 1)(jω/ω2 + 1)
(6.30)

where ω1 and ω2 are the two frequencies that determine the pass-band (or band-
width) of the filter—that is, the frequency range over which the filter “passes” the
input signal—and A is a constant that results from the factoring. An immediate
observation we can make is that if the signal frequency, ω, is zero, the response of
the filter is equal to zero, since at ω = 0 the impedance of the capacitor, 1/jωC,
becomes infinite. Thus, the capacitor acts as an open circuit, and the output voltage
equals zero. Further, we note that the filter output in response to an input signal at
sinusoidal frequency approaching infinity is again equal to zero. This result can be
verified by considering that as ω approaches infinity, the impedance of the induc-
tor becomes infinite, that is, an open circuit. Thus, the filter cannot pass signals
at very high frequencies. In an intermediate band of frequencies, the band-pass
filter circuit will provide a variable attenuation of the input signal, dependent on
the frequency of the excitation. This may be verified by taking a closer look at



Part I Circuits 249

equation 6.30:

H(jω) = Vo
Vi
(jω) = jAω

(jω/ω1 + 1)(jω/ω2 + 1)

= Aωej90◦√
1 +

(
ω

ω1

)2
√

1 +
(
ω

ω2

)2

ej arctan(ω/ω1)ej arctan(ω/ω2)

= Aω√√√√[
1 +

(
ω

ω1

)2
] [

1 +
(
ω

ω2

)2
] · ej [90◦−arctan(ω/ω1)−arctan(ω/ω2)]

(6.31)

Equation 6.31 is of the form H(jω) = |H |ejφH , with

|H(jω)| = Aω√√√√[
1 +

(
ω

ω1

)2
] [

1 +
(
ω

ω2

)2
] (6.32)

and

φH (jω) = 90◦ − arctan

(
ω

ω1

)
− arctan

(
ω

ω2

)

The magnitude and phase plots for the frequency response of the band-pass filter
of Figure 6.19 are shown in Figure 6.20. These plots have been normalized to
have the filter pass-band centered at the frequency ω = 1 rad/s.

The frequency response plots of Figure 6.20 suggest that, in some sense,
the band-pass filter acts as a combination of a high-pass and a low-pass filter. As
illustrated in the previous cases, it should be evident that one can adjust the filter
response as desired simply by selecting appropriate values for L, C, and R.

The expression for the frequency response of a second-order band-pass filter
(equation 6.29) can also be rearranged to illustrate two important features of this
circuit: the quality factor,Q, and the resonant frequency, ω0. Let

ω0 = 1√
LC

and Q = ω0CR = R

ω0L
(6.33)

Then we can write

ωCR = ω0CR
ω

ω0
= Q ω

ω0

and rearrange equation 6.29 as follows:

Vo
Vi
(jω) =

jQ
ω

ω0(
jω

ω0

)2

+ jQ ω
ω0

+ 1

(6.34)

In equation 6.34, the resonant frequency, ω0, corresponds to the center frequency
of the filter, while Q, the quality factor, indicates the sharpness of the resonance,
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Figure 6.20 Frequency response of RLC band-pass filter

that is, how narrow or wide the shape of the pass-band of the filter is. The width
of the pass-band is also referred to as the bandwidth, and it can easily be shown
that the bandwidth of the filter is given by the expression

B = ω0

Q
(6.35)

Thus, a high-Q filter has a narrow bandwidth, while a low-Q filter has a large
bandwidth and is therefore less selective. The quality factor of a filter provides an
immediate indication of the nature of the filter. The following examples illustrate
the significance of these parameters in the response of various RLC filters.

EXAMPLE 6.6 Frequency Response of Band-Pass Filter

Problem

Compute the frequency response of the band-pass filter of Figure 6.19 for two sets of
component values.

Solution

Known Quantities:

(a) R = 1 k�; C = 10 µF; L = 5 mH.

(b) R = 10 �; C = 10 µF; L = 5 mH.

Find: The frequency response, HV (jω).
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Assumptions: None.

Analysis: We write the frequency response of the band-pass filter as in equation 6.29:

HV (jω) = Vo
Vi
(jω) = jωCR

1 + jωCR + (jω)2LC

= ωCR√(
1 − ω2LC

)2 + (ωCR)2
∠

[
π

2
− arctan

(
ωCR

1 − ω2LC

)]

We can now evaluate the response for two different values of the series resistance. The
frequency response plots for case a (large series resistance) are shown in Figure 6.21.
Those for case b (small series resistance) are shown in Figure 6.22. Let us calculate some
quantities for each case. Since L and C are the same in both cases, the resonant frequency
of the two circuits will be the same:

ω0 = 1√
LC

= 4.47 × 103 rad/s

On the other hand, the quality factor,Q, will be substantially different:

Qa = ω0CR ≈ 0.45 case a

Qb = ω0CR ≈ 45 case b

From these values ofQ we can calculate the approximate bandwidth of the two filters:

Ba = ω0

Qa
≈ 10,000 rad/s case a

Bb = ω0

Qb
≈ 100 rad/s case b

The frequency response plots in Figures 6.21 and 6.22 confirm these observations.
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Figure 6.21 Frequency response of broad-band band-pass filter of
Example 6.6
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Figure 6.22 Frequency response of narrow-band band-pass filter of
Example 6.6

Comments: It should be apparent that, while at the higher and lower frequencies most of
the amplitude of the input signal is filtered from the output, at the mid-band frequency
(4,500 rad/s) most of the input signal amplitude passes through the filter. The first
band-pass filter analyzed in this example would “pass” the mid-band range of the audio
spectrum, while the second would pass only a very narrow band of frequencies around the
center frequency of 4,500 rad/s. Such narrow-band filters find application in tuning
circuits, such as those employed in conventional AM radios (although at frequencies
much higher than that of the present example). In a tuning circuit, a narrow-band filter is
used to tune in a frequency associated with the carrier of a radio station (for example, for
a station found at a setting of “AM 820,” the carrier wave transmitted by the radio station
is at a frequency of 820 kHz). By using a variable capacitor, it is possible to tune in a
range of carrier frequencies and therefore select the preferred station. Other circuits are
then used to decode the actual speech or music signal modulated on the carrier wave;
some of these will be discussed in Chapter 8.

FOCUS ON
MEASUREMENTS

AC Line Interference Filter
Problem:
One application of narrow-band filters is in rejecting interference
due to AC line power. Any undesired 60-Hz signal originating in the AC line
power can cause serious interference in sensitive instruments. In medical
instruments such as the electrocardiograph, 60-Hz notch filters are often

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw06.htm
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provided to reduce the effect of this interference2 on cardiac measurements.
Figure 6.23 depicts a circuit in which the effect of 60-Hz noise is represented
by way of a 60-Hz sinusoidal generator connected in series with a signal
source (VS), representing the desired signal. In this example we design a
60-Hz narrow-band (or notch) filter to remove the unwanted 60-Hz noise.

L

C+
_

+
_

60 Hz notch filter

RS

VLRL
VS

V60 Hz

_

+∼

∼

Figure 6.23 60-Hz notch
filter

Solution:
Known Quantities— RS = 50 �.
Find— Appropriate values of L and C for the notch filter.
Assumptions— None.
Analysis— To determine the appropriate capacitor and inductor values, we
write the expression for the notch filter impedance:

Z‖ = ZL‖ZC =
jωL

jωC

jωL+ 1

jωC

= jωL

1 − ω2LC
.

Note that when ω2LC = 1, the impedance of the circuit is infinite! The
frequency

ω0 = 1√
LC

is the resonant frequency of the LC circuit. If this resonant frequency were
selected to be equal to 60 Hz, then the series circuit would show an infinite
impedance to 60-Hz currents, and would therefore block the interference
signal, while passing most of the other frequency components. We thus
select values of L and C that result in ω0 = 2π × 60. Let L = 100 mH. Then

C = 1

ω2
0L

= 70.36 µF

The frequency response of the complete circuit is given below:

HV (jω) = Vo(jω)
Vi (jω)

= RL

RS + RL + Z‖
= RL

RS + RL + jωL

1 − ω2LC

and is plotted in Figure 6.24.

2See Example 13.3 and Section 15.2 for further information on electrocardiograms and line
noise, respectively.
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Figure 6.24 Frequency response of 60-Hz notch filter

Comments— It would be instructive for you to calculate the response of the
notch filter at frequencies in the immediate neighborhood of 60 Hz, to verify
the attenuation effect of the notch filter.

FOCUS ON
MEASUREMENTS

Seismic Transducer
This example illustrates the application of the frequency response
idea to a practical displacement transducer. The frequency re-
sponse of a seismic displacement transducer is analyzed, and it
is shown that there is an analogy between the equations describing the
mechanical transducer and those that describe a second-order electrical
circuit.

The configuration of the transducer is shown in Figure 6.25. The
transducer is housed in a case rigidly affixed to the surface of a body whose
motion is to be measured. Thus, the case will experience the same
displacement as the body, xi . Inside the case, a small mass,M , rests on a
spring characterized by stiffness K , placed in parallel with a damper, B. The
wiper arm of a potentiometer is connected to the floating mass,M; the
potentiometer is attached to the transducer case, so that the voltage Vo is
proportional to the relative displacement of the mass with respect to the
case, xo.

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw06.htm
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Figure 6.25 Seismic displacement transducer

The equation of motion for the mass-spring-damper system may be
obtained by summing all the forces acting on the mass M :

Kxo + B dxo
dt

= Md
2xM

dt2
= M

(
d2xi

dt2
− d

2xo

dt2

)
where we have noted that the motion of the mass is equal to the difference
between the motion of the case and the motion of the mass relative to the
case itself; that is,

xM = xi − xo
If we assume that the motion of the mass is sinusoidal, we may use phasor
analysis to obtain the frequency response of the transducer by defining the
phasor quantities

Xi (jω) = |Xi |ejφi and Xo(jω) = |Xo|ejφo
The assumption of a sinusoidal motion may be justified in light of the

discussion of Fourier analysis in Section 6.1. If we then recall (from Chapter
4) that taking the derivative of a phasor corresponds to multiplying the phasor
by jω, we can rewrite the second-order differential equation as follows:

M(jω)2Xo + B(jω)Xo +KXo = M(jω)2Xi

(−ω2M + jωB +K)Xo = −ω2MXi

and we can write an expression for the frequency response:

Xo(jω)
Xi (jω)

= H(jω) = −ω2M

−ω2M + jωB +K
The frequency response of the transducer is plotted in Figure 6.26 for the
component valuesM = 0.005 kg and K = 1,000 N/m and for three values
of B:

B = 10 N·s/m (dotted line)

B = 2 N·s/m (dashed line)

and

B = 1 N·s/m (solid line)

The transducer clearly displays a high-pass response, indicating that for a
sufficiently high input signal frequency, the measured displacement
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Figure 6.26 Frequency response of seismic transducer

(proportional to the voltage Vo) is equal to the input displacement, xi , which
is the desired quantity. Note how sensitive the frequency response of the
transducer is to changes in damping: as B changes from 2 to 1, a sharp
resonant peak appears around the frequency ω = 316 rad/s (approximately
50 Hz). As B increases to a value of 10, the amplitude response curve shifts
to the right. Thus, this transducer, with the preferred damping given by
B = 2, would be capable of correctly measuring displacements at
frequencies above a minimum value, about 1,000 rad/s (or 159 Hz). The
choice of B = 2 as the preferred design may be explained by observing that,
ideally, we would like to obtain a constant amplitude response at all
frequencies. The magnitude response that most closely approximates the
ideal case in Figure 6.26 corresponds to B = 2. This concept is commonly
applied to a variety of vibration measurements.

We now illustrate how a second-order electrical circuit
will exhibit the same type of response as the seismic transducer.
Consider the circuit shown in Figure 6.27. The frequency response for the
circuit may be obtained by using the principles developed in the preceding
sections:

Vo
Vi
(jω) = jωL

R + 1/jωC + jωL = (jωL)(jωC)

jωCR + 1 + (jωL)(jωC)

= −ω2L

−ω2L+ jωR + 1/C

Comparing this expression with the frequency response of the seismic

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw06.htm


Part I Circuits 257

+
_~

R C

L vo(t)

+

_

vi(t)

Figure 6.27 Electrical
circuit analog of the seismic
transducer

transducer,

Xo(jω)
Xi (jω)

= H(jω) = −ω2M

−ω2M + jωB +K
we find that there is a definite resemblance between the two. In fact, it is
possible to draw an analogy between input and output motions and input and
output voltages. Note also that the mass,M , plays a role analogous to that of
the inductance, L. The damper, B, acts in analogy with the resistor, R; and
the spring, K , is analogous to the inverse of the capacitance, C. This
analogy between the mechanical system and the electrical circuit derives
simply from the fact that the equations describing the two systems have the
same form. Engineers often use such analogies to construct electrical
models, or analogs, of physical systems. For example, to study the behavior
of a large mechanical system, it might be easier and less costly to start by
modeling the mechanical system with an inexpensive electrical circuit and
testing the model, rather than the full-scale mechanical system.

Decibel (dB) or Bode Plots

Frequency response plots are often displayed in the form of logarithmic plots,
where the horizontal axis represents frequency on a logarithmic scale (to base 10)
and the vertical axis represents the amplitude of the frequency response, in units of
decibels (dB). In a dB plot, the ratio |Vout/Vin| is given in units of decibels (dB),
where∣∣∣∣Vout

Vin

∣∣∣∣
dB

= 20 log10

∣∣∣∣Vout

Vin

∣∣∣∣ (6.36)

and this is plotted as a function of frequency on a log10 scale. Note that the use of
decibels implies that one is measuring a ratio. Decibel plots are usually displayed
on semilogarithmic paper, with decibels on the linear axis and frequency on the
logarithmic axis.

Bode plots are named after Hendrik W. Bode, a research mathematician
who is among the pioneers in modern electrical network analysis and feedback
amplifier design.

Let us examine the appearance of dB plots for typical low-pass and high-pass
filter circuits. From Figure 6.28, we can see that both plots have a very simple
appearance: either the low-frequency part of the plot (for a low-pass filter) or the
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Figure 6.28 dB magnitude plots of low- and
high-pass filters

high-frequency part (for the high-pass filter) is well approximated by a flat line,
indicating that for some range of frequencies, the filter has a constant amplitude
response, equal to 1. Further, the filter cutoff frequency, ω0, appears quite clearly
as the approximate frequency where the filter response starts to fall. The response
of the circuit decreases (or increases) with a constant slope with respect to ω (on
a logarithmic scale). For the high-pass and low-pass filters described earlier, this
slope is equal to ±20 dB/decade (− for the low-pass filter, + for the high-pass),
where a decade is a range of frequencies f1 to f2 such that

f2

f1
= 10 (6.37)

What kind of decrease in gain is −20 dB/decade? The expression

|H(jω)|dB = −20 dB (6.38)

means that

−20 = 20 log10 |H(jω)|
or (6.39)

|H(jω)| = 0.1

That is, the gain decreases by a factor of 10 for every increase in frequency by
a factor of 10. You see how natural these units are. Further, if ω0 is known,
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a plot of |H(jω)|dB versus ω (on a logarithmic scale) may be readily sketched
using the asymptotic approximations of two straight lines, one of slope zero and
the other with slope equal to −20 dB/decade, and with intersection at ω0. The
homework problems and exercises provide a good number of practical examples
of this technique.

Check Your Understanding
6.1 Derive an expression for HI (jω) = IL

IS
(jω) for the circuit of Figure 6.1.

6.2 Use the method of node voltages to derive HY (jω) for the circuit of Figure 6.1.

6.3 Use the method of mesh currents to derive HV (jω) for the circuit of Figure 6.1.

6.4 Connect the filter of Example 6.3 to a 1-V sinusoidal source with internal resistance
of 50 � to form a circuit similar to that of Figure 6.12. Determine the circuit cutoff
frequency, ω0.

6.5 Determine the cutoff frequency for each of the four “prototype” filters shown in
Figure 6.29. Which are high-pass and which are low-pass?

R

C

(a)

R

L

(b)

R

C

(c)

R

L

(d)

Figure 6.29

6.6 Show that it is possible to obtain a high-pass filter response simply by substituting
an inductor for the capacitor in the circuit of Figure 6.9. Derive the frequency response for
the circuit.

6.7 Determine the cutoff frequency for the high-pass RC filter shown in Figure 6.30.
[Hint: First find the frequency response in the form jωa/(1 + jωb), where a and b are
constants related to R1, R2, and C1, and then solve numerically.] Sketch the amplitude and
frequency responses.

R1 C
+

_

Vi R2

+

_

Vo

R1 = 100 Ω
C = 47 µF
R2 = 500 Ω

Figure 6.30

6.8 A simple RC low-pass filter is constructed using a 10-µF capacitor and a 2.2-k�
resistor. Over what range of frequencies will the output of the filter be within 1 percent of
the input signal amplitude (i.e., when will VL ≥ 0.99VS)?

6.9 Compute the frequency at which the phase shift introduced by the circuit of Example
6.3 is equal to −10◦.

6.10 Compute the frequency at which the output of the circuit of Example 6.3 is atten-
uated by 10 percent (i.e., VL = 0.9VS).

6.11 Compute the frequency at which the output of the circuit of Example 6.6 is atten-
uated by 10 percent (i.e., VL = 0.9VS).
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6.12 Compute the frequency at which the phase shift introduced by the circuit of Ex-
ample 6.6 is equal to 20◦.

6.13 Compute the frequencies ω1 and ω2 for the band-pass filter of Example 6.7 (with
R = 1 k�) for equating the magnitude of the band-pass filter frequency response to 1/

√
2

(this will result in a quadratic equation in ω, which can be solved for the two frequencies).

6.3 COMPLEX FREQUENCY
AND THE LAPLACE TRANSFORM

The transient analysis methods illustrated in the preceding chapter for first- and
second-order circuits can become rather cumbersome when applied to higher-order
circuits. Moreover, solving the differential equations directly does not reveal the
strong connection that exists between the transient response and the frequency
response of a circuit. The aim of this section is to introduce an alternate solution
method based on the notions of complex frequency and of the Laplace transform.
The concepts presented in this section will demonstrate that the frequency response
of linear circuits is but a special case of the general transient response of the circuit,
when analyzed by means of Laplace methods. In addition, the use of the Laplace
transform method allows the introduction of systems concepts, such as poles, zeros,
and transfer functions, that cannot be otherwise recognized.

Complex Frequency

In Chapter 4, we considered circuits with sinusoidal excitations such as

v(t) = A cos(ωt + φ) (6.40)

which we also wrote in the equivalent phasor form

V(jω) = Aejφ = A∠φ (6.41)

The two expressions just given are related by

v(t) = Re(Vejωt ) (6.42)

As was shown in Chapter 4, phasor notation is extremely useful in solving AC
steady-state circuits, in which the voltages and currents are steady-state sinusoids
of the form of equation 6.40. We now consider a different class of waveforms,
useful in the transient analysis of circuits, namely, damped sinusoids. The most
general form of a damped sinusoid is

v(t) = Aeσt cos(ωt + φ) (6.43)

As one can see, a damped sinusoid is a sinusoid multiplied by a real exponential,
eσ t . The constant σ is real and is usually zero or negative in most practical circuits.
Figures 6.31(a) and (b) depict the case of a damped sinusoid with negative σ and
with positive σ , respectively. Note that the case σ = 0 corresponds exactly to
a sinusoidal waveform. The definition of phasor voltages and currents given in
Chapter 4 can easily be extended to account for the case of damped sinusoidal
waveforms by defining a new variable, s, called the complex frequency:

s = σ + jω (6.44)
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Figure 6.31(a) Damped sinusoid: negative σ
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Figure 6.31(b) Damped sinusoid: positive σ

You may wish to compare this expression with the term α ± jβ in equation 5.65.
Note that the special case σ = 0 corresponds to s = jω, that is, the familiar steady-
state sinusoidal (phasor) case. We shall now refer to the complex variable V(s)
as the complex frequency domain representation of v(t). It should be observed
that from the viewpoint of circuit analysis, the use of the Laplace transform is
analogous to phasor analysis; that is, substituting the variable s wherever jω was
used is the only step required to describe a circuit using the new notation.

Check Your Understanding
6.14 Find the complex frequencies that are associated with

a. 5e−4t

b. cos 2ωt

c. sin(ωt + 2θ)

d. 4e−2t sin(3t − 50◦)
e. e−3t (2 + cos 4t)

6.15 Find s and V(s) if v(t) is given by

a. 5e−2t

b. 5e−2t cos(4t + 10◦)
c. 4 cos(2t − 20◦)

6.16 Find v(t) if

a. s = −2, V = 2∠0◦

b. s = j2, V = 12∠ − 30◦

c. s = −4 + j3, V = 6∠10◦

All the concepts and rules used in AC network analysis (see Chapter 4), such
as impedance, admittance, KVL, KCL, and Thévenin’s and Norton’s theorems,
carry over to the damped sinusoid case exactly. In the complex frequency domain,
the current I(s) and voltage V(s) are related by the expression

V(s) = Z(s)I(s) (6.45)
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where Z(s) is the familiar impedance, with s replacing jω. We may obtain Z(s)
from Z(jω) by simply replacing jω by s. For a resistance, R, the impedance is

ZR(s) = R (6.46)

For an inductance, L, the impedance is

ZL(s) = sL (6.47)

For a capacitance, C, it is

ZC(s) = 1

sC
(6.48)

Impedances in series or parallel are combined in exactly the same way as in the
AC steady-state case, since we only replace jω by s.

EXAMPLE 6.7 Complex Frequency Notation

Problem

Use complex impedance ideas to determine the response of a series RL circuit to a damped
exponential voltage.

Solution

Known Quantities: Source voltage, resistor, inductor values.

Find: The time-domain expression for the series current, iL(t).

Schematics, Diagrams, Circuits, and Given Data: vs(t) = 10e−2t cos(5t) V; R = 4 �;
L = 2 H.

Assumptions: None.

Analysis: The input voltage phasor can be represented by the expression

V(s) = 10∠0 V

The impedance seen by the voltage source is

Z(s) = R + sL = 4 + 2s

Thus, the series current is:

I(s) = V(s)
Z(s)

= 10

4 + 2s
= 10

4 + 2(−2 + j5)
= 10

j10
= j1 = 1∠

(
−π

2

)
Finally, the time-domain expression for the current is:

iL(t) = e−2t cos(5t − π/2) A

Comments: The phasor analysis method illustrated here is completely analogous to the
method introduced in Chapter 4, with the complex frequency jω (steady-state sinusoidal
frequency) related by s (damped sinusoidal frequency).
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Just as frequency response functions H(jω) were defined in this chapter, it
is possible to define a transfer function, H(s). This can be a ratio of a voltage
to a current, a ratio of a voltage to a voltage, a ratio of a current to a current, or a
ratio of a current to a voltage. The transfer functionH(s) is a function of network
elements and their interconnections. Using the transfer function and knowing the
input (voltage or current) to a circuit, we can find an expression for the output
either in the complex frequency domain or in the time domain. As an example,
suppose Vi (s) and Vo(s) are the input and output voltages to a circuit, respectively,
in complex frequency notation. Then

H(s) = Vo(s)
Vi (s)

(6.49)

from which we can obtain the output in the complex frequency domain by com-
puting

Vo(s) = H(s)Vi (s) (6.50)

If Vi (s) is a known damped sinusoid, we can then proceed to determine vo(t) by
means of the method illustrated earlier in this section.

Check Your Understanding
6.17 Given the transfer functionH(s) = 3(s+ 2)/(s2 + 2s+ 3) and the input Vi (s) =
4∠0◦, find the forced response vo(t) if

a. s = −1

b. s = −1 + j1

c. s = −2 + j1

6.18 Given the transfer functionH(s) = 2(s+ 4)/(s2 + 4s+ 5) and the input Vi (s) =
6∠30◦, find the forced response vo(t) if

a. s = −4 + j1

b. s = −2 + j2

The Laplace Transform

The Laplace transform, named after the French mathematician and astronomer
Pierre Simon de Laplace, is defined by

L[f (t)] = F(s) =
∫ ∞

0
f (t)e−st dt (6.51)

The functionF(s) is the Laplace transform of f (t) and is a function of the complex
frequency, s = σ + jω, considered earlier in this section. Note that the function
f (t) is defined only for t ≥ 0. This definition of the Laplace transform applies to
what is known as the one-sided or unilateral Laplace transform, since f (t) is
evaluated only for positive t . In order to conveniently express arbitrary functions
only for positive time, we introduce a special function called the unit step function,
u(t), defined by the expression

u(t) =
{

0 t < 0

1 t > 0
(6.52)
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EXAMPLE 6.8 Computing a Laplace Transform

Problem

Find the Laplace transform of f (t) = e−atu(t).

Solution

Known Quantities: Function to be Laplace-transformed.

Find: F(s) = L{f (t)}.
Schematics, Diagrams, Circuits, and Given Data: f (t) = e−atu(t).
Assumptions: None.

Analysis: From equation 6.51:

F(s) =
∫ ∞

0
e−at e−st dt =

∫ ∞

0
e−(s+a)t dt = 1

s + a e
−(s+a)t

∣∣∣∣
∞

0

= 1

s + a
Comments: Table 6.1 contains a list of common Laplace transform pairs.

EXAMPLE 6.9 Computing a Laplace Transform

Problem

Find the Laplace transform of f (t) = cos(ωt)u(t).

Solution

Known Quantities: Function to be Laplace-transformed.

Find: F(s) = L{f (t)}.
Schematics, Diagrams, Circuits, and Given Data: f (t) = cos(ωt)u(t).

Assumptions: None.

Analysis: Using equation 6.51 and applying Euler’s identity to cos(ωt) gives:

F(s) =
∫ ∞

0

1

2

(
ejωt + e−jωt) e−st dt = 1

2

∫ ∞

0

(
e(−s+jω)t + e(−s−jω)t) dt

= 1

−s + jω e
−(s+jω)t

∣∣∣∣∣
∞

0

+ 1

−s − jω e
−(s−jω)t

∣∣∣∣∣
∞

0

= 1

−s + jω + 1

−s − jω = s

s2 + ω2

Comments: Table 6.1 contains a list of common Laplace transform pairs.
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Check Your Understanding
6.19 Find the Laplace transform of the following functions:

a. u(t)

b. sin(ωt)u(t)

c. tu(t)

6.20 Find the Laplace transform of the following functions:

a. e−at sinωt u(t)

b. e−at cosωt u(t)

From what has been said so far about the Laplace transform, it is obvious
that we may compile a lengthy table of functions and their Laplace transforms by
repeated application of equation 6.51 for various functions of time, f (t). Then,
we could obtain a wide variety of inverse transforms by matching entries in the
table. Table 6.1 lists some of the more common Laplace transform pairs. The
computation of the inverse Laplace transform is in general rather complex if one
wishes to consider arbitrary functions of s. In many practical cases, however, it is
possible to use combinations of known transform pairs to obtain the desired result.

Table 6.1 Laplace transform
pairs

f(t) F(s)

δ(t) (unit impulse) 1

u(t) (unit step)
1

s

e−at u(t)
1

s + a
sinωt u(t)

ω

s2 + ω2

cosωt u(t)
s

s2 + ω2

e−at sinωt u(t)
ω

(s + a)2 + ω2

e−at cosωt u(t)
s + a

(s + a)2 + ω2

tu(t)
1

s2

EXAMPLE 6.10 Computing an Inverse Laplace Transform

Problem

Find the inverse Laplace transform of

F(s) = 2

s + 3
+ 4

s2 + 4
+ 4

s

Solution

Known Quantities: Function to be inverse Laplace–transformed.

Find: f (t) = L−1{F(s)}.
Schematics, Diagrams, Circuits, and Given Data:

F(s) = 2

s + 3
+ 4

s2 + 4
+ 4

s
= F1(s)+ F2(s)+ F3(s)

Assumptions: None.

Analysis: Using Table 6.1, we can individually inverse-transform each of the elements of
F(s):

f1(t) = 2L−1

(
1

s + 3

)
= 2e−3t u(t)

f2(t) = 2L−1

(
2

s2 + 22

)
= 2 sin(2t)u(t)

f3(t) = 4L−1

(
1

s

)
= 4u(t)
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Thus

f (t) = f1(t)+ f2(t)+ f3(t) = (
2e−3t + 2 sin(2t)+ 4

)
u(t).

EXAMPLE 6.11 Computing an Inverse Laplace Transform

Problem

Find the inverse Laplace transform of

F(s) = 2s + 5

s2 + 5s + 6

Solution

Known Quantities: Function to be inverse Laplace–transformed.

Find: f (t) = L−1{F(s)}.
Assumptions: None.

Analysis: A direct entry for the function cannot be found in Table 6.1. In such cases, one
must compute a partial fraction expansion of the function F(s), and then individually
transform each term in the expansion. A partial fraction expansion is the inverse operation
of obtaining a common denominator, and is illustrated below.

F(s) = 2s + 5

s2 + 5s + 6
= A

s + 2
+ B

s + 3

To obtain the constants A and B, we multiply the above expression by each of the
denominator terms:

(s + 2)F (s) = A+ (s + 2)B

s + 3

(s + 3)F (s) = (s + 3)A

s + 2
+ B

From the above two expressions, we can compute A and B as follows:

A = (s + 2)F (s)|s=−2 = 2s + 5

s + 3

∣∣∣∣∣∣
s=−2

= 1

B = (s + 3)F (s)|s=−3 = 2s + 5

s + 2

∣∣∣∣∣∣
s=−3

= 1

Finally,

F(s) = 2s + 5

s2 + 5s + 6
= 1

s + 2
+ 1

s + 3

and using Table 6.1, we compute

f (t) = (
e−2t + e−3t

)
u(t)
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Check Your Understanding
6.21 Find the inverse Laplace transform of each of the following functions:

a. F(s) = 1

s2 + 5s + 6

b. F(s) = s − 1

s(s + 2)

c. F(s) = 3s

(s2 + 1)(s2 + 4)

d. F(s) = 1

(s + 2)(s + 1)2

+
_

LR1

iO(t)

vi( t ) vC(t) C R2

+

–

+
_ IO(s)Vi (s) VC (s)

+

–
Z2ZC

ZLZ1

Figure 6.32 A circuit and
its Laplace transform domain
equivalent

Transfer Functions, Poles, and Zeros

It should be clear that the Laplace transform can be quite a convenient tool for
analyzing the transient response of a circuit. The Laplace variable, s, is an exten-
sion of the steady-state frequency response variable jω already encountered in this
chapter. Thus, it is possible to describe the input-output behavior of a circuit using
Laplace transform ideas in the same way in which we used frequency response
ideas earlier. Now, we can define voltages and currents in the complex frequency
domain as V(s) and I(s), and denote impedances by the notation Z(s), where s
replaces the familiar jω. We define an extension of the frequency response of a
circuit, called the transfer function, as the ratio of any input variable to any output
variable, i.e.:

H1(s) = Vo(s)
Vi (s)

or H2(s) = Io(s)
Vi (s)

etc. (6.53)

As an example, consider the circuit of Figure 6.32. We can analyze it using a
method analogous to phasor analysis by defining impedances

Z1 = R1 ZC = 1

sC
ZL = sL Z2 = R2 (6.54)

Then, we can use mesh analysis methods to determine that

Io(s) = Vi (s)
ZC

(ZL + Z2)ZC + (ZL + Z2)Z1 + Z1ZC
(6.55)

or, upon simplifying and substituting the relationships of equation 6.54,

H2(s) = Io(s)
Vi (s)

= 1

R1LCs2 + (R1R2C + L)s + R1 + R2
(6.56)

If we were interested in the relationship between the input voltages and, say, the
capacitor voltage, we could similarly calculate

H1(s) = VC(s)
Vi (s)

= sL+ R2

R1LCs2 + (R1R2C + L)s + R1 + R2
(6.57)
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Note that a transfer function consists of a ratio of polynomials; this ratio can also
be expressed in factored form, leading to the discovery of additional important
properties of the circuit. Let us, for the sake of simplicity, choose numerical values
for the components of the circuit of Figure 6.32. For example, let R1 = 0.5 �,
C = 1

4 F, L = 0.5 H, and R2 = 2 �. Then we can substitute these values into
equation 6.57 to obtain

H1(s) = 0.5s + 2

0.0625s2 + 0.375s + 2.5
= 8

(
s + 4

s2 + 6s + 40

)
(6.58)

Equation 6.58 can be factored into products of first-order terms as follows:

H1(s) = 8

[
s + 4

s − 3.0000 + j5.5678)(s − 3.0000 − j5.5678)

]
(6.59)

where it is apparent that the response of the circuit has very special characteristics
for three values of s: s = −4; s = +3.0000 + j5.5678; and s = +3.0000 −
j5.5678. In the first case, at the complex frequency s = −4, the numerator of the
transfer function becomes zero, and the response of the circuit is zero, regardless
of how large the input voltage is. We call this particular value of s a zero of the
transfer function. In the latter two cases, for s = +3.0000±j5.5678, the response
of the circuit becomes infinite, and we refer to these values of s as poles of the
transfer function.

It is customary to represent the response of electric circuits in terms of poles
and zeros, since knowledge of the location of these poles and zeros is equivalent
to knowing the transfer function and provides complete information regarding the
response of the circuit. Further, if the poles and zeros of the transfer function of a
circuit are plotted in the complex plane, it is possible to visualize the response of
the circuit very effectively. Figure 6.33 depicts the pole–zero plot of the circuit of
Figure 6.32; in plots of this type it is customary to denote zeros by a small circle,
and poles by an “×.”
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Figure 6.33 Zero–pole plot for the circuit of Fig-
ure 6.32

The poles of a transfer function have a special significance, in that they are
equal to the roots of the natural response of the system. They are also called the
natural frequencies of the circuit. Example 6.13 illustrates this point.
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EXAMPLE 6.12 Poles of a Second-Order Circuit

Problem

Determine the poles of the circuit of Example 5.11.

Solution

Known Quantities: Values of resistor, inductor, and capacitor.

Find: Poles of the circuit.

Assumptions: None.

Analysis: The differential equation describing the circuit of Example 5.11 was found to
be

d2i

dt2
+ R
L

di

dt
+ 1

LC
i = 0

with characteristic equation given by

s2 + R
L
s + 1

LC
= 0

Now, let us determine the transfer function of the circuit, say VL(s)/VS(s). Applying the
voltage divider rule, we can write

VL(s)
VS(s)

= sL

1

sC
+ R + sL

= s2

s2 + R
L
s + 1

LC

The denominator of this function, which determines the poles of the circuit, is identical to
the characteristic equation of the circuit: The poles of the transfer function are identical to
the roots of the characteristic equation!

s1,2 = − L

2R
± 1

2

√(
R

L

)2

− 4

LC

Comments: Describing a circuit by means of its transfer function is completely
equivalent to representing it by means of its differential equation. However, it is often
much easier to derive a transfer function by basic circuit analysis than it is to obtain the
differential equation of a circuit.

CONCLUSION

• In many practical applications it is important to analyze the frequency response of
a circuit, that is, the response of the circuit to sinusoidal signals of different
frequencies. This can be accomplished quite effectively by means of the phasor
analysis methods developed in Chapter 4, where the radian frequency, ω, is now a
variable. The frequency response of a circuit is then defined as the ratio of an
output phasor quantity (voltage or current) to an input phasor quantity (voltage or
current), as a function of frequency.

• One of the primary applications of frequency analysis is in the study of electrical
filters, that is, circuits that can selectively attenuate signals in certain frequency
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regions. Filters can be designed, using standard resistors, inductors, and
capacitors, to have one of four types of characteristics: low-pass, high-pass,
band-pass, and band-reject. Such filters find widespread application in many
practical engineering applications that involve signal conditioning. Filters will be
studied in more depth in Chapters 12 and 15.

• Although the analysis of electrical circuits by means of phasors—that is,
steady-state sinusoidal voltages and currents—is quite useful in many
applications, there are situations where these methods are not appropriate. In
particular, when a circuit (or another system) is subjected to an abrupt change in
input voltage or current, different analysis methods must be employed to
determine the transient response of the circuit. In this chapter, we have studied
the analysis methods that are required to determine the transient response of first-
and second-order circuits (that is, circuits containing one or two energy-storage
elements, respectively). One method involves identifying the differential equation
that describes the circuit during the transient period and recognizing important
parameters, such as the time constant of a first-order circuit and the damping ratio
and natural frequency of a second-order circuit. A second method exploits the
idea of complex frequency and the Laplace transform.

CHECK YOUR UNDERSTANDING ANSWERS

CYU 6.1 HI (jω) = Z2

ZL + Z2

CYU 6.4 ω0 = 2,026.3 rad/s

CYU 6.5 (a) ω0 = 1

RC
(low); (b) ω0 = R

L
(high);

(c) ω0 = 1

RC
(high); (d) ω0 = R

L
(low)

CYU 6.6 H(jω) = ωL/R√
1 + (ωL/R)2

φ(jω) = 90◦ + arctan
−ωL
R

CYU 6.7 ω0 = 35.46 rad/s

CYU 6.8 0 ≤ ω ≤ 6.48 rad/s

CYU 6.9 ω = 375.17 rad/s

CYU 6.10 ω = 1,030.49 rad/s

CYU 6.11 ω = 51,878 rad/s

CYU 6.12 ω = 69,032 rad/s

CYU 6.13 ω1 = 99.95 rad/s; ω2 = 200.1 krad/s

CYU 6.14 a. −4; b. ±j2ω; c. ±jω; d. −2 ± j3; e. −3 and −3 ± j4

CYU 6.15 a. −2, 5∠0◦; b. −2 + j4, 5∠10◦; c. j2, 4∠−20◦

CYU 6.16 a. 2e−2t ; b. 12 cos(2t − 30◦); c. 6e−4t cos(3t + 10◦)

CYU 6.17 a. 6e−t ; b. 12
√

2e−t cos(t + 45◦); c. 6e−2t cos(t + 135◦)

CYU 6.18 a. 3e−4t cos(t + 165◦); b. 8
√

2e−2t cos(2t − 105◦)

CYU 6.19 a.
1

s
; b.

ω

s2 + ω2
; c.

1

s2

CYU 6.20 a.
ω

(s + a)2 + ω2
; b.

(s + a)
(s + a)2 + ω2
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CYU 6.21 a. f (t) = (e−2t − e−3t )u(t); b. f (t) = (
3
2 e

−2t − 1
2

)
u(t); c. f (t) = (cos t − cos 2t)u(t); d. f (t) =

(e−2t + te−t − e−t )u(t)

HOMEWORK PROBLEMS

Section 1: Frequency Response

6.1
a. Determine the frequency response

Vout(jω)/Vin(jω) for the circuit of Figure P6.1.

b. Plot the magnitude and phase of the circuit for
frequencies between 1 and 100 rad/s on graph
paper, with a linear scale for frequency.

c. Repeat part b, using semilog paper. (Place the
frequency on the logarithmic axis.)

d. Plot the magnitude response on semilog paper with
magnitude in dB.

vin(t)

+

–

vout(t)100 kΩ

0.1 H

+

–

Figure P6.1

6.2 Repeat Problem 6.1 for the circuit of Figure P6.2.

1,000 Ω

100 µFvin(t)

+

–

vout(t)

+

–

1,000 Ω

Figure P6.2

6.3 Repeat Problem 6.1 for the circuit of Figure P6.3.

1,000 Ω 500 Ω

100 µFvin(t)

+

–

vout(t)

+

–

1,000 Ω

Figure P6.3

6.4 Assume in a certain frequency range that the ratio of
output amplitude to input amplitude is proportional to
1/ω2. What is the slope of the Bode plot in this
frequency range, expressed in dB per decade?

6.5 Assume that the output amplitude of a circuit
depends on frequency according to:

V = Aω√
B + Cω2

Find:
a. The break frequency.
b. The slope of the Bode plot (in dB per decade)

above the break frequency.
c. The slope of the Bode plot below the break

frequency.
d. The high-frequency limit of V.

6.6 The function of a loudspeaker crossover network is
to channel frequencies higher than a given crossover
frequency, fc, into the high-frequency speaker
(tweeter) and frequencies below fc into the
low-frequency speaker (woofer). Figure P6.6 shows an
approximate equivalent circuit where the amplifier is
represented as a voltage source with zero internal
resistance and each speaker acts as an 8 � resistance.
If the crossover frequency is chosen to be 1200 Hz,
evaluate C and L. Hint: The break frequency would be
a reasonable value to set as the crossover frequency.

+
_10 Vrms

C

R1 = R2 = 8 Ω

R2

L

R1

Figure P6.6

6.7 Consider the circuit shown in Figure P6.7.
Determine the resonance frequency and the bandwidth
for the circuit.

+
_vS 1/8 F2 Ω

1/4 H

Figure P6.7
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6.8 Repeat Problem 6.7 for the circuit of Figure P6.8.

+
_vS 1/18 F

9 Ω 2 H 4 H

2 H

Figure P6.8
6.9

a. What is the equivalent impedance, Zab, of the filter
of Figure P6.9?

b. At what frequency does the magnitude of the
impedance go to infinity?

Zab L C

L = 10 µH C= 0.1 µF

a

b

Figure P6.9
6.10 In the circuit shown in Figure P6.10:

a. Determine how the driving point impedance

Z(jω) = Vi (jω)
Ii (jω)

behaves at extremely high or low frequencies.
b. Find an expression for the driving point impedance.
c. Show that this expression can be manipulated into

the form:

Z(jω) = Zo(1 ± jf (ω))
where

Zo = R f (ω) = 1

ωRC

C = 0.5 µF R = 2 k�

d. Determine the cutoff frequency ω = ωc at which
f (ωc) = 1.

e. Determine the magnitude and angle of Z(ω) at
ω = 100 rad/s, 1 krad/s, and 10 krad/s.

f. Predict (without computing it) the magnitude and
angle of Z(jω) at ω = 10 rad/s and 100 krad/s.
Construct the Bode plot for the magnitude of the
impedance [in dB!] as a function of the log of the
frequency.

I i ( jv)

R
C

Vi ( jv)

+

–

Figure P6.10

6.11 In the circuit shown in Figure P6.11:
a. Determine how the driving point impedance:

Z(jω) = Vi (jω)
Ii (jω)

behaves at extremely high or low frequencies.
b. Find an expression for the driving point impedance.
c. Show that this expression can be manipulated into

the form:

Z(jω) = Zo(1 + jf (ω))
where

Zo = R f (ω) = ωL

R

L = 2 mH R = 2 k�

d. Determine the frequency ω = ωc at which
f (ωc) = 1.

e. Determine the magnitude and angle of Z(ω) at
ω = 100 krad/s, 1 Mrad/s, and 10 Mrad/s.

f. Predict (without computing it) the magnitude and
angle of Z(jω) at ω = 10 k rad/s and 100 M rad/s.
Construct the Bode plot for the magnitude of the
impedance [in dB] as a function of the log of the
frequency.

Ii( jv)

L
R

Vi( jv)

+

–

Figure P6.11

6.12 In the circuit shown in Figure P6.12, if:

L = 190 mH R1 = 2.3 k�

C = 55 nF R2 = 1.1 k�
a. Determine how the driving point or input

impedance behaves at extremely high or low
frequencies.

b. Find an expression for the driving point impedance
in the form:

Z(jω) = Zo
[

1 + jf1[ω]

1 + jf2[ω]

]

Zo = R1 + L

R2C

f1(ω) = ω2R1LC − R1 − R2

ω[R1R2C + L]

f2(ω) = ω2LC − 1

ωCR2

c. Determine the four cutoff frequencies at which
f1(ω) = +1 or −1 and f2(ω) = +1 or −1.

d. Determine the resonant frequency of the circuit.
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e. Plot the magnitude of the impedance (in dB) as a
function of the log of the frequency, i.e., a Bode
plot.

I i ( jv)

Vi ( jv)
L

R2
R+

–

C

Figure P6.12

6.13 Determine an expression for the circuit of Figure
P6.13(a) for the equivalent impedance in standard
form. Choose the Bode plot from Figure P6.13(b) that
best describes the behavior of the impedance as a
function of frequency and describe how (a simple
one-line statement with no analysis is sufficient) you
would obtain the resonant and cutoff frequencies and
the magnitude of the impedance where it is constant
over some frequency range. Label the Bode plot to
indicate which feature you are discussing.

L

RC

Zeq

(a)

C

|Zeq|db

ω

|Zeq|db

ω

(b)

|Zeq|db

ω

|Zeq|db

ω

Figure P6.13

6.14 In the circuit of Figure P6.14:

R1 = 1.3 k� R2 = 1.9 k�

C = 0.5182 µF

Determine:
a. How the voltage transfer function:

HV (jω) = V0(jω)

Vi (jω)

behaves at extremes of high and low frequencies.
b. An expression for the voltage transfer function and

show that it can be manipulated into the form:

Hv(jω) = Ho

1 + jf (ω)
where

Ho = R2

R1 + R2
f (ω) = ωR1R2C

R1 + R2

c. The cutoff frequency at which f (ω) = 1 and the
value of Ho in dB.

d. The value of the voltage transfer function at the
cutoff frequency and at ω = 25 rad/s, 250 rad/s,
25 krads, and 250 krad/s.

e. How the magnitude (in dB) and the angle of the
transfer function behave at low frequencies, the
cutoff frequency, and high frequencies.

Io( jv)

Vo ( jv)R2

R1

C

+

–

+

–

I i ( jv)

Vi ( jv)

Figure P6.14

6.15 The circuit shown in Figure P6.15 is not a filter but
illustrates the undesirable effects of capacitances (and
sometimes inductances) in a circuit. The circuit is a
simple model of an amplifier state. Capacitors are
often necessary for the proper operation of such
circuits, or they may be unwanted but inherent in one
of the circuit components. At high or low frequencies
these capacitors adversely affect the proper operation
of the circuit. The input impedance is used to
demonstrate. Determine:
a. An expression, in the form:

Zi(jω) = Vi (jω)
Ii (jω)

= Zo
(

1 + jf1(ω)

1 + jf2(ω)

)

for the input impedance. Note the output current
= 0.

b. The cutoff frequencies at which f1(ω) = 1 and
f2(ω) = 1 if:

R1 = 1.3 k� R2 = 5.6 k�

C = 0.5 µF gm = 35 mS

c. The limiting value of Zi as ω increases toward
infinity. As ω decreases toward zero.
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d. The Bode plot for the input impedance.

C

Ii(v)

Vbe gmVbe

R2

R1

+

–

+

–

Vo ( jv)

Vi ( jv)

Figure P6.15

6.16 The circuit shown in Figure P6.16 is a very
simplified model of a transistor amplifier stage. The
capacitance C is an internal effect of the transistor. It
causes the transfer function:

Hv(jω) = Vo(jω)
Vi (jω)

where

R = 100 k� Rπ = 750 �

C = 0.125 nF gm = 7.5 mS

to decrease at high frequencies as shown in the Bode
plot. Determine:
a. The two cutoff frequencies.
b. The magnitude of the transfer function at very low

and very high frequencies.

ωc1 ωc2
ω

Bode Plot

C

Vbe gmVbeRπ R

|HV( jω)|db

Ho-db

H1-db

+

–

+

–

+

–
Vo ( jv)Vi ( jv)

Figure P6.16

6.17 The circuit shown in Figure P6.17 is a
second-order filter because it has two reactive
components (L and C). A complete solution will not
be attempted. However, determine:
a. The behavior of the voltage transfer function or

gain at extremely high and low frequencies.
b. The output voltage Vo if the input voltage has a

frequency where:

Vi = 7.07∠ π

8 V R1 = 2.2 k�

R2 = 3.8 k� Xc = 5 k� XL = 1.25 k�

c. The output voltage if the frequency of the input
voltage doubles so that:

XC = 2.5 k� XL = 2.5 k�

d. The output voltage if the frequency of the input
voltage again doubles so that:

XC = 1.25 k� XL = 5 k�

e. The possible type of filter this might be, considering
how the output voltage changes with frequency.

C

R2

R2

L

+

–

+

–

Vo ( jv)Vi ( jv)

Figure P6.17

6.18 Are the filters shown in Figure P6.18 low-pass,
high-pass, band-pass, or band-stop (notch) filters?

RC

L

(a)

+

–

+

–
Vo ( jv)Vi ( jv)

R

CL

(b)

+

–

+

–
Vo ( jv)Vi ( jv)

R2CL

R1

(c)

+

–

+

–
Vo ( jv)Vi ( jv)

Figure P6.18
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L

C
R

(d)

+

–

+

–
Vo ( jv)Vi ( jv)

R2

C

L

R1

(e)

+

–

+

–
Vo ( jv)Vi ( jv)

Figure P6.18

6.19 Determine if each of the circuits shown in Figure
P6.19 is a low-pass, high-pass, band-pass, or band-stop
(notch) filter.

RLC

L1 L2

(a)

RS +

–+
_

Vo ( jv)

Vi ( jv)

L1

C

L2 RL

(b)

RS +

–+
_

Vo ( jv)

Vi ( jv)

C1 C2

L RL

(c)

RS +

–+
_

Vo ( jv)

Vi ( jv)

Figure P6.19

RLC1

L1

(d)

RS

C2

+

–+
_

Vo ( jv)

Vi ( jv)

Figure P6.19

6.20 In the circuit shown in Figure P6.20, determine:
a. The voltage transfer function in the form

Hv(jω) = Vo[jω]

Vi[jω]
= Hvo

1 ± jf (ω)
b. The gain or insertion loss in the pass-band in dB if

R1 = R2 = 16 � C = 0.47 µF

c. The cutoff frequency.
d. The Bode plot, i.e., a semilog plot where the

magnitude [in dB!] of the transfer function is
plotted on a linear scale as a function of frequency
on a log scale.

Ii(v) Io(v)

R2

R1 C+

–

+

–

Vo ( jv)Vi ( jv)

Figure P6.20

6.21 The circuit shown in Figure P6.21 is a high-pass
filter in which

R1 = 100 � RL = 100 �

R2 = 50 � C = 80 nF

Determine:
a. The magnitude of the voltage transfer function, i.e.,

the gain or insertion loss, at very low and at very
high frequencies.

b. The two cutoff frequencies.

R2

R1

RL

C

+

–

+

–

Vo ( jv)Vi ( jv)

Figure P6.21
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6.22 Determine, for the filter circuit shown in Figure
P6.22:
a. If this is a low-pass, high-pass, band-pass, or

band-stop filter.
b. The magnitude (in dB!) of the voltage transfer

function gain (or gain or insertion loss) in the
pass-band if:

L = 11 mH C = 0.47 nF

R1 = 2.2 k� R2 = 3.8 k�

C

R1 L

R2

+

–

+

–

Vo ( jv)Vi ( jv)

Figure P6.22

6.23 In the filter circuit shown in Figure P6.23:

RS = 100 � RL = 5 k�

Rc = 400 � L = 1 mH

C = 0.5 nF

Determine the magnitude, in dB, of the voltage transfer
function or gain at:
a. Very high and very low frequencies.
b. The resonant frequency.
c. What type of filter is this?

C

Rs L

RL

Rc

L

+

–

+

–
Vo ( jv)Vi ( jv)

Figure P6.23

6.24 In the filter circuit shown in Figure P6.23:

RS = 100 � RL = 5 k�

Rc = 4 � L = 1 mH

C = 0.5 nF

Determine the magnitude, in dB, of the voltage transfer
function or gain at:
a. High frequencies.
b. Low frequencies.
c. The resonant frequency.
d. What type of filter is this?

6.25 In the filter circuit shown in Figure P6.25:

RS = 5 k� C = 56 nF

RL = 5 k� L = 9 µH

Determine:
a. An expression for the voltage transfer function:

Hv(jω) = Vo(jω)
Vi (jω)

b. The resonant frequency.
c. The cutoff frequencies.
d. The magnitude of the voltage transfer function

(gain) at the two cutoff frequencies and the
resonant frequency.

e. The bandwidth andQ.
f. The magnitude of the voltage transfer function at

high, resonant, and low frequencies without using
the expression above.

C

Rs

RLL

+

–

+

–
Vo ( jv)Vi ( jv)

Figure P6.25

6.26 In the filter circuit shown in Figure P6.25:

RS = 5 k� C = 0.5 nF

RL = 5 k� L = 1 mH

Determine:
a. An expression for the voltage transfer function:

Hv(jω) = Vo(jω)
Vi (jω)

b. The resonant frequency.
c. The cutoff frequencies.
d. The magnitude of the voltage transfer function

(gain) at the two cutoff frequencies and the
resonant frequency.

e. The bandwidth andQ.
f. The magnitude of the voltage transfer function at

high, resonant, and low frequencies without using
the expression above.

6.27 In the filter circuit shown in Figure P6.27:

RS = 500 � RL = 5 k�

Rc = 4 k� L = 1 mH

C = 5 pF

Determine the magnitude, in dB, of the voltage transfer
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function or gain at:

H(jω) = Vo(jω)
Vi (jω)

a. High frequencies.
b. Low frequencies.
c. The resonant frequency.
d. What type of filter is this?

Rs

RL

Rc L

C

+

–

+

–
Vo ( jv)Vi ( jv)

Figure P6.27

6.28 In the filter circuit shown in Figure P6.28, derive
the equation for the voltage transfer function in
standard form. Then, if

RS = 500 � RL = 5 k�

C = 5 pF L = 1 mH

determine the:
a. Magnitude, in dB, of the voltage transfer function

or gain at:

H(jω) = Vo(jω)
Vi (jω)

at high and low frequencies and at the resonant
frequency.

b. Resonant and cutoff frequencies.

Rs

RL

L

C

+

–

+

–
Vo ( jv)Vi ( jv)

Figure P6.28

6.29 In the filter circuit shown in Figure P6.28, derive
the equation for the voltage transfer function in
standard form. Then, if

Rs = 500 � RL = 5 k�

ωr = 12.1278 Mrad/s C = 68 nF

L = 0.1 µH

determine the cutoff frequencies, bandwidth, andQ.

6.30 In the filter circuit shown in Figure P6.28, derive
the equation for the voltage transfer function in
standard form. Then, if

Rs = 4.4 k� RL = 600 � ωr = 25 Mrad/s

C = 0.8 nF L = 2 µH

determine the cutoff frequencies, bandwidth, andQ.

6.31 In the bandstop (notch) filter shown in Figure
P6.31:

L = 0.4 mH Rc = 100 �

C = 1 pF Rs = RL = 3.8 k�

Determine:
a. An expression for the voltage transfer function or

gain in the form:

Hv(jω) = Vo(jω)
Vi (jω)

= Ho 1 + jf1(ω)

1 + jf2(ω)

b. The magnitude of the voltage transfer function or
gain at high and low frequencies and at the resonant
frequency.

c. The resonant frequency.
d. The four cutoff frequencies.

Rs

RL

Rc

L

C

+

–

+

–
Vo ( jv)Vi ( jv)

Figure P6.31

6.32 In the filter circuit shown in Figure P6.25:

RS = 5 k� C = 5 nF

RL = 5 k� L = 2 mH

Determine:
a. An expression for the voltage transfer function:

HV (jω) = Vo(jω)
Vi (jω)

b. The resonant frequency.
c. The cutoff frequencies.
d. The magnitude of the voltage transfer function

(gain) at the two cutoff frequencies and the
resonant frequency.

e. The bandwidth andQ.
f. The magnitude of the voltage transfer function at

high, resonant, and low frequencies without using
the expression above.

6.33 In the filter circuit shown in Figure P6.28, derive
the equation for the voltage transfer function in
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standard form. Then, if

Rs = 500 � RL = 1 k�

ωr = 12.1278 Mrad/s C = 470 nF

L = 0.1 µH

determine the cutoff frequencies, bandwidth, andQ.

6.34 In the filter circuit shown in Figure P6.28, derive
the equation for the voltage transfer function in
standard form. Then, if

Rs = 2.2 k� RL = 600 � ωr = 25 Mrad/s

C = 2 nF L = 2 µH

determine the cutoff frequencies, bandwidth, andQ.

6.35 A 60 Hz notch filter was discussed in Focus on
Measurements: AC Line Interference Filter. If the
inductor has a 0.2-� series resistance, and the
capacitor has a 10-M� parallel resistance,
a. What is the impedance of the nonideal notch filter

at 60 Hz?
b. How much of the 60-Hz interference signal will

appear at VL?

6.36 It is very common to see interference caused by the
power lines, at a frequency of 60 Hz. This problem
outlines the design of a notch filter, shown in Figure
P6.36, to reject a band of frequencies around 60 Hz.
a. Write the impedance function for the filter of

Figure P6.36 (the resistor rL represents the internal
resistance of a practical inductor).

b. For what value of C will the center frequency of the
filter equal 60 Hz if L = 100 mH and rL = 5 �?

c. Would the “sharpness,” or selectivity, of the filter
increase or decrease if rL were to increase?

d. Assume that the filter is used to eliminate the 60-Hz
noise from a signal generator with output frequency
of 1 kHz. Evaluate the frequency response
VL(jω)/Vin(jω) at both frequencies if:

vg(t) = sin(2π1,000t) V rg = 50 �

vn(t) = 3 sin(2π60t) RL = 300 �

and if L and C are as in part b.
e. Plot the magnitude frequency response

|VL(jω)/Vin(jω)| in dB versus log(jω), and
indicate the value of |VL(jω)/Vin(jω)|dB at the
frequencies 60 Hz and 1,000 Hz on your plot.

rg

VL

+

–

RL

~Noise : vn

L

C

vin

+

–

Filter

~Signal : vg

rL

Zfilter

Figure P6.36

6.37 The circuit of Figure P6.37 is representative of an
amplifier–speaker connection. The crossover circuit
(filter) is a low-pass filter that is connected to a woofer.
The filter’s topography is known as a π network.
a. Find the frequency response Vo(jω)/VS(jω).
b. If C1 = C2 = C, RS = RL = 600 �, and

1/
√
LC = R/L = 1/RC = 2,000π , plot

|Vo(jω)/VS(jω)| in dB versus frequency
(logarithmic scale) in the range 100 Hz ≤
f ≤ 10,000 Hz.

RS

vO(t)

L

C1 RL~vS(t)

Crossover
filter

Speaker

Woofer

Amplifier

C2

+

–

Figure P6.37

6.38 The π filter of the circuit of Figure P6.38 is a
high-pass filter that may be used to pass signals to the
tweeter portion of a speaker.
a. Find the frequency response Vo(jω)/VS(jω).
b. If L1 = L2 = L, RS = RL = 600 �, and

1/
√
LC = R/L = 1/RC = 2,000π , plot

|Vo(jω)/VS(jω)| in dB versus frequency
(logarithmic scale) in the range 100 Hz ≤
f ≤ 10,000 Hz.

RS

vO(t)

+

–

C

L1 RL~VS(t)

π filter section

L2

Figure P6.38

6.39 The circuit of Figure P6.39 is representative of an
amplifier–speaker connection (see the left side of
Figure P6.39). The crossover circuit (filter) is a
high-pass filter that is connected to a tweeter. The
filter’s topography is known as a T network.
a. Find the frequency response Vo(jω)/VS(jω).
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b. If C1 = C2 = C, RL = RS = 600 �, and
1/

√
LC = R/L = 1/RC = 2,000π , plot

|Vo(jω)/VS(jω)| in dB versus frequency
(logarithmic scale) in the range 100 Hz
≤ f ≤ 10,000 Hz.

Ra

vO(t)L

C1

RL~vS(t)

Crossover
filter

Speaker

Tweeter

Amplifier

C2

+

–

Woofer

Figure P6.39

6.40 The T filter of the circuit of Figure P6.40 is a
low-pass filter that may be used to pass signals to the
woofer portion of a speaker.
a. Find the frequency response Vo(jω)/VS(jω).
b. If L1 = L2 = L, RS = RL = 600 �, and

1/
√
LC = R/L = 1/RC = 2,000π , plot

|Vo(jω)/VS(jω)| in dB versus frequency
(logarithmic scale) in the range 100 Hz ≤
f ≤ 10,000 Hz.
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L2

+

–

Figure P6.40
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C H A P T E R

7

AC Power

he aim of this chapter is to introduce the student to simple AC power
calculations, and to the generation and distribution of electric power. The
chapter builds on the material developed in Chapter 4—namely, phasors
and complex impedance—and paves the way for the material on electric

machines in Chapters 16, 17, and 18.
The chapter starts with the definition of AC average and complex power and

illustrates the computation of the power absorbed by a complex load; special atten-
tion is paid to the calculation of the power factor, and to power factor correction.
The next subject is a brief discussion of ideal transformers and of maximum power
transfer. This is followed by an introduction to three-phase power. The chapter
ends with a discussion of electric power generation and distribution.

Upon completing this chapter, you should have mastered the following basic
concepts:

• Calculation of real and reactive power for a complex load.
• Operation of ideal transformers.
• Impedance matching and maximum power transfer.
• Basic notions of residential circuit wiring, including grounding and safety.
• Configuration of electric power distribution networks.
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7.1 POWER IN AC CIRCUITS

The objective of this section is to introduce the notion of AC power. As already
mentioned in Chapter 4, 50- or 60-Hz AC power constitutes the most common form
of electric power; in this section, the phasor notation developed in Chapter 4 will
be employed to analyze the power absorbed by both resistive and complex loads.

Instantaneous and Average Power

From Chapter 4, you already know that when a linear electric circuit is excited by
a sinusoidal source, all voltages and currents in the circuit are also sinusoids of
the same frequency as that of the excitation source. Figure 7.1 depicts the general
form of a linear AC circuit. The most general expressions for the voltage and
current delivered to an arbitrary load are as follows:

v(t) = V cos(ωt − θV )

i(t) = I cos(ωt − θI )
(7.1)

whereV and I are the peak amplitudes of the sinusoidal voltage and current,
respectively, andθV and θI are their phase angles. Two such waveforms are
plotted in Figure 7.2, with unit amplitude and with phase anglesθV = π/6 and
θI = π/3. From here on, let us assume that the reference phase angle of the
voltage source,θV , is zero, and letθI = θ .

+~–

i(t)

V = Ve–juV

+~–

I = Ie–ju

AC circuit

AC circuit
in phasor form

Z = 
V
I

e j(u)

v(t) = V cos(ωt – uV)
i(t) = I cos(ωt – uI)

v(t)

Figure 7.1 Circuit for
illustration of AC power
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Figure 7.2 Current and voltage waveforms for illustration of
AC power

Since the instantaneous power dissipated by a circuit element is given by
the product of the instantaneous voltage and current, it is possible to obtain a
general expression for the power dissipated by an AC circuit element:

p(t) = v(t)i(t)

= V I cos(ωt) cos(ωt − θ)
(7.2)
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Equation 7.2 can be further simplified with the aid of trigonometric identities to
yield

p(t) = V I

2
cos(θ) + V I

2
cos(2ωt − θ) (7.3)

where θ is the difference in phase between voltage and current. Equation 7.3
illustrates how the instantaneous power dissipated by an AC circuit element is equal
to the sum of an average component, 1

2V I cos(θ), plus a sinusoidal component,
1
2V I cos(2ωt − θ), oscillating at a frequency double that of the original source
frequency.

The instantaneous and average power are plotted in Figure 7.3 for the signals
of Figure 7.2. The average power corresponding to the voltage and current signals
of equation 7.1 can be obtained by integrating the instantaneous power over one
cycle of the sinusoidal signal. Let T = 2π/ω represent one cycle of the sinusoidal
signals. Then the average power, Pav, is given by the integral of the instantaneous
power, p(t), over one cycle:

Pav = 1

T

∫ T

0
p(t) dt

= 1

T

∫ T

0

V I

2
cos(θ) dt + 1

T

∫ T

0

V I

2
cos(2ωt − θ) dt

(7.4)

Pav = V I

2
cos(θ) Average power (7.5)

since the second integral is equal to zero and cos(θ) is a constant.
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Figure 7.3 Instantaneous and
average power dissipation
corresponding to the signals plotted
in Figure 7.2.

As shown in Figure 7.1, the same analysis carried out in equations 7.1 to
7.3 can also be repeated using phasor analysis. In phasor notation, the current and
voltage of equation 7.1 are given by

V(jω) = V ej0

I(jω) = Ie−jθ
(7.6)

Note further that the impedance of the circuit element shown in Figure 7.1 is
defined by the phasor voltage and current of equation 7.6 to be

Z = V

I
e−j (θ) = |Z|ejθZ (7.7)
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and therefore that the phase angle of the impedance is

θZ = θ (7.8)

The expression for the average power obtained in equation 7.4 can therefore also
be represented using phasor notation, as follows:

Pav = 1

2

V 2

|Z| cos θ = 1

2
I 2|Z| cos θ (7.9)

AC Power Notation

It has already been noted that AC power systems operate at a fixed frequency; in
North America, this frequency is 60 cycles per second (Hz), corresponding to a
radian frequency

ω = 2π · 60 = 377 rad/s (7.10)AC power frequency

In Europe and most other parts of the world, AC power is generated at a frequency
of 50 Hz (this is the reason why some appliances will not operate under one of the
two systems).

It will therefore be understood that for the remainder of this chapter the
radian frequency, ω, is fixed at 377 rad/s.

With knowledge of the radian frequency of all voltages and currents, it will always
be possible to compute the exact magnitude and phase of any impedance in a
circuit.

A second point concerning notation is related to the factor 1
2 in equation 7.9.

It is customary in AC power analysis to employ the rms value of the AC voltages
and currents in the circuit (see Section 4.2). Use of the rms value eliminates the
factor 1

2 in power expressions and leads to considerable simplification. Thus, the
following expressions will be used in this chapter:

Vrms = V√
2

= Ṽ (7.11)

Irms = I√
2

= Ĩ (7.12)

Pav = 1

2

V 2

|Z| cos θ = Ṽ 2

|Z| cos θ (7.13)

= 1

2
I 2|Z| cos θ = Ĩ 2|Z| cos θ = Ṽ Ĩ cos θ
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Figure 7.4 illustrates the so-called impedance triangle, which provides a
convenient graphical interpretation of impedance as a vector in the complex plane.
From the figure, it is simple to verify that

R = |Z| cos θ (7.14)

X = |Z| sin θ (7.15)

VS
+~–

R

jX

Z

R

X
θ

Figure 7.4 Impedance
triangle

Finally, the amplitudes of phasor voltages and currents will be denoted
throughout this chapter by means of the rms amplitude. We therefore introduce a
slight modification in the phasor notation of Chapter 4 by defining the following
rms phasor quantities:

Ṽ = Vrmse
jθV = Ṽ ejθV = Ṽ∠θV (7.16)

and

Ĩ = Irmse
jθI = Ĩ ejθI = Ĩ∠θI (7.17)

In other words,

throughout the remainder of this chapter the symbols Ṽ and Ĩ will denote
the rms value of a voltage or a current, and the symbols Ṽ and Ĩ will denote
rms phasor voltages and currents.

Also recall the use of the symbol ∠ to represent the complex exponential. Thus, the
sinusoidal waveform corresponding to the phasor current Ĩ = Ĩ∠θI corresponds
to the time-domain waveform

i(t) =
√

2Ĩ cos(ωt + θI ) (7.18)

and the sinusoidal form of the phasor voltage V = Ṽ∠θV is

v(t) =
√

2Ṽ cos(ωt + θV ) (7.19)

EXAMPLE 7.1 Computing Average and Instantaneous AC
Power

Problem

Compute the average and instantaneous power dissipated by the load of Figure 7.5.

v(t) = 14.14 sin (ωt)
(ω = 377 rad/s)

i(t)

R

L

+
_~

Figure 7.5

Solution

Known Quantities: Source voltage and frequency, load resistance and inductance values.

Find: Pav and p(t) for the RL load.

Schematics, Diagrams, Circuits, and Given Data: v(t) = 14.14 sin(377t) V; R = 4 �;
L = 8 mH.

Assumptions: Use rms values for all phasor quantities in the problem.
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Analysis: First, we define the phasors and impedances at the frequency of interest in the
problem, ω = 377 rad/s:

Ṽ = 10∠
(
−π

2

)
Z = R + jωL = 4 + j3 = 5∠(0.644)

Ĩ = Ṽ
Z

=
10∠

(
−π

2

)
5∠(0.644)

= 2∠(−2.215)

The average power can be computed from the phasor quantities:

Pav = ṼĨ cos(θ) = 10 × 2 × cos(0.644) = 16 W

The instantaneous power is given by the expression:

p(t) = v(t) × i(t) =
√

2 × 10 sin(377t) ×
√

2 × 2 cos(377t − 2.215) W

The instantaneous voltage and current waveforms and the instantaneous and average
power are plotted in Figure 7.6.
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Comments: Please pay attention to the use of rms values in this example: It is very
important to remember that we have defined phasors to have rms amplitude in power
calculation. This is a standard procedure in electrical engineering practice.

Note that the instantaneous power can be negative for brief periods of time, even
though the average power is positive.

EXAMPLE 7.2 Computing Average AC Power

Problem

Compute the average power dissipated by the load of Figure 7.7.
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C+~–
RL

RS

+

–
ω = 377 rad/s

V
~

S V
~

L

I
~

Figure 7.7

Solution

Known Quantities: Source voltage, internal resistance and frequency, load resistance
and inductance values.

Find: Pav for the RC load.

Schematics, Diagrams, Circuits, and Given Data: Ṽs = 110∠0; RS = 2 �; RL =
16 �; C = 100 µF.

Assumptions: Use rms values for all phasor quantities in the problem.

Analysis: First, we compute the load impedance at the frequency of interest in the
problem, ω = 377 rad/s:

ZL = R‖ 1

jωC
= RL

1 + jωCRL

= 16

1 + j0.6032
= 13.7∠(−0.543) �

Next, we compute the load voltage, using the voltage divider rule:

ṼL = ZL

RS + ZL

ṼS = 13.7∠(−0.543)

2 + 13.7∠(−0.543)
110∠(0) = 97.6∠(−0.067) V

Knowing the load voltage, we can compute the average power according to:

Pav = |ṼL|2
|ZL| cos(θ) = 97.62

13.7
cos(−0.543) = 595 W

or, alternatively, we can compute the load current and calculate average power according
to the equation below:

ĨL = ṼL

ZL

= 7.1∠(0.476) A

Pav = |ĨL|2|ZL| cos(θ) = 7.12 × 13.7 × cos(−0.543) = 595 W

Comments: Please observe that it is very important to determine load current and/or
voltage before proceeding to the computation of power; the internal source resistance in
this problem causes the source and load voltages to be different.

Focus on Computer-Aided Tools: A file containing the computer-generated solution to
this problem may be found in the CD-ROM that accompanies this book.

EXAMPLE 7.3 Computing Average AC Power

Problem

Compute the average power dissipated by the load of Figure 7.8.

+~–

R

jvL

v(t) +~–

R

L

C

An AC circuit

Its complex form

1
jvC

V
~

Figure 7.8

Solution

Known Quantities: Source voltage, internal resistance and frequency, load resistance,
capacitance and inductance values.

Find: Pav for the complex load.

Schematics, Diagrams, Circuits, and Given Data: Ṽs = 110∠0 V; R = 10 �; L =
0.05 H; C = 470 µF.

Assumptions: Use rms values for all phasor quantities in the problem.
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Analysis: First, we compute the load impedance at the frequency of interest in the
problem, ω = 377 rad/s:

ZL = (R + jωL)‖ 1

jωC
=

(R + jωL)

jωC

R + jωL + 1

jωC

= R + jωL

−ω2LC + jωCR
= 1.16 − j7.18

= 7.27∠(−1.41) �

Note that the equivalent load impedance consists of a capacitive load at this frequency, as
shown in Figure 7.9. Knowing that the load voltage is equal to the source voltage, we can
compute the average power according to:

Pav = |ṼL|2
|ZL| cos(θ) = 1102

7.27
cos(−1.41) = 266 W

+~–

1.16 Ω

–j7.18 Ω

V
~

Figure 7.9

Focus on Computer-Aided Tools: A file containing the computer-generated solution to
this problem may be found in the CD-ROM that accompanies this book.

Power Factor

The phase angle of the load impedance plays a very important role in the absorption
of power by a load impedance. As illustrated in equation 7.13 and in the preceding
examples, the average power dissipated by an AC load is dependent on the cosine
of the angle of the impedance. To recognize the importance of this factor in AC
power computations, the term cos(θ) is referred to as the power factor (pf). Note
that the power factor is equal to 0 for a purely inductive or capacitive load and
equal to 1 for a purely resistive load; in every other case,

0 < pf < 1 (7.20)

Two equivalent expressions for the power factor are given in the following:

pf = cos(θ) = Pav

Ṽ Ĩ
Power factor (7.21)

where Ṽ and Ĩ are the rms values of the load voltage and current.

Check Your Understanding
7.1 Show that the equalities in equation 7.9 hold when phasor notation is used.

7.2 Consider the circuit shown in Figure 7.10. Find the load impedance of the circuit,
and compute the average power dissipated by the load.

155.6 cos (377t)+~–

4 Ω

1,000 µF

i(t)

Figure 7.10

7.3 Use the expression Pav = Ĩ 2|Z| cos θ to compute the average power dissipated by
the load of Example 7.2.

7.4 Compute the power dissipated by the internal source resistance in Example 7.2.

7.5 Compute the power factor for an inductive load with L = 100 mH and R = 0.4 �.
Assume ω = 377 rad/s.
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7.2 Complex Power

The expression for the instantaneous power given in equation 7.3 may be further
expanded to provide further insight into AC power. Using trigonometric identities,
we obtain the following expressions:

p(t) = Ṽ 2

|Z| [cos θ + cos θ cos(2ωt) + sin θ sin(2ωt)]

= Ĩ 2|Z|[cos θ + cos θ cos(2ωt) + sin θ sin(2ωt)]

= Ĩ 2|Z| cos θ(1 + cos(2ωt)) + Ĩ 2|Z| sin θ sin(2ωt)

(7.22)

Recalling the geometric interpretation of the impedance Z of Figure 7.4, you may
recognize that

|Z| cos θ = R

and (7.23)

|Z| sin θ = X

are the resistive and reactive components of the load impedance, respectively. On
the basis of this fact, it becomes possible to write the instantaneous power as:

p(t) = Ĩ 2R(1 + cos(2ωt)) + Ĩ 2X sin(2ωt)

= Ĩ 2R + Ĩ 2R cos(2ωt) + Ĩ 2X sin(2ωt)
(7.24)

The physical interpretation of this expression for the instantaneous power should
be intuitively appealing at this point. As equation 7.23 suggests, the instantaneous
power dissipated by a complex load consists of the following three components:

1. An average component, which is constant; this is called the average power
and is denoted by the symbol Pav:

Pav = Ĩ 2R (7.25)

where R = Re (Z).

2. A time-varying (sinusoidal) component with zero average value that is
contributed by the power fluctuations in the resistive component of the load
and is denoted by pR(t):

pR(t) = Ĩ 2R cos 2ωt

= Pav cos 2ωt
(7.26)

3. A time-varying (sinusoidal) component with zero average value, due to the
power fluctuation in the reactive component of the load and denoted by
pX(t):

pX(t) = +Ĩ 2X sin(2ωt)

= Q sin 2ωt
(7.27)

where X = Im (Z) and Q is called the reactive power. Note that since
reactive elements can only store energy and not dissipate it, there is no net
average power absorbed by X.

SincePav corresponds to the power absorbed by the load resistance, it is also called
the real power, measured in units of watts (W). On the other hand, Q takes the
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name of reactive power, since it is associated with the load reactance. Table 7.1
shows the general methods of calculating P and Q.

The units of Q are volt-amperes reactive, or VAR. Note that Q represents
an exchange of energy between the source and the reactive part of the load; thus,
no net power is gained or lost in the process, since the average reactive power is
zero. In general, it is desirable to minimize the reactive power in a load. Example
7.5 will explain the reason for this statement.

Table 7.1 Real and
reactive power

Reactive
Real power, Pav power, Q

Ṽ Ĩ cos(θ) Ṽ Ĩ sin (θ)

Ĩ 2R Ĩ 2X

The computation of AC power is greatly simplified by defining a fictitious
but very useful quantity called the complex power, S:

S = ṼĨ∗ Complex power (7.28)

where the asterisk denotes the complex conjugate (see Appendix A). You may
easily verify that this definition leads to the convenient expression

S = Ṽ Ĩ cos θ + jṼ Ĩ sin θ = Ĩ 2R + j Ĩ 2X = Ĩ 2Z

or (7.29)

S = Pav + jQ

The complex power S may be interpreted graphically as a vector in the complex
plane, as shown in Figure 7.11.S

Pav

QθZ

√Pav
2 + Q2 = V .I  |S | = 

Pav = VI cos θ

Q =VI sin θ

~ ~

~~

~~

Figure 7.11 The complex
power triangle

The magnitude of S, |S|, is measured in units of volt-amperes (VA) and
is called apparent power, because this is the quantity one would compute by
measuring the rms load voltage and currents without regard for the phase angle of
the load. Note that the right triangle of Figure 7.11 is similar to the right triangle
of Figure 7.4, since θ is the load impedance angle. The complex power may also
be expressed by the product of the square of the rms current through the load and
the complex load impedance:

S = Ĩ 2Z

or (7.30)

Ĩ 2R + j Ĩ 2X = Ĩ 2Z

or, equivalently, by the ratio of the square of the rms voltage across the load to the
complex conjugate of the load impedance:

S = Ṽ 2

Z∗ (7.31)

The power triangle and complex power greatly simplify load power calcu-
lations, as illustrated in the following examples.

EXAMPLE 7.4 Complex Power Calculations

Problem

Use the definition of complex power to calculate real and reactive power for the load of
Figure 7.12.
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VS
+~–

IS

ZL

Figure 7.12

Solution

Known Quantities: Source, load voltage and current.

Find: S = Pav + jQ for the complex load.

Schematics, Diagrams, Circuits, and Given Data: v(t) = 100 cos(ωt + 0.262) V;
i(t) = 2 cos(ωt − 0.262) A.

Assumptions: Use rms values for all phasor quantities in the problem.

Analysis: First, we convert the voltage and current into phasor quantities:

Ṽ = 100√
2

∠(0.262) V Ĩ = 2√
2
∠(−0.262) A

Next, we compute real and reactive power using the definitions of equation 7.13:

Pav = |Ṽ‖Ĩ| cos(θ) = 200

2
cos(0.524) = 86.6 W

Q = |Ṽ‖Ĩ| sin(θ) = 200

2
sin(0.524) = 50 VAR

Now we apply the definition of complex power (equation 7.28) to repeat the same
calculation:

S = ṼĨ∗ = 100√
2

∠(0.262) × 2√
2
∠ − (−0.262) = 100∠(0.524)

= 86.6 + j50 W

Therefore

Pav = 86.6 W Q = 50 VAR

Comments: Note how the definition of complex power yields both quantities at one
time.

Focus on Computer-Aided Tools: A file containing the computer-generated solution to
this problem may be found in the CD-ROM that accompanies this book.

EXAMPLE 7.5 Real and Reactive Power Calculations

Problem

Use the definition of complex power to calculate real and reactive power for the load of
Figure 7.13.

+~–

RL

RS

C

+

–
Source

Load

V
~

S V
~

L
IL
~

Figure 7.13

Solution

Known Quantities: Source voltage and resistance; load impedance.

Find: S = Pav + jQ for the complex load.

Schematics, Diagrams, Circuits, and Given Data: ṼS = 110∠0 V; RS = 2 �;
RL = 5 �; C = 2,000 µF.

Assumptions: Use rms values for all phasor quantities in the problem.
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Analysis: Define the load impedance:

ZL = RL + 1

jωC
= 5 − j1.326 = 5.173∠(−0.259) �

Next, compute the load voltage and current:

ṼL = ZL

RS + ZL

ṼS = 5 − j1.326

7 − j1.326
× 110 = 79.9∠(−0.072) V

ĨL = ṼL

ZL

= 79.9∠(−0.072)

5∠(−0.259)
= 15.44∠(0.187) A

Finally, we compute the complex power, as defined in equation 7.28:

S = ṼLĨ∗
L = 79.9∠(−0.072) × 15.44∠(−0.187) = 1, 233∠(−0.259)

= 1,192 − j316 W

Therefore

Pav = 1,192 W Q = −316 VAR

Comments: Is the reactive power capacitive or inductive?

Focus on Computer-Aided Tools: A file containing the computer-generated solution to
this problem may be found in the CD-ROM that accompanies this book.

Although the reactive power does not contribute to any average power dis-
sipation in the load, it may have an adverse effect on power consumption, because
it increases the overall rms current flowing in the circuit. Recall from Example
7.2 that the presence of any source resistance (typically, the resistance of the line
wires in AC power circuits) will cause a loss of power; the power loss due to this
line resistance is unrecoverable and constitutes a net loss for the electric com-
pany, since the user never receives this power. The following example illustrates
quantitatively the effect of such line losses in an AC circuit.

EXAMPLE 7.6 Real Power Transfer for Complex Loads

Problem

Use the definition of complex power to calculate real and reactive power for the load of
Figure 7.14. Repeat the calculation when the inductor is removed from the load, and
compare the real power transfer between source and load for the two cases.
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–
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~

Figure 7.14

Solution

Known Quantities: Source voltage and resistance; load impedance.

Find:

1. Sa = Pava + jQa for the complex load.

2. Sb = Pavb + jQb for the real load.

3. Compare Pav/PS for the two cases.
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Schematics, Diagrams, Circuits, and Given Data: ṼS = 110∠(0) V; RS = 4 �;
RL = 10 �; jXL = j6 �.

Assumptions: Use rms values for all phasor quantities in the problem.

Analysis:

1. The inductor is part of the load. Define the load impedance.

ZL = RL‖jωL = 10 × j6

10 + j6
= 5.145∠(1.03) �

Next, compute the load voltage and current:

ṼL = ZL

RS + ZL

ṼS = 5.145∠(1.03)

4 + 5.145∠(1.03)
× 110 = 70.9∠(0.444) V

ĨL = ṼL

ZL

70.9∠(0.444)

5.145∠(1.03)
= 13.8∠(−0.586) A

Finally, we compute the complex power, as defined in equation 7.28:

Sa = ṼLĨ∗
L = 70.9∠(0.444) × 13.8∠(0.586) = 978∠(1.03)

= 503 + j839 W

Therefore

Pava = 503 W Qa = +839 VAR

V
~

S
+~–

RL
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~
IS

Z

+

–

V
~

Figure 7.15

2. The inductor is removed from the load (Figure 7.15). Define the load
impedance:

ZL = RL = 10

Next, compute the load voltage and current:

ṼL = ZL

RS + ZL

ṼS = 10

4 + 10
× 110 = 78.6∠(0) V

ĨL = ṼL

ZL

= 78.6∠(0)

10
= 7.86∠(0) A

Finally, we compute the complex power, as defined in equation 7.28:

Sb = ṼLĨ∗
L = 78.6∠(0) × 7.86∠(0) = 617∠(0) = 617 W

Therefore

Pavb = 617 W Qb = 0 VAR

3. Compute the percent power transfer in each case. To compute the power transfer we
must first compute the power delivered by the source in each case, SS = ṼS Ĩ∗

S . For
Case 1:

ĨS = ṼS

Ztotal
= ṼS

RS + ZL

= 110

4 + 5.145∠(1.03)
= 13.8∠(−0.586) A

SSa = ṼS Ĩ∗
S = 110 × 13.8∠ − (−0.586) = 1,264 + j838 W = PSa + jQSa

and the percent real power transfer is:

100 × Pa

PSa

= 503

1,264
= 39.8%
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For Case 2:

ĨS = ṼS

Ztotal
= Ṽ

RS + RL

= 110

4 + 10
= 7.86∠(0) A

SSb = ṼS Ĩ∗
S = 110 × 7.86 = 864 + j0 W = PSb + jQSb

and the percent real power transfer is:

100 × Pb

PSb

= 617

864
= 71.4%

Comments: You can see that if it were possible to eliminate the reactive part of the
impedance, the percentage of real power transferred from the source to the load would be
significantly increased! A procedure that accomplishes this goal, called power factor
correction, is discussed next.

Focus on Computer-Aided Tools: A file containing the computer-generated solution to
this problem may be found in the CD-ROM that accompanies this book.

Power Factor, Revisited

The power factor, defined earlier as the cosine of the angle of the load impedance,
plays a very important role in AC power. A power factor close to unity signifies
an efficient transfer of energy from the AC source to the load, while a small power
factor corresponds to inefficient use of energy, as illustrated in Example 7.6. It
should be apparent that if a load requires a fixed amount of real power, P , the
source will be providing the smallest amount of current when the power factor is
the greatest, that is, when cos θ = 1. If the power factor is less than unity, some
additional current will be drawn from the source, lowering the efficiency of power
transfer from the source to the load. However, it will be shown shortly that it is
possible to correct the power factor of a load by adding an appropriate reactive
component to the load itself.

Since the reactive power, Q, is related to the reactive part of the load, its
sign depends on whether the load reactance is inductive or capacitive. This leads
to the following important statement:

If the load has an inductive reactance, then θ is positive and the current
lags (or follows) the voltage. Thus, when θ and Q are positive, the
corresponding power factor is termed lagging. Conversely, a capacitive
load will have a negative Q, and hence a negative θ . This corresponds to a
leading power factor, meaning that the load current leads the load voltage.

Table 7.2 illustrates the concept and summarizes all of the important points so far.
In the table, the phasor voltage Ṽ has a zero phase angle and the current phasor is
referenced to the phase of Ṽ.

The following examples illustrate the computation of complex power for a
simple circuit.
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Table 7.2 Important facts related to complex power
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θ
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Re θ
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Ohm's law

Complex
impedance

Phase angle
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plane
sketch

The current is in phase
with the voltage.Explanation

Power factor

Resistive load

V
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~
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EXAMPLE 7.7 Complex Power and Power Triangle

Problem

Find the reactive and real power for the load of Figure 7.16. Draw the associated power
triangle.

+~–

jXLR

jXC

Complex load

V
~

S

Figure 7.16

Solution

Known Quantities: Source voltage; load impedance.

Find: S = Pav + jQ for the complex load.

Schematics, Diagrams, Circuits, and Given Data: ṼS = 60∠(0) V; R = 3 �;
jXL = j9 �; jXC = −j5 �.
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Assumptions: Use rms values for all phasor quantities in the problem.

Analysis: First, we compute the load current:

ĨL = ṼL

ZL

= 60∠(0)

3 + j9 − j5
= 60∠(0)

5∠(0.644)
= 12∠(−0.644) A

Next, we compute the complex power, as defined in equation 7.28:

S = ṼLĨ∗
L = 60∠(0) × 12∠(0.644) = 720∠(0.644) = 432 + j576 W

Therefore

Pav = 432 W Q = 576 VAR

If we observe that the total reactive power must be the sum of the reactive powers in each
of the elements, we can write Q = QC + QL, and compute each of the two quantities as
follows:

QC = |ĨL|2 × XC = (144)(−5) = −720 VAR

QL = |ĨL|2 × XL = (144)(9) = 1,296 VAR

and

Q = QL + QC = 576 VAR

Im

QL

S Q

θ

ReP
QC

Note: S = PR + jQC + jQL

Figure 7.17

Comments: The power triangle corresponding to this circuit is drawn in Figure 7.17.
The vector diagram shows how the complex power, S, results from the vector addition of
the three components, P , QC , and QL.

The distinction between leading and lagging power factors made in Ta-
ble 7.2 is important, because it corresponds to opposite signs of the reactive
power: Q is positive if the load is inductive (θ > 0) and the power factor is
lagging; Q is negative if the load is capacitive and the power factor is lead-
ing (θ < 0). It is therefore possible to improve the power factor of a load
according to a procedure called power factor correction—that is, by placing
a suitable reactance in parallel with the load so that the reactive power com-
ponent generated by the additional reactance is of opposite sign to the origi-
nal load reactive power. Most often the need is to improve the power factor
of an inductive load, because many common industrial loads consist of elec-
tric motors, which are predominantly inductive loads. This improvement may
be accomplished by placing a capacitance in parallel with the load. The fol-
lowing example illustrates a typical power factor correction for an industrial
load.

EXAMPLE 7.8 Power Factor Correction

Problem

Calculate the complex power for the circuit of Figure 7.18 and correct the power factor to
unity by connecting a parallel reactance to the load.
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Figure 7.18

Solution

Known Quantities: Source voltage; load impedance.

Find:

1. S = Pav + jQ for the complex load.

2. Value of parallel reactance required for power factor correction resulting in pf = 1.

Schematics, Diagrams, Circuits, and Given Data: ṼS = 117∠(0) V; RL = 50 �;
jXL = j86.7 �.

Assumptions: Use rms values for all phasor quantities in the problem.

Analysis:

1. First, we compute the load impedance:

ZL = R + jXL = 50 + j86.7 = 100∠(1.047) �

Next, we compute the load current:

ĨL = ṼL

ZL

= 117∠(0)

50 + j86.6
= 117∠(0)

100∠(1.047)
= 1.17∠(−1.047) A

and the complex power, as defined in equation 7.28:

S = ṼLĨ∗
L = 117∠(0) × 1.17∠(1.047) = 137∠(1.047) = 68.4 + j118.5 W

Therefore

Pav = 68.4 W Q = 118.5 VAR

The power triangle corresponding to this circuit is drawn in Figure 7.19. The vector
diagram shows how the complex power, S, results from the vector addition of the two
components, P and QL. To eliminate the reactive power due to the inductance, we
will need to add an equal and opposite reactive power component, −QL, as described
below.

Im
S 

= 
13

7 
V

A

Q = 119 VAR

60°

ReP = 68.4 W

Figure 7.19

2. To compute the reactance needed for the power factor correction, we observe that we
need to contribute a negative reactive power equal to −118.5 VAR. This requires a
negative reactance, and therefore a capacitor with QC = −118.5 VAR. The reactance
of such a capacitor is given by the expression:

XC = |ṼL|2
QC

= − (117)2

118.5
= −115 �

and, since

C = − 1

ωXC

we have

C = − 1

ωXC

= − 1

377 × (−115)
= 23.1 µF

Comments: The power factor correction is illustrated in Figure 7.20. You can see that it
is possible to eliminate the reactive part of the impedance, thus significantly increasing the
percentage of real power transferred from the source to the load. Power factor correction
is a very common procedure in electrical power systems.
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Figure 7.20 Power factor correction

Focus on Computer-Aided Tools: A file containing the computer-generated solution to
this problem may be found in the CD-ROM that accompanies this book.

EXAMPLE 7.9 Can a Series Capacitor Be Used for Power
Factor Correction?

Problem

The circuit of Figure 7.21 proposes the use of a series capacitor to perform power factor
correction. Show why this is not a feasible alternative to the parallel capacitor approach
demonstrated in Example 7.8.
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Figure 7.21

Solution

Known Quantities: Source voltage; load impedance.

Find: Load (source) current.

Schematics, Diagrams, Circuits, and Given Data: ṼS = 117∠(0) V; RL = 50 �;
jXL = j86.7 �; jXC = −j86.7 �.

Assumptions: Use rms values for all phasor quantities in the problem.

Analysis: To determine the feasibility of the approach, we compute the load current and
voltage, to observe any differences between the circuit of Figure 7.21 and that of Figure
7.20. First, we compute the load impedance:

ZL = R + jXL − jXC = 50 + j86.7 − j86.7 = 50 �

Next, we compute the load (source) current:

ĨL = ĨS = ṼL

ZL

= 117∠(0)

50
= 2.34 A

Comments: Note that a twofold increase in the series current results from the addition of
the series capacitor. This would result in a doubling of the power required by the
generator, with respect to the solution found in Example 7.8. Further, in practice the
parallel connection is much easier to accomplish, since a parallel element can be added
externally, without the need for breaking the circuit.
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FOCUS ON
MEASUREMENTS

The Wattmeter

The instrument used to measure power is called a wattmeter. The
external part of a wattmeter consists of four connections and a
metering mechanism that displays the amount of real power dissipated by a
circuit. The external and internal appearance of a wattmeter are depicted in
Figure 7.22. Inside the wattmeter are two coils: a current-sensing coil, and a
voltage-sensing coil. In this example, we assume for simplicity that the
impedance of the current-sensing coil, ZI , is zero and the impedance of the
voltage-sensing coil, ZV , is infinite. In practice, this will not necessarily be
true; some correction mechanism will be required to account for the
impedance of the sensing coils.
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–

+
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Voltage
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–

+

External connections Wattmeter coils (inside)

~
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V
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Figure 7.22

A wattmeter should be connected as shown in Figure 7.23, to provide
both current and voltage measurements. We see that the current-sensing coil
is placed in series with the load and the voltage-sensing coil is placed in
parallel with the load. In this manner, the wattmeter is seeing the current
through and the voltage across the load. Remember that the power
dissipated by a circuit element is related to these two quantities. The
wattmeter, then, is constructed to provide a readout of the product of the rms
values of the load current and the voltage, which is the real power absorbed
by the load: P = Re (S) = Re (VI∗).

ZS LI

LV

+ –

–

+

~ Load
V
~

~
I

V
~

S

Figure 7.23
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1. For the circuit shown in Figure 7.24, show the connections of the
wattmeter, and find the power dissipated by the load.

2. Show the connections that will determine the power dissipated by R2.
What should the meter read?

R1 L

+~–

LoadSource

R2

vS(t) = 156 cos(377t)
R1 = 10 Ω
R2 = 5 Ω
L = 20 mH

V
~

S

Figure 7.24

Solution:

1. To measure the power dissipated by the load, we must know the current
through and the voltage across the entire load circuit. This means that
the wattmeter must be connected as shown in Figure 7.25. The
wattmeter should read:

P = Re (ṼS Ĩ∗) = Re

{(
156√

2
∠0

)( 156√
2
∠0

R1 + R2 + jωL

)∗}

= Re

{
110∠0◦

(
110∠0

15 + j7.54

)∗}

Re

{
110∠0◦

(
110∠0

16.79∠0.466

)∗}
= Re

(
1102

16.79∠−0.466

)

= Re (720.67∠0.466)

= 643.88 W

R1 L

R2

I

LI

LV

+ –

–

+

VS
+~– V

Figure 7.25
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2. To measure the power dissipated by R2 alone, we must measure the
current through R2 and the voltage across R2 alone. The connection is
shown in Figure 7.26. The meter will read

P = Ĩ 2R2 =
(

110

(152 + 7.542)1/2

)2

× 5 =
(

1102

152 + 7.542

)
× 5

= 215 W

R2

LI+ –

–

+

+~–

R1 L

LV V
~

~
I

V
~

S

Figure 7.26

FOCUS ON
MEASUREMENTS

How Hall-Effect Current Transducers Work1

In 1879, E. H. Hall noticed that if a conducting material is placed in a
magnetic field perpendicular to a current flow, a voltage perpendicular to
both the initial current flow and the magnetic field is developed. This
voltage is called the Hall voltage and is directly proportional to both the
strength of the magnetic field and the current. It results from the deflection
of the moving charge carriers from their normal path by the magnetic field
and its resulting transverse electric field.

To illustrate the physics involved, consider a confined stream of free
particles each having a charge e and an initial velocity ux . A magnetic field
in the Z direction will produce a deflection in the y direction. Therefore, a
charge imbalance is created; this results in an electric field Ey . This electric
field, the Hall field, will build up until the force it exerts on a charged
particle counterbalances the force resulting from the magnetic field. Now
subsequent particles of the same charge and velocity are no longer deflected.
A steady state exists. Figure 7.27 depicts this effect.

The Hall effect occurs in any conductor. In most conductors the Hall
voltage is very small and is difficult to measure. Dr. Warren E. Bulman,
working with others, developed semiconductor compounds in the early
1950s that made the Hall effect practical for measuring magnetic fields.

The choice of materials for the active Hall element of most Hall probes
is indium arsenide (InAs). This semiconductor compound is manufactured
from highly refined elemental arsenic and indium. From an ingot of the
semiconductor compound, thin slices are taken. These slices are then diced

1Courtesy Ohio Semitronics, Inc., Columbus, Ohio.
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Figure 7.27 Hall effect

InAs
Hall element

Conducting
pattern

Substrate

Figure 7.28 Hall-effect
probe

by an ultrasonic cutter into small, rectangular chips. These chips of indium
arsenide are then placed on a thin ceramic substrate and soldered to a
conducting pattern on the substrate, as shown in Figure 7.28.

Once made, the Hall probe is normally coated with epoxy to protect the
semiconductor compound and other components.

To use the probe, an electric current is passed through the length of the
InAs chip, as shown in Figure 7.29. Note that the contact areas for passing
current through the Hall element are made larger than the ones for detecting
the Hall voltage. Typically, current on the order of 10−1 A is passed through
the Hall element. This is known as the control current. Care must be taken
when using a Hall probe never to put the control current through the output.
Because the solder contacts for the voltage sensing are very small, the
control current can melt these solder joints. This may destroy or damage the
Hall probe.

Note small contact
for voltage sensing

Volt  meterCurrent

Source

Hall  probe

i

Figure 7.29 Hall-effect probe circuit

A wire carrying a current will have a closed magnetic field around it, as
depicted in Figures 7.30 and 7.31. If a Hall probe is placed perpendicular to
the magnetic flux lines around a current-carrying conductor, then the Hall
probe will have a voltage output proportional to that magnetic field and the
control current through the Hall probe. Since the magnetic field is directly
proportional to the current, I , the output of the Hall probe is directly
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Magnetic field around a
current-carrying cable

Compass

N

S

Current out of page

Figure 7.30

Flux line

Right hand
rule: thumb

indicates
current; fingers
the flux lines

I

I

Figure 7.31 Right-hand
rule

proportional to the current, I , and to the control current. We have a current
transducer.

Unfortunately, this method will provide adequate output only if the
current being measured, I , is of the order of 104 amperes. Also, the strength
of the magnetic field is proportional to the inverse of the distance from the
center of the conductor.

A practical current transducer (Figure 7.32) can be made
by using a magnetic field concentrator with a Hall probe placed
in a gap. Typically, a laminated iron core with very low magnetic
retention is utilized. This arrangement makes a simple but very effective
current transducer.

Unfortunately, a Hall probe is temperature-sensitive. Hence, the voltage
output of the current transducer as described will be dependent upon the

Concentrator

Voltmeter

Hall probe
placed in gap

Current
source

V

IC

I

Figure 7.32
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control current, IC , the current through the window, I , and the
temperature, T . To correct for this, a thermistor–resistor network
is used to maintain temperature influence to a minimum for the
operating range of the transducer. By careful selection of the
thermistor and resistor used, temperature influence in the range of −40◦C to
+65◦C can be mostly eliminated.

The measurement and correction of the power factor for the load are an
extremely important aspect of any engineering application in industry that requires
the use of substantial quantities of electric power. In particular, industrial plants,
construction sites, heavy machinery, and other heavy users of electric power must
be aware of the power factor their loads present to the electric utility company. As
was already observed, a low power factor results in greater current draw from the
electric utility, and in greater line losses. Thus, computations related to the power
factor of complex loads are of great practical utility to any practicing engineer. To
provide you with deeper insight into calculations related to power factor, a few
more advanced examples are given in the remainder of the section.

FOCUS ON
MEASUREMENTS

Power Factor
A capacitor is being used to correct the power factor to unity. The circuit is
shown in Figure 7.33. The capacitor value is varied, and measurements of
the total current are taken. Explain how it is possible to “zero in” on the
capacitance value necessary to bring the power factor to unity just by
monitoring the current ĨS .

+~– RL load

A

C

~
IS

V
~

S

~
IL

Figure 7.33

Solution:
The current through the load is

ĨL = ṼS∠0◦

R + jωL
= ṼS

R2 + ω2L2
(R − jωL)

= ṼSR

R2 + ω2L2
− j

ṼSωL

R2 + ω2L2

The current through the capacitor is

ĨC = ṼS∠0◦

1/jωC
= jṼSωC

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw07.htm
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The source current to be measured is

ĨS = ĨL + ĨC = ṼSR

R2 + ω2L2
+ j

(
ṼSωC − ṼSωL

R2 + ω2L2

)

The magnitude of the source current is

ĨS =

√√√√( ṼSR

R2 + ω2L2

)2

+
(
ṼSωC − ṼSωL

R2 + ω2L2

)2

We know that when the load is a pure resistance, the current and voltage
are in phase, the power factor is 1, and all the power delivered by the source
is dissipated by the load as real power. This corresponds to equating the
imaginary part of the expression for the source current to zero, or,
equivalently, to the following expression:

ṼSωL

R2 + ω2L2
= ṼSωC

in the expression for ĨS . Thus, the magnitude of the source current is
actually a minimum when the power factor is unity! It is therefore possible
to “ tune” a load to a unity pf by observingthe readout of the ammeter while
changing the value of capacitor and selecting the capacitor value that
corresponds to the lowest source current value.

EXAMPLE 7.10 Power Factor Correction

Problem

A capacitor is used to correct the power factor of the load of Figure 7.34. Determine the
reactive power when the capacitor is not in the circuit, and compute the required value of
capacitance for perfect pf correction.

+~–
100 kW
pf = 0.7

V
~

S

~
IC

~
IL

Figure 7.34

Solution

Known Quantities: Source voltage; load power and power factor.

Find:

1. Q when the capacitor is not in the circuit.

2. Value of capacitor required for power factor correction resulting in pf = 1.

Schematics, Diagrams, Circuits, and Given Data: ṼS = 480∠(0); P = 105 W;
pf = 0.7 lagging.

Assumptions: Use rms values for all phasor quantities in the problem.

Analysis:

1. With reference to the power triangle of Figure 7.11, we can compute the reactive
power of the load from knowledge of the real power and of the power factor, as
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shown below:

|S| = P

cos(θ)
= P

pf
= 105

0.7
= 1.429 × 105 VA

Since the power factor is lagging, we know that the reactive power is positive (see
Table 7.2), and we can calculate Q as shown below:

Q = |S| sin(θ) θ = arccos(pf ) = 0.795

Q = 1.429 × 105 × sin(0.795) = 102 kVAR

2. To compute the reactance needed for the power factor correction, we observe that we
need to contribute a negative reactive power equal to −102 kVAR. This requires a
negative reactance, and therefore a capacitor with QC = −102 kVAR. The reactance
of such a capacitor is given by the expression:

XC = |ṼL|2
QC

= (480)2

−102 × 105
= −2.258

and, since

C = − 1

ωXC

we have

C = − 1

ωXC

= − 1

377 × −2.258
= 1,175 µF.

Comments: Note that it is not necessary to know the load impedance to perform power
factor correction; it is sufficient to know the apparent power and the power factor.

Focus on Computer-Aided Tools: A file containing the computer-generated solution to
this problem may be found in the CD-ROM that accompanies this book.

EXAMPLE 7.11 Power Factor Correction

Problem

A second load is added to the circuit of Figure 7.34, as shown in Figure 7.35. Determine
the required value of capacitance for perfect pf correction after the second load is added.
Draw the phasor diagram showing the relationship between the two load currents and the
capacitor current.

+~–

IC

100 kW
pf = 0.7

50 kW
pf = 0.95

~
I1

~
I2

V
~

S

~
IS

~
IL

Figure 7.35

Solution

Known Quantities: Source voltage; load power and power factor.
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Find:

1. Power factor correction capacitor

2. Phasor diagram

Schematics, Diagrams, Circuits, and Given Data: ṼS = 480∠(0) V; P1 = 105 W;
pf1 = 0.7 lagging; P2 = 5 × 104 W; pf2 = 0.95 leading.

Assumptions: Use rms values for all phasor quantities in the problem.

Analysis:

1. We first compute the two load currents, using the relationships given in equations
7.28 and 7.29:

P = |ṼS ||Ĩ∗
1| cos(θ1);

|Ĩ∗
1| = P1

|ṼS | cos(θ1)
;

Ĩ1 = P1

|ṼS |pf1

∠
(
arccos(pf1)

) = 105

480 × 0.7
∠ (arccos(0.7))

= 298∠(0.795) A

and, similarly

Ĩ2 = P2

|ṼS |pf2

∠ − (
arccos(pf2)

) = 5 × 104

480 × 0.95
∠ − (arccos(0.95))

= 360∠(−0.318) A

where we have selected the positive value of arccos (pf1) because pf1 is lagging, and
the negative value of arccos (pf2) because pf2 is leading. Now we compute the
reactive power at each load:

|S1| = P

pf1

= P

cos(θ1)
= 105

0.7
= 1.429 × 105 VA

|S2| = P

pf2

= P

cos(θ2)
= 5 × 104

0.95
= 1.634 × 104 VA

and from these values we can calculate Q as shown below:

Q1 = |S1| sin(θ1) θ1 = arccos(pf1) = 0.795

Q1 = 1.429 × 105 × sin(0.795) = 102 kVAR

Q2 = |S2| sin(θ2) θ2 = − arccos(pf2) = −0.318

Q2 = 5.263 × 104 × sin(−0.318) = −16.43 kVAR

where, once again, θ1 is positive because pf1 is lagging, θ2 is negative because pf2 is
leading (see Table 7.2).

The total reactive power is therefore Q = Q1 + Q2 = 85.6 kVAR.
To compute the reactance needed for the power factor correction, we observe

that we need to contribute a negative reactive power equal to −85.6 kVAR. This
requires a negative reactance, and therefore a capacitor with QC = −85.6 kVAR.
The reactance of such a capacitor is given by the expression:

XC = |ṼS |2
QC

= (480)2

−85.6 × 105
= −2.692

and, since

C = − 1

ωXC
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we have

C = 1

ωXC

= − 1

377 × (−2.692)
= 985.3 µF

2. To draw the phasor diagram, we need only to compute the capacitor current, since we
have already computed the other two:

ZC = jXC = j2.692 �

ĨC = ṼS

ZC

= 178.3∠(1.571) A

The total current is ĨS = Ĩ1 + Ĩ2 + ĨC = 312.5∠0◦ A. The phasor diagram
corresponding to these three currents is shown in Figure 7.36.

Im

Re

~
IL

~
IC

~
I2

~
I1

~
IS

Figure 7.36

Focus on Computer-Aided Tools: A file containing the computer-generated solution to
this problem may be found in the CD-ROM that accompanies this book.

Check Your Understanding
7.6 Compute the power factor for the load of Example 7.6 with and without the induc-
tance in the circuit.

7.7 Show that one can also express the instantaneous power for an arbitrary complex
load Z = |Z|∠θ as

p(t) = Ĩ 2|Z| cos θ + Ĩ 2|Z| cos(2ωt + θ)

7.8 Determine the power factor for the load in the circuit of Figure 7.37, and state
whether it is leading or lagging for the following conditions:

a. vS(t) = 540 cos(ωt + 15◦) V i(t) = 2 cos(ωt + 47◦) A

b. vS(t) = 155 cos(ωt − 15◦) V i(t) = 2 cos(ωt − 22◦) A+~–
ZLV

~
S

~
I

Figure 7.37

7.9 Determine whether the load is capacitive or inductive for the circuit of Figure 7.37
if

a. pf = 0.87 (leading)

b. pf = 0.42 (leading)

c. vS(t) = 42 cos(ωt) i(t) = 4.2 sin(ωt)

d. vS(t) = 10.4 cos(ωt − 12◦) i(t) = 0.4 cos(ωt − 12◦)

7.10 Prove that the power factor is indeed 1 after the addition of the parallel capacitor
in Example 7.8.

7.11 Compute the magnitude of the current drawn from the source after the power
factor correction in the circuit of Example 7.8.

7.3 TRANSFORMERS

AC circuits are very commonly connected to each other by means of transformers.
A transformer is a device that couples two AC circuits magnetically rather than
through any direct conductive connection and permits a “ transformation” of the
voltage and current between one circuit and the other (for example, by matching
a high-voltage, low-current AC output to a circuit requiring a low-voltage, high-
current source). Transformers play a major role in electric power engineering and
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are a necessary part of the electric power distribution network. The objective of this
section is to introduce the ideal transformer and the concepts of impedance reflec-
tion and impedance matching. The physical operations of practical transformers,
and more advanced models, will be discussed in Chapter 16.

The Ideal Transformer

The ideal transformer consists of two coils that are coupled to each other by some
magnetic medium. There is no electrical connection between the coils. The coil
on the input side is termed the primary, and that on the output side the secondary.
The primary coil is wound so that it has n1 turns, while the secondary has n2 turns.
We define the turns ratio N as

N = n2

n1
(7.32)

Figure 7.38 illustrates the convention by which voltages and currents are usually
assigned at a transformer. The dots in Figure 7.38 are related to the polarity of the
coil voltage: coil terminals marked with a dot have the same polarity.

n1:n2
or

1:N

Primary Secondary

+ +

_ _
V
~

1 V
~

2

~
I1

~
I2

Figure 7.38 Ideal
transformer

Since an ideal inductor acts as a short circuit in the presence of DC currents,
transformers do not perform any useful function when the primary voltage is DC.
However, when a time-varying current flows in the primary winding, a correspond-
ing time-varying voltage is generated in the secondary because of the magnetic
coupling between the two coils. This behavior is due to Faraday’s law, as will be
explained in Chapter 16. The relationship between primary and secondary current
in an ideal transformer is very simply stated as follows:

Ṽ2 = NṼ1

Ĩ2 = Ĩ1

N

(7.33)

An ideal transformer multiplies a sinusoidal input voltage by a factor of N
and divides a sinusoidal input current by a factor of N .

If N is greater than 1, the output voltage is greater than the input voltage and
the transformer is called a step-up transformer. If N is less than 1, then the
transformer is called a step-down transformer, since Ṽ2 is now smaller than Ṽ1.
An ideal transformer can be used in either direction (i.e., either of its coils may be
viewed as the input side or primary). Finally, a transformer with N = 1 is called
an isolation transformer and may perform a very useful function if one needs
to electrically isolate two circuits from each other; note that any DC currents
at the primary will not appear at the secondary coil. An important property of
ideal transformers is conservation of power; one can easily verify that an ideal
transformer conserves power, since

S1 = Ĩ∗
1Ṽ1 = N Ĩ∗

2
Ṽ2

N
= Ĩ∗

2Ṽ2 = S2 (7.34)

That is, the power on the primary side equals that on the secondary.
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In many practical circuits, the secondary is tapped at two different points,
giving rise to two separate output circuits, as shown in Figure 7.39. The most
common configuration is the center-tapped transformer, which splits the sec-
ondary voltage into two equal voltages. The most common occurrence of this
type of transformer is found at the entry of a power line into a household, where a
high-voltage primary (see Figure 7.64) is transformed to 240 V, and split into two
120-V lines. Thus, Ṽ2 and Ṽ3 in Figure 7.39 are both 120-V lines, and a 240-V
line (Ṽ2 + Ṽ3) is also available.

n1

n2

n3

+

_

_

+

_

+

n2

n1

n3

n1

V
~

1

V
~

1

V
~

1

V
~

2

V
~

3

V
~

2 =

V
~

3 =

~
I1

Figure 7.39 Center-tapped
transformer

EXAMPLE 7.12 Ideal Transformer Turns Ratio

Problem

We require a transformer to deliver 500 mA at 24 V from a 120-V rms line source. How
many turns are required in the secondary? What is the primary current?

Solution

Known Quantities: Primary and secondary voltages; secondary current. Number of
turns in the primary coil.

Find: n2 and Ĩ1.

Schematics, Diagrams, Circuits, and Given Data: Ṽ1 = 120 V; Ṽ2 = 24 V; Ĩ2 =
500 mA; n1 = 3,000 turns.

Assumptions: Use rms values for all phasor quantities in the problem.

Analysis: Using equation 7.33 we compute the number of turns in the secondary coil as
follows:

Ṽ1

n1
= Ṽ2

n2
n2 = n1

Ṽ2

Ṽ1

= 3,000 × 24

120
= 600 turns

Knowing the number of turns, we can now compute the primary current, also from
equation 7.33:

n1Ĩ1 = n2Ĩ2 Ĩ1 = n2

n1
Ĩ2 = 600

3,000
× 500 = 100 mA

Comments: Note that since the transformer does not affect the phase of the voltages and
currents, we could solve the problem using simply the rms amplitudes.

EXAMPLE 7.13 Center-Tapped Transformer

Problem

A center-tapped power transformer has a primary voltage of 4,800 V and two 120-V
secondaries (see Figure 7.39). Three loads (all resistive, i.e., with unity power factor) are
connected to the transformer. The first load, R1, is connected across the 240-V line (the
two outside taps in Figure 7.39). The second and third loads, R2 and R3, are connected
across each of the 120-V lines. Compute the current in the primary if the power absorbed
by the three loads is known.
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Solution

Known Quantities: Primary and secondary voltages; load power ratings.

Find: Ĩprimary

Schematics, Diagrams, Circuits, and Given Data: Ṽ1 = 4,800 V; Ṽ2 = 120 V;
Ṽ3 = 120 V. P1 = 5,000 W; P2 = 1,000 W; P3 = 1,500 W.

Assumptions: Use rms values for all phasor quantities in the problem.

Analysis: Since we have no information about the number of windings, nor about the
secondary current, we cannot solve this problem using equation 7.33. An alternative
approach is to apply conservation of power (equation 7.34). Since the loads all have unity
power factor, the voltages and currents will all be in phase, and we can use the rms
amplitudes in our calculations:∣∣Sprimary

∣∣ = ∣∣Ssecondary

∣∣
or

Ṽprimary × Ĩprimary = Psecondary = P1 + P2 + P3.

Thus,

4,800 × Ĩprimary = 5,000 + 1,000 + 1,500 = 7,500 W

Ĩprimary = 7,500 W

4,800 A
= 1.5625 A

Impedance Reflection and Power Transfer

As stated in the preceding paragraphs, transformers are commonly used to couple
one AC circuit to another. A very common and rather general situation is that de-
picted in Figure 7.40, where an AC source, represented by its Thévenin equivalent,
is connected to an equivalent load impedance by means of a transformer. 1:N

+
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+

_

N
I2 = = N 

+
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~

2 = V
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~
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~
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Figure 7.40 Operation
of an ideal transformer

It should be apparent that expressing the circuit in phasor form does not
alter the basic properties of the ideal transformer, as illustrated in the following
equation:

Ṽ1 = Ṽ2

N
Ĩ1 = N Ĩ2

Ṽ2 = NṼ1 Ĩ2 = Ĩ1

N

(7.35)

These expressions are very useful in determining the equivalent impedance seen
by the source and by the load, on opposite sides of the transformer. At the primary
connection, the equivalent impedance seen by the source must equal the ratio of
Ṽ1 to Ĩ1:

Z′ = Ṽ1

Ĩ1

(7.36)

which can be written as:

Z′ = Ṽ2/N

N Ĩ2

= 1

N2

Ṽ2

Ĩ2

(7.37)
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But the ratio Ṽ2/Ĩ2 is by definition the load impedance, ZL. Thus,

Z′ = 1

N2
ZL (7.38)

That is, the AC source “sees” the load impedance reduced by a factor of 1/N2.
The load impedance also sees an equivalent source. The open-circuit voltage

is given by the expression

ṼOC = NṼ1 = NṼS (7.39)

since there is no voltage drop across the source impedance in the circuit of Figure
7.40. The short-circuit current is given by the expression

ĨSC = ṼS

ZS

1

N
(7.40)

and the load sees a Thévenin impedance equal to

Z′′ = ṼOC

ĨSC

= NṼS

ṼS

ZS

1

N

= N2ZS (7.41)

Thus the load sees the source impedance multiplied by a factor of N2. Figure 7.41
illustrates this impedance reflection across a transformer. It is very important to
note that an ideal transformer changes the magnitude of the load impedance seen
by the source by a factor of 1/N2. This property naturally leads to the discussion
of power transfer, which we consider next.

ZS

ZL

Z ′

1:N
ZS

ZL

Z ′′

1:N

ZS

ZL

Reflected load
impedance circuit

Z ′ =
ZL

N2

Reflected source
impedance circuit

N2ZS = Z ′′

+
_~

+
_~

+
_~

+
_~

V
~

S V
~

S

V
~

S NV
~

S

Figure 7.41 Impedance reflection across a transformer

Recall that in DC circuits, given a fixed equivalent source, maximum power
is transferred to a resistive load when the latter is equal to the internal resistance
of the source; achieving an analogous maximum power transfer condition in an
AC circuit is referred to as impedance matching. Consider the general form of
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an AC circuit, shown in Figure 7.42, and assume that the source impedance, ZS ,
is given by

ZS = RS + jXS (7.42)

The problem of interest is often that of selecting the load resistance and reactance
that will maximize the real (average) power absorbed by the load. Note that the
requirement is to maximize the real power absorbed by the load. Thus, the problem
can be restated by expressing the real load power in terms of the impedance of the
source and load. The real power absorbed by the load is

PL = ṼLĨL cos θ = Re (ṼLĨ∗
L) (7.43)

where

ṼL = ZL

ZS + ZL

ṼS (7.44)

and

Ĩ∗
L =

(
ṼS

ZS + ZL

)∗
= Ṽ∗

S

(ZS + ZL)∗
(7.45)

Thus, the complex load power is given by

SL = ṼLĨ∗
L = ZLṼS

ZS + ZL

× Ṽ∗
S

(ZS + ZL)∗
= Ṽ2

S

|ZS + ZL|2 ZL (7.46)

and the average (real) power by

PL = Re (ṼLĨ∗
L) = Re

(
Ṽ2

S

|ZS + ZL|2
)

Re (ZL)

= Ṽ 2
S

(RS + RL)2 + (XS + XL)2
Re (ZL)

= Ṽ 2
S RL

(RS + RL)2 + (XS + XL)2

(7.47)

The expression forPL is maximized by selecting appropriate values ofRL andXL;
it can be shown that the average power is greatest when RL = RS and XL = −XS ,
that is, when the load impedance is equal to the complex conjugate of the source
impedance, as shown in the following equation:

ZL = Z∗
S i.e., RL = RS XL = −XS (7.48)

ZS

ZL

+

_

VS ∠ u 

+
_~
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LV
~

S ~
I1

Figure 7.42 The maximum
power transfer problem in AC
circuits

When the load impedance is equal to the complex conjugate of the source
impedance, the load and source impedances are matched and maximum
power is transferred to the load.

ZS

ZL

1: N

ZS

ZL

N2
+
_~

+
_~

Source Transformer Load

Equivalent circuit referred
to transformer primary

V
~

S

V
~

S

Figure 7.43 Maximum
power transfer in an AC circuit
with a transformer

In many cases, it may not be possible to select a matched load impedance,
because of physical limitations in the selection of appropriate components. In these
situations, it is possible to use the impedance reflection properties of a transformer
to maximize the transfer of AC power to the load. The circuit of Figure 7.43



314 Chapter 7 AC Power

illustrates how the reflected load impedance, as seen by the source, is equal to
ZL/N

2, so that maximum power transfer occurs when

ZL

N2
= Z∗

S

RL = N2RS

XL = −N2XS

(7.49)

EXAMPLE 7.14 Maximum Power Transfer Through
a Transformer

Problem

Find the transformer turns ratio and load reactance that results in maximum power transfer
in the circuit of Figure 7.44.

RS

LS

S

RL

1: N

XLV
~

S

Figure 7.44

Solution

Known Quantities: Source voltage, frequency and impedance; load resistance.

Find: Transformer turns ratio and load reactance.

Schematics, Diagrams, Circuits, and Given Data: ṼS = 240∠(0) V; RS = 10 �;
LS = 0.1 H; RL = 400 �; ω = 377 rad/s.

Assumptions: Use rms values for all phasor quantities in the problem.

Analysis: For maximum power transfer, we require that RL = N 2RS (equation 7.48).
Thus,

N 2 = RL

RS

= 400

10
= 40 N =

√
40 = 6.325

Further, to cancel the reactive power we require that XL = −N 2XS , i.e.,

XS = ω × 0.1 = 37.7

and

XL = −40 × 37.7 = −1,508

Thus, the load reactance should be a capacitor with value

C = − 1

XLω
= − 1

(−1,508) × 377
= 1.76 µF

Check Your Understanding
7.12 If the transformer shown in Figure 7.45 is ideal, find the turns ratio, N , that will
ensure maximum power transfer to the load. Assume that ZS = 1,800 � and ZL = 8 �.

7.13 If the circuit of Exercise 7.12 has ZL = (2 + j10) � and the turns ratio of the
transformer is N = 5.4, what should ZS be in order to have maximum power transfer?
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Figure 7.45

7.4 THREE-PHASE POWER

The material presented so far in this chapter has dealt exclusively with single-
phase AC power, that is, with single sinusoidal sources. In fact, most of the AC
power used today is generated and distributed as three-phase power, by means of
an arrangement in which three sinusoidal voltages are generated out of phase with
each other. The primary reason is efficiency: The weight of the conductors and
other components in a three-phase system is much lower than in a single-phase
system delivering the same amount of power. Further, while the power produced
by a single-phase system has a pulsating nature (recall the results of Section 7.1),
a three-phase system can deliver a steady, constant supply of power. For exam-
ple, later in this section it will be shown that a three-phase generator producing
three balanced voltages—that is, voltages of equal amplitude and frequency dis-
placed in phase by 120◦—has the property of delivering constant instantaneous
power.

Another important advantage of three-phase power is that, as will be ex-
plained in Chapter 17, three-phase motors have a nonzero starting torque, unlike
their single-phase counterpart. The change to three-phase AC power systems from
the early DC system proposed by Edison was therefore due to a number of rea-
sons: the efficiency resulting from transforming voltages up and down to minimize
transmission losses over long distances; the ability to deliver constant power (an
ability not shared by single- and two-phase AC systems); a more efficient use of
conductors; and the ability to provide starting torque for industrial motors.

To begin the discussion of three-phase power, consider a three-phase source
connected in the wye (or Y) configuration, as shown in Figure 7.46. Each of the
three voltages is 120◦ out of phase with the others, so that, using phasor notation,

+
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_ _

~+
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c′b′

ZcZb

n

c b

V
~

an

V
~

bnV
~

cn

~
Ib

~
Ic

~
Ia

Figure 7.46 Balanced three-phase AC circuit
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we may write:

Ṽan = Ṽan∠0◦

Ṽbn = Ṽbn∠−120◦

Ṽcn = Ṽcn∠−240◦ = Ṽcn∠120◦
(7.50)

where the quantities Ṽan, Ṽbn, and Ṽcn are rms values and are equal to each other.
To simplify the notation, it will be assumed from here on that

Ṽan = Ṽbn = Ṽcn = Ṽ (7.51)

Chapter 17 will discuss how three-phase AC electric generators may be constructed
to provide such balanced voltages. In the circuit of Figure 7.46, the resistive loads
are also wye-connected and balanced (i.e., equal). The three AC sources are all
connected together at a node called the neutral node, denoted by n. The voltages
Ṽan, Ṽbn, and Ṽcn are called the phase voltages and form a balanced set in the
sense that

Ṽan + Ṽbn + Ṽcn = 0 (7.52)

This last statement is easily verified by sketching the phasor diagram. The sequence
of phasor voltages shown in Figure 7.47 is usually referred to as the positive (or
abc) sequence.

Im

Re
V
~

an

V
~

bn

V
~

cn

Figure 7.47 Positive, or
abc, sequence for balanced
three-phase voltages

Consider now the “ lines” connecting each source to the load and observe
that it is possible to also define line voltages (also called line-to-line voltages) by
considering the voltages between the lines aa′ and bb′, aa′ and cc′, and bb′ and
cc′. Since the line voltage, say, between aa′ and bb′ is given by

Ṽab = Ṽan + Ṽnb = Ṽan − Ṽbn (7.53)

the line voltages may be computed relative to the phase voltages as follows:

Ṽab = Ṽ∠0◦ − Ṽ∠−120◦ =
√

3Ṽ∠30◦

Ṽbc = Ṽ∠−120◦ − Ṽ∠120◦ =
√

3Ṽ∠−90◦

Ṽca = Ṽ∠120◦ − Ṽ∠0◦ =
√

3Ṽ∠150◦

(7.54)

It can be seen, then, that the magnitude of the line voltages is equal to
√

3 times
the magnitude of the phase voltages. It is instructive, at least once, to point out
that the circuit of Figure 7.46 can be redrawn to have the appearance of the circuit
of Figure 7.48.+_
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Figure 7.48 Balanced
three-phase AC circuit (redrawn)

One of the important features of a balanced three-phase system is that it does
not require a fourth wire (the neutral connection), since the current Ĩn is identically
zero (for balanced load Za = Zb = Zc = Z). This can be shown by applying
KCL at the neutral node n:

Ĩn = (Ĩa + Ĩb + Ĩc)

= 1

Z
(Ṽan + Ṽbn + Ṽcn)

= 0

(7.55)
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Another, more important characteristic of a balanced three-phase power
system may be illustrated by simplifying the circuits of Figures 7.46 and 7.48
by replacing the balanced load impedances with three equal resistances, R. With
this simplified configuration, one can show that the total power delivered to the
balanced load by the three-phase generator is constant. This is an extremely
important result, for a very practical reason: delivering power in a smooth fashion
(as opposed to the pulsating nature of single-phase power) reduces the wear and
stress on the generating equipment. Although we have not yet discussed the
nature of the machines used to generate power, a useful analogy here is that of a
single-cylinder engine versus a perfectly balanced V-8 engine. To show that the
total power delivered by the three sources to a balanced resistive load is constant,
consider the instantaneous power delivered by each source:

pa(t) = Ṽ 2

R
(1 + cos 2ωt)

pb(t) = Ṽ 2

R
[1 + cos(2ωt − 120◦)]

pc(t) = Ṽ 2

R
[1 + cos(2ωt + 120◦)]

(7.56)

The total instantaneous load power is then given by the sum of the three contribu-
tions:

p(t) = pa(t) + pb(t) + pc(t)

= 3Ṽ 2

R
+ Ṽ 2

R
[cos 2ωt + cos(2ωt − 120◦)

+ cos(2ωt + 120◦)]

= 3Ṽ 2

R
= a constant!

(7.57)

You may wish to verify that the sum of the trigonometric terms inside the brackets
is identically zero.

It is also possible to connect the three AC sources in a three-phase system
in a so-called delta (or ∆) connection, although in practice this configuration is
rarely used. Figure 7.49 depicts a set of three delta-connected generators.
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Figure 7.49 Delta-connected
generators

EXAMPLE 7.15 Per-Phase Solution of Balanced Wye-Wye
Circuit

Problem

Compute the power delivered to the load by the three-phase generator in the circuit shown
in Figure 7.50.
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~

a Rline

b

c

a′

b′

c′

n′Rline

Rline

Rneutral

Zy

Zy

Zy

+_

+_

+_

n

V
~

an

V
~

bn

V
~

cb

Figure 7.50

Solution

Known Quantities: Source voltage, line resistance, load impedance.

Find: Power delivered to the load, PL.
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Schematics, Diagrams, Circuits, and Given Data: Ṽan = 480∠(0) V;
Ṽbn = 480∠(−2π/3) V; Ṽcn = 480∠(2π/3) V; Zy = 2 + j4 = 4.47∠(1.107) �;
Rline = 2 �; Rneutral = 10 �.

Assumptions: Use rms values for all phasor quantities in the problem.

Analysis: Since the circuit is balanced, we can use per-phase analysis, and the current
through the neutral line is zero, i.e., Ṽn−n′ = 0. The resulting per-phase circuit is shown in
Figure 7.51. Using phase a for the calculations, we look for the quantity

Pa = |Ĩ|2RL

where

|Ĩ| =
∣∣∣∣∣ Ṽa

Zy + Rline

∣∣∣∣∣ =
∣∣∣∣ 480∠0

2 + j4 + 2

∣∣∣∣ =
∣∣∣∣∣ 480∠0

5.66∠
(
π

4

)
∣∣∣∣∣ = 84.85 A

and Pa = (84.85)2 × 2 = 14.4 kW. Since the circuit is balanced, the results for phases b
and c are identical, and we have:

PL = 3Pa = 43.2 kW

+
_~

a a′Rline

n n′

ZyV
~

S

Figure 7.51 One phase of
the three-phase circuit

Comments: Note that, since the circuit is balanced, there is zero voltage across neutrals.
This fact is shown explicitly in Figure 7.51, where n and n′ are connected to each other
directly. Per-phase analysis for balanced circuits turn three-phase power calculations into
a very simple exercise.

Balanced Wye Loads

In the previous section we performed some power computations for a purely re-
sistive balanced wye load. We shall now generalize those results for an arbitrary
balanced complex load. Consider again the circuit of Figure 7.46, where now the
balanced load consists of the three complex impedances

Za = Zb = Zc = Zy = |Zy |∠θ (7.58)

From the diagram of Figure 7.46, it can be verified that each impedance sees the
corresponding phase voltage across itself; thus, since the currents Ĩa , Ĩb, and Ĩc
have the same rms value, Ĩ , the phase angles of the currents will differ by ±120◦.
It is therefore possible to compute the power for each phase by considering the
phase voltage (equal to the load voltage) for each impedance, and the associated
line current. Let us denote the complex power for each phase by S:

S = Ṽ · Ĩ∗ (7.59)

so that

S = P + jQ

= Ṽ Ĩ cos θ + jṼ Ĩ sin θ
(7.60)

where Ṽ and Ĩ denote, once again, the rms values of each phase voltage and line
current. Consequently, the total real power delivered to the balanced wye load
is 3P , and the total reactive power is 3Q. Thus, the total complex power, ST , is
given by

ST = PT + jQT = 3P + j3Q

=
√
(3P)2 + (3Q)2∠θ

(7.61)
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and the apparent power is

|ST | = 3
√
(V I)2 cos2 θ + (V I)2 sin2 θ

= 3V I

and the total real and reactive power may be expressed in terms of the apparent
power:

PT = |ST | cos θ

QT = |ST | sin θ
(7.62)

Balanced Delta Loads

In addition to a wye connection, it is also possible to connect a balanced load in
the delta configuration. A wye-connected generator and a delta-connected load
are shown in Figure 7.52.
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Figure 7.52 Balanced wye generators with balanced delta load

It should be noted immediately that now the corresponding line voltage (not
phase voltage) appears across each impedance. For example, the voltage across
Zc′a′ is Ṽca . Thus, the three load currents are given by the following expressions:

Ĩab = Ṽab

Z*

=
√

3V∠(π/6)

|Z*|∠θ

Ĩbc = Ṽbc

Z*

=
√

3V∠(−π/4)

|Z*|∠θ

Ĩca = Ṽca

Z*

=
√

3V∠(5π/6)

|Z*|∠θ

(7.63)

To understand the relationship between delta-connected and wye-connected
loads, it is reasonable to ask the question, For what value of Z* would a delta-
connected load draw the same amount of current as a wye-connected load with
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impedance Zy for a given source voltage? This is equivalent to asking what value
of Z* would make the line currents the same in both circuits (compare Figure 7.48
with Figure 7.52).

The line current drawn, say, in phase a by a wye-connected load is

(Ĩan)y = Ṽan

Z
= Ṽ

|Zy |∠−θ (7.64)

while that drawn by the delta-connected load is

(Ĩa)* = Ĩab − Ĩca

= Ṽab

Z*

− Ṽca

Z*

= 1

Z*

(Ṽan − Ṽbn − Ṽcn + Ṽan)

= 1

Z*

(2Ṽan − Ṽbn − Ṽcn)

= 3Ṽan

Z*

= 3Ṽ
|Z*|∠−θ

(7.65)

One can readily verify that the two currents (Ĩa)* and (Ĩa)y will be equal if
the magnitude of the delta-connected impedance is 3 times larger than Zy :

Z* = 3Zy (7.66)

This result also implies that a delta load will necessarily draw 3 times as much
current (and therefore absorb 3 times as much power) as a wye load with the same
branch impedance.

EXAMPLE 7.16 Parallel Wye-Delta Load Circuit

Problem

Compute the power delivered to the wye-delta load by the three-phase generator in the
circuit shown in Figure 7.53.
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c′
Z∆ Z∆
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V
~

b

V
~

c

Figure 7.53 AC circuit with delta and wye loads
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Solution

Known Quantities: Source voltage, line resistance, load impedance.

Find: Power delivered to the load, PL.

Schematics, Diagrams, Circuits, and Given Data: Ṽan = 480∠(0) V;
Ṽbn = 480∠(−2π/3) V; Ṽcn = 480∠(2π/3) V; Zy = 2 + j4 = 4.47∠(1.107) �;
Z* = 5 − j2 = 5.4∠(−0.381) �; Rline = 2 �; Rneutral = 10 �.

Assumptions: Use rms values for all phasor quantities in the problem.

Analysis: We first convert the balanced delta load to an equivalent wye load, according
to equation 7.66. Figure 7.54 illustrates the effect of this conversion.

Z*−y = Z*

3
= 1.667 − j0.667 = 1.8∠(−0.381) �.

Since the circuit is balanced, we can use per-phase analysis, and the current through the
neutral line is zero, i.e., Ṽn−n′ = 0. The resulting per-phase circuit is shown in Figure
7.55. Using phase a for the calculations, we look for the quantity

Pa = |Ĩ|2RL

where

ZL = Zy‖Z*−y = Zy × Z*−y

Zy + Z*−y

= 1.62 − j0.018 = 1.62∠(−0.011) �

and the load current is given by:

|Ĩ| =
∣∣∣∣∣ Ṽa

ZL + Rline

∣∣∣∣∣ =
∣∣∣∣ 480∠0

1.62 + j0.018 + 2

∣∣∣∣ = 132.6 A

and Pa = (132.6)2 × Re(ZL) = 28.5 kW. Since the circuit is balanced, the results for
phase b and c are identical, and we have:

PL = 3Pa = 85.5 kW
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Figure 7.54 Conversion of delta load to equivalent wye load
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Figure 7.55 Per-phase
circuit

Comments: Note that per-phase analysis for balanced circuits turns three-phase power
calculations into a very simple exercise.
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Focus on Computer-Aided Tools: A computer-generated solution of this example may
be found in the accompanying CD-ROM.

Check Your Understanding
7.14 Find the power lost in the lines in the circuit of Example 7.15.

7.15 Draw the phasor diagram and power triangle for a single phase and compute the
power delivered to the balanced load of Example 7.15 if the lines have zero resistance and
ZL = 1 + j3 �.

7.16 Show that the voltage across each branch of the balanced wye load in Exercise
7.15 is equal to the corresponding phase voltage (e.g., the voltage across Za is Ṽa).

7.17 Prove that the sum of the instantaneous powers absorbed by the three branches in
a balanced wye-connected load is constant and equal to 3Ṽ Ĩ cos θ .

7.18 Derive an expression for the rms line current of a delta load in terms of the rms
line current for a wye load with the same branch impedances (i.e., Zy = Z*) and same
source voltage. Assume ZS = 0.

7.19 The equivalent wye load of Example 7.16 is connected in a delta configuration.
Compute the line currents.

7.5 RESIDENTIAL WIRING; GROUNDING
AND SAFETY

Common residential electric power service consists of a three-wire AC system
supplied by the local power company. The three wires originate from a utility
pole and consist of a neutral wire, which is connected to earth ground, and two
“hot” wires. Each of the hot lines supplies 120 V rms to the residential circuits;
the two lines are 180◦ out of phase, for reasons that will become apparent during
the course of this discussion. The phasor line voltages, shown in Figure 7.56, are
usually referred to by means of a subscript convention derived from the color of
the insulation on the different wires: W for white (neutral), B for black (hot), and
R for red (hot). This convention is adhered to uniformly.
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~
R = –V

~
B

~

~V
~

B

V
~

R

Figure 7.56 Line voltage
convention for residential
circuits

The voltages across the hot lines are given by:

ṼB − ṼR = ṼBR = ṼB − (−ṼB) = 2ṼB = 240∠0◦ (7.67)

Thus, the voltage between the hot wires is actually 240 V rms. Appliances such
as electric stoves, air conditioners, and heaters are powered by the 240-V rms
arrangement. On the other hand, lighting and all of the electric outlets in the house
used for small appliances are powered by a single 120-V rms line.

The use of 240-V rms service for appliances that require a substantial amount
of power to operate is dictated by power transfer considerations. Consider the two
circuits shown in Figure 7.57. In delivering the necessary power to a load, a lower
line loss will be incurred with the 240-V rms wiring, since the power loss in the
lines (the I 2R loss, as it is commonly referred to) is directly related to the current
required by the load. In an effort to minimize line losses, the size of the wires is
increased for the lower-voltage case. This typically reduces the wire resistance by
a factor of 2. In the top circuit, assuming RS/2 = 0.01 �, the current required
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by the 10-kW load is approximately 83.3 A, while in the bottom circuit, with
RS = 0.02 �, it is approximately half as much (41.7 A). (You should be able to
verify that the approximate I 2R losses are 69.4 W in the top circuit and 34.7 W
in the bottom circuit.) Limiting the I 2R losses is important from the viewpoint of
efficiency, besides reducing the amount of heat generated in the wiring for safety
considerations. Figure 7.58 shows some typical wiring configurations for a home.
Note that several circuits are wired and fused separately.
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_~

+
_~

120 V

240 V
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R′L

PL = 10 kW

P′L = 10 kW

~
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~
I′L

Figure 7.57 Line losses in
120-VAC and 240-VAC circuits
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Figure 7.58 A typical residential wiring arrangement

Today, most homes have three wire connections to their outlets. The outlets
appear as sketched in Figure 7.59. Then why are both the ground and neutral
connections needed in an outlet? The answer to this question is safety: the ground
connection is used to connect the chassis of the appliance to earth ground. Without
this provision, the appliance chassis could be at any potential with respect to
ground, possibly even at the hot wire’s potential if a segment of the hot wire
were to lose some insulation and come in contact with the inside of the chassis!
Poorly grounded appliances can thus be a significant hazard. Figure 7.60 illustrates
schematically how, even though the chassis is intended to be insulated from the
electric circuit, an unintended connection (represented by the dashed line) may
occur, for example, because of corrosion or a loose mechanical connection. A
path to ground might be provided by the body of a person touching the chassis
with a hand. In the figure, such an undesired ground loop current is indicated by
IG. In this case, the ground current IG would flow directly through the body to
ground and could be harmful.

Neutral
(White
wire)

Hot
(Black
wire)

Ground (Green or bare wire)

Figure 7.59 A three-wire
outlet
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Figure 7.60 Unintended connection

In some cases the danger posed by such undesired ground loops can be great,
leading to death by electric shock. Figure 7.61 describes the effects of electric
currents on an average male when the point of contact is dry skin. Particularly
hazardous conditions are liable to occur whenever the natural resistance to current
flow provided by the skin breaks down, as would happen in the presence of water.
The ground fault circuit interrupter, labeled GFCI in Figure 7.58, is a special
safety circuit used primarily with outdoor circuits and in bathrooms, where the
risk of death by electric shock is greatest. Its application is best described by an
example.
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Figure 7.61 Physiological
effects of electric currents

Consider the case of an outdoor pool surrounded by a metal fence, which
uses an existing light pole for a post, as shown in Figure 7.62. The light pole and the
metal fence can be considered as forming a chassis. If the fence were not properly
grounded all the way around the pool and if the light fixture were poorly insulated
from the pole, a path to ground could easily be created by an unaware swimmer
reaching, say, for the metal gate. A GFCI provides protection from potentially
lethal ground loops, such as this one, by sensing both the hot-wire (B) and the
neutral (W) currents. If the difference between the hot-wire current, IB , and the
neutral current, IW , is more than a few milliamperes, then the GFCI disconnects
the circuit nearly instantaneously. Any significant difference between the hot
and neutral (return-path) currents means that a second path to ground has been
created (by the unfortunate swimmer, in this example) and a potentially dangerous
condition has arisen. Figure 7.63 illustrates the idea. GFCIs are typically resettable
circuit breakers, so that one does not need to replace a fuse every time the GFCI
circuit is enabled.
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Figure 7.62 Outdoor pool

B

120 V

+

_ W

G

GFCI

Figure 7.63 Use of a GFCI in a potentially hazardous setting

Check Your Understanding
7.20 Use the circuit of Figure 7.57 to show that the I 2R losses will be higher for a
120-V service appliance than a 240-V service appliance if both have the same power usage
rating.

7.6 GENERATION AND DISTRIBUTION
OF AC POWER

We now conclude the discussion of power systems with a brief description of the
various elements of a power system. Electric power originates from a variety of
sources; in Chapter 17, electric generators will be introduced as a means of pro-
ducing electric power from a variety of energy-conversion processes. In general,
electric power may be obtained from hydroelectric, thermoelectric, geothermal,
wind, solar, and nuclear sources. The choice of a given source is typically dic-
tated by the power requirement for the given application, and by economic and
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environmental factors. In this section, the structure of an AC power network, from
the power-generating station to the residential circuits discussed in the previous
section, is briefly outlined.

A typical generator will produce electric power at 18 kV, as shown in the
diagram of Figure 7.64. To minimize losses along the conductors, the output of
the generators is processed through a step-up transformer to achieve line voltages
of hundreds of kilovolts (345 kV, in Figure 7.64). Without this transformation, the
majority of the power generated would be lost in the transmission lines that carry
the electric current from the power station.

3 φ step-down
transformer

3 φ step-down
transformer

3 φ step-down
transformer to
industrial or
commercial

customer

3 φ step-down
transformer
(sub-station)

18 kV

Generator

Generating plant

345 kV

46 kV

140 kV

4,800 V

Center-tap
transformer

120/240 Volt
Three-wire service

4,800 V

Figure 7.64 Structure of an AC power distribution network

The local electric company operates a power-generating plant that is capable
of supplying several hundred megavolt-amperes (MVA) on a three-phase basis.
For this reason, the power company uses a three-phase step-up transformer at the
generation plant to increase the line voltage to around 345 kV. One can immediately
see that at the rated power of the generator (in MVA) there will be a significant
reduction of current beyond the step-up transformer.

Beyond the generation plant, an electric power network distributes energy to
several substations. This network is usually referred to as the power grid. At the
substations, the voltage is stepped down to a lower level (10 to 150 kV, typically).
Some very large loads (for example, an industrial plant) may be served directly
from the power grid, although most loads are supplied by individual substations in
the power grid. At the local substations (one of which you may have seen in your
own neighborhood), the voltage is stepped down further by a three-phase step-down
transformer to 4,800 V. These substations distribute the energy to residential and
industrial customers. To further reduce the line voltage to levels that are safe for
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residential use, step-down transformers are mounted on utility poles. These drop
the voltage to the 120/240-V three-wire single-phase residential service discussed
in the previous section. Industrial and commercial customers receive 460- and/or
208-V three-phase service.

CONCLUSION

This chapter introduced the essential elements leading to the analysis of AC power systems.
Single-phase AC power, ideal transformers, and three-phase power were discussed. A brief
review of residential circuit wiring and safety, and a description of an electric distribution
network, were also given to underscore the importance of these concepts in electric power.

• The power dissipated by a load in an AC circuit consists of the sum of an average
and a fluctuating component. In practice, the average power is the quantity of
interest.

• AC power can best be analyzed with the aid of complex notation. Complex power
is defined as the product of the phasor load voltage and the complex conjugate of
the phasor load current. Complex power consists of the sum of a real component
(the average, or real, power) and an imaginary component (reactive power). Real
power corresponds to the electric power for which a user is billed by a utility
company; reactive power corresponds to energy storage and cannot be directly
used.

• Although reactive power is of no practical use, it does cause an undesirable
increase in the current that must be generated by the electric company, resulting in
additional line losses. Thus, it is customary to try to reduce reactive power. A
measure of the presence of reactive power at a load is the power factor, equal to
the cosine of the angle of the load impedance. By adding a suitable reactance to
the load, it is possible to attain power factors close to ideal (unity). This
procedure is called power factor correction.

• Electric power is most commonly generated in three-phase form, for reasons of
efficiency. Three-phase power entails the generation of three 120◦ out-of-phase
AC voltages of equal amplitude, so that the instantaneous power is actually
constant. Three-phase sources and loads can be configured in either wye or delta
configurations; of these, the wye form is more common. The calculation of
currents, voltages, and power in three-phase circuits is greatly simplified if one
uses per-phase calculations.

CHECK YOUR UNDERSTANDING ANSWERS

CYU 7.2 Z = 4.8e−j33.5◦
�; Pav = 2,103.4 W

CYU 7.3 See Example 7.2.

CYU 7.4 101.46 W

CYU 7.5 pf = cos 89.36◦ = 0.0105

CYU 7.6 0.514 lagging, 1

CYU 7.8 (a) 0.848, leading; (b) 0.9925, lagging

CYU 7.9 (a) capacitive; (b) capacitive; (c) inductive; (d) neither (resistive)

CYU 7.11 0.584 A

CYU 7.12 N = 0.0667

CYU 7.13 ZS = 0.0686 − j0.3429 �

CYU 7.14 Ploss = 43.2 kW

CYU 7.15 Va = 480∠0◦ V; Ia = 151.8∠−71.6◦ A; ST = 69.12 W +j207.4 × 103 VA
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CYU 7.18 I* = 3Iy

CYU 7.19 Ia = 189∠0◦ A; Ib = 189∠−120◦ A; Ic = 189∠120◦ A

CYU 7.20 Losses for a 120-V circuit are approximately double the losses for a 240-V circuit of the same power rating.

HOMEWORK PROBLEMS

Section 1:
Basic AC Power Calculations

7.1 The heating element in a soldering iron has a
resistance of 391 �. Find the average power dissipated
in the soldering iron if it is connected to a voltage
source of 117 V rms.

7.2 The heating element in an electric heater has a
resistance of 10 �. Find the power dissipated in the
heater when it is connected to a voltage source of
240 V rms.

7.3 A current source i(t) is connected to a 100-�
resistor. Find the average power delivered to the
resistor, given that i(t) is:

a. 4 cos 100t A

b. 4 cos(100t − 0.873) A

c. 4 cos 100t − 3 cos(100t − 0.873) A

d. 4 cos 100t − 3 A

7.4 Find the rms value of each of the following periodic
currents:

a. cos 377t + cos 377t

b. cos 2t + sin 2t

c. cos 377t + 1

d. cos 2t + cos(2t + 3π/4)

e. cos 2t + cos 3t

7.5 A current of 10 A rms flows when a single-phase
circuit is placed across a 220-V rms source. The
current lags the voltage by π/3 rad. Find the power
dissipated by the circuit and the power factor.

7.6 A single-phase circuit is placed across a 120-V rms,
60-Hz source, with an ammeter, a voltmeter, and a
wattmeter connected. The instruments indicate 12 A,
120 V, and 800 W, respectively. Find

a. The power factor.

b. The phase angle.

c. The impedance.

d. The resistance.

7.7 The nameplate on a single-phase induction machine
reads 2 horsepower (output), 110 V rms, 60 Hz, and
24 A rms. Find the power factor of the machine if the

efficiency at rated output is 80 percent. [Note: 1
horsepower = 0.746 kW.]

7.8 Given the waveform of a voltage source shown in
Figure P7.8, find:

a. the average and rms values of the voltage.

b. the average power supplied to a 10-� resistor
connected across the voltage source.

vS (t) 

t (s)0

–3

(V)

1

1 2 3 4 5 6

Figure P7.8

Section 2: Complex Power

7.9 For the following numerical values, determine the
average power, P , the reactive power, Q, and the
complex power, S, of the circuit shown in Figure P7.9.
Note: phasor quantities are rms.
a. vS(t) = 650 cos (377t) V

iL(t) = 20 cos(377t − 0.175) A

b. ṼS = 460∠0 V
ĨL = 14.14∠−π/4 A

c. ṼS = 100∠0 V
ĨL = 8.6∠−1.5 A

d. ṼS = 208∠−π/6 V

ĨL = 2.3∠−1.1 A

+
_~

iL(t)

vS (t) ZL

Figure P7.9

7.10 For the circuit of Figure P7.9, determine the power
factor for the load and state whether it is leading or
lagging for the following conditions:
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a. vS(t) = 540 cos(ωt + π/12) V
iL(t) = 20 cos(ωt + 0.82) A

b. vS(t) = 155 cos(ωt − π/12) V
iL(t) = 20 cos(ωt − 0.384) A

c. vS(t) = 208 cos(ωt) V
iL(t) = 1.7 sin(ωt + 3.054) A

d. ZL = (48 + j16) �

7.11 For the circuit of Figure P7.9, determine whether
the load is capacitive or inductive for the circuit shown
if
a. pf = 0.87 (leading)
b. pf = 0.42 (leading)
c. vS(t) = 42 cos(ωt)

iL(t) = 4.2 sin(ωt)
d. vS(t) = 10.4 cos(ωt − π/15)

iL(t) = 0.4 cos(ωt − π/15)

7.12 Find the real and reactive power supplied by the
source in the circuit shown in Figure P7.12.

vS(t) = 10 cos 3t V

2H

+~– 4 Ω

1/18 F

Figure P7.12

7.13 For the circuit shown in Figure P7.13, find the real
and reactive power supplied by each source. The
sources are Ṽs1 = 36∠−π/3 V and Ṽs2 =
24∠0.644 V.

+~–

–j12 Ω

+~–j6 Ω

8 Ω 6 Ω

V~S1 V~S2

Figure P7.13

7.14 The load ZL in the circuit of Figure P7.14 consists
of a 25-� resistor in parallel with a 100-µF capacitor.
Assume ω = 377 rad/s. Calculate
a. The apparent power delivered to the load.
b. The apparent power supplied by the source.
c. The power factor of the load.

+
_~

~IS
Line

R = 1 Ω

V~S = 230∠ 0° ZL Load

Figure P7.14

7.15 Calculate the apparent power, real power, and
reactive power for the circuit shown in Figure P7.15.
Draw the power triangle.

+
_~

R = 20 Ω

– jXC = – j34.6 Ω

~IS

V~S = 50 V

Figure P7.15

7.16 A single-phase motor draws 220 W at a power
factor of 80 percent (lagging) when connected across a
200-V, 60-Hz source. A capacitor is connected in
parallel with the load to give a unity power factor, as
shown in Figure P7.16. Find the required capacitance.

I

I1

V

L

R

I2

C

Figure P7.16

7.17 Suppose that the electricity in your home has gone
out and the power company will not be able to have
you hooked up again for several days. The freezer in
the basement contains several hundred dollars’ worth
of food that you cannot afford to let spoil. You have
also been experiencing very hot, humid weather and
would like to keep one room air-conditioned with a
window air conditioner, as well as run the refrigerator
in your kitchen. When the appliances are on, they
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draw the following currents (all values are rms):

Air conditioner: 9.6 A @ 120 V

pf = 0.90 (lagging)

Freezer: 4.2 A @ 120 V

pf = 0.87 (lagging)

Refrigerator: 3.5 A @ 120 V

pf = 0.80 (lagging)

In the worst-case scenario, how much power must an
emergency generator supply?

7.18 The load on a single-phase three-wire system in a
home is generally not balanced. For the system shown
in Figure P7.18, let Ṽs1 = 115∠0 Vrms and
Ṽs2 = 115∠0 Vrms. Determine:
a. The total average power delivered to the connected

loads: ZL1, ZL2, and ZL3.
b. The total average power lost in the lines: Zg1, Zg2,

and Zn.
c. The average power supplied by each source.

Zg1 = 0.1 Ω

+~–

+~–

Zn = 2 Ω

Zg2 = 0.1 Ω

ZL1 = 60 Ω

ZL2 = 80 Ω

ZL3 = 20 Ω

V~S1

V~S 2

Figure P7.18

7.19 A large consumer of electricity requires 10 kW of
power at 230 Vrms at a pf angle of π/3 rad lagging. The
transmission line between the electric utility and the
consumer has a resistance of 0.1 �. If the consumer
can increase the pf from 0.5 to 0.9 lagging, determine
the change in transmission line losses and load current.

7.20 A 1000-W electric motor is connected to a source
of 120 Vrms, 60 Hz, and the result is a lagging pf of 0.8.
To correct the pf to 0.95 lagging, a capacitor is placed
in parallel with the motor. Calculate the current drawn
from the source with and without the capacitor
connected. Determine the value of the capacitor
required to make the correction.

7.21 If the voltage and current given below are supplied
by a source to a circuit or load, determine:
a. The power supplied by the source which is

dissipated as heat or work in the circuit (load).
b. The power stored in reactive components in the

circuit (load).

c. The power factor angle and the power factor.

Ṽs = 7∠0.873 V Ĩs = 13 ∠ − 0.349 A

7.22 Determine C so that the plant power factor of
Figure P7.22 is corrected to 1; i.e., Ĩs is minimized and
in phase with Ṽo.

vs(t) = 450 cos(ωt) V ω = 377 rad/s

Z = 7 + j1 �

ZG = 3 + j0.11 m�

ZG

Power
plant

Plant

~Is

C Z V~o

V~s
+
_

Figure P7.22

7.23 Determine C so that the plant power factor of
Figure P7.22 is corrected to 1 (or the power factor
angle to zero) so that Ĩs is minimized and in phase with
Ṽo.

vs(t) = 450 cos(ωt) V ω = 377 rad/s

Z = 7∠0.175 �

7.24 Without the capacitor connected into the circuit of
Figure P7.22,

Ṽo = 450∠0 V Ĩs = 17∠ − 0.175 A

f = 60 Hz C = 17.40 µF

The value of C is that which will correct the power
factor angle to zero, i.e., reduces Ĩs to a minimum
value in phase with Ṽo. Determine the reduction of
current which resulted from connecting the capacitor
into the circuit.

7.25 Without the capacitor connected into the circuit:

vo(t) = 170 cosωt V

is(t) = 130 cos(ωt − 0.192) A

f = 60 Hz C = 387 µF

The value of C given is that which will correct the
power factor angle to zero, i.e., reduces Ĩs to a
minimum value in phase with Ṽo. Determine by how
much the current supplied to the plant is reduced by
connecting the capacitor.

7.26 Determine the time-averaged total power, the real
power dissipated, and the reactive power stored in each
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of the impedances in the circuit shown in Figure P7.26
if:

Ṽs1 = 170∠0 V

Ṽs2 = 170 V∠(π/2) V

ω = 377 rad/s

Z1 = 0.7∠(π/6) �

Z2 = 1.5∠0.105 �

Z3 = 0.3 + j0.4 �

Z3

Z1

Z2

Vs1

Vs2

+
_

+
_

Figure P7.26

7.27 If the voltage and current supplied to a circuit or
load by a source are:

Ṽs = 170∠ − 0.157◦ V Ĩs = 13∠0.28◦ A

Determine:
a. The power supplied by the source which is

dissipated as heat or work in the circuit (load).
b. The power stored in reactive components in the

circuit (load).
c. The power factor angle and power factor.

Section 3: Transformers

7.28 A center-tap transformer has the schematic
representation shown in Figure P7.28. The
primary-side voltage is stepped down to a
secondary-side voltage, Ṽsec, by a ratio of n : 1. On the
secondary side, Ṽsec1 = Ṽsec2 = 1

2 Ṽsec.

a. If Ṽprim = 120∠32◦ V and n = 9, find Ṽsec, Ṽsec1,
and Ṽsec2.

b. What must n be if Ṽprim = 208∠0.175 V and we
desire |Ṽsec2| to be 8.7 V?

V~prim

n :1

+

_

V~sec1

V~sec2

V~sec

+

+

+

_

_
_

Figure P7.28

7.29 For the circuit shown in Figure P7.29, find:
a. The total resistance seen by the voltage source.

b. The voltage gain v2/vg.
c. The value to which the 16-� load resistance should

be changed so it will absorb maximum power from
the given source.

+
_∼

1 Ω

16 Ωvg v2

_

+1:4

Figure P7.29

7.30 An ideal transformer is rated to deliver 400 kVA at
460 V to a customer as shown in Figure P7.30.
a. How much current can the transformer supply to

the customer?
b. If the customer’s load is purely resistive (i.e., if

pf = 1), what is the maximum power that the
customer can receive?

c. If the customer’s power factor is 0.8 (lagging),
what is the maximum usable power the customer
can receive?

d. What is the maximum power if the pf is 0.7
(lagging)?

e. If the customer requires 300 kW to operate, what is
the minimum power factor with the given size
transformer?

Ideal transformer Customer

Z
Customer’s 

load

Figure P7.30

7.31 For the ideal transformer shown in Figure P7.31,
find vo(t) if vS(t) is 294 cos 377t .

+
_∼

100 Ω

25 ΩvS(t) vo(t)

_

+

2.5:1

Figure P7.31

7.32 If the transformer shown in Figure P7.32 is ideal,
find the turns ratio N = 1/n that will provide
maximum power transfer to the load.
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+
_∼

n : 1RS

RLvS(t) vo(t)

_

+

RS  = 1800 Ω RL  = 8 Ω

Figure P7.32

7.33 Assume the 8-� resistor is the load in the circuit
shown in Figure P7.33. Assume a turns ratio of 1 : n.
What value of n will result in the load resistor
absorbing maximum power from the source?

+
_∼

3 Ω

8 Ωvg

1:n

4 Ω

Figure P7.33

7.34 If we knew that the transformer shown in Figure
P7.34 was to deliver 50 A at 110 V rms with a certain
resistive load, what rms phasor voltage source, VS ,
would provide this voltage and current?

2 : 1

+
_∼

~IS

V~s

VW
1 Ω j0.1

j200

~IL
~IW

50 A

110 V

_

+

Figure P7.34

7.35 A method for determining the equivalent circuit of
a transformer consists of two tests: the open-circuit test
and the short-circuit test. The open-circuit test, shown
in Figure P7.35(a), is usually done by applying rated
voltage to the primary side of the transformer while

leaving the secondary side open. The current into the
primary side is measured, as is the power dissipated.

+
_∼

A W

VV~s

∼

A W

VV~s

(a)

(b)

+

_

L wrw

rc Lc

~Ip
~IS

_

+

Vsecondary

(c)

Figure P7.35

The short-circuit test, shown in Figure P7.35(b),
is performed by increasing the primary voltage until
rated current is going into the transformer while the
secondary side is short-circuited. The current into the
transformer, the applied voltage, and the power
dissipated are measured.

The equivalent circuit of a transformer is shown
in Figure P7.35(c), where rw and Lw represent the
winding resistance and inductance, respectively, and rc
and Lc represent the losses in the core of the
transformer and the inductance of the core. The ideal
transformer is also included in the model.

With the open-circuit test, we may assume that
ĨP = ĨS = 0. Then all of the current that is measured
is directed through the parallel combination of rc and
Lc. We also assume that |rc||jωLc| is much greater
than rw + jωLw . Using these assumptions and the
open-circuit test data, we can find the resistance rc and
the inductance Lc.

In the short-circuit test, we assume that Ṽsecondary

is zero, so that the voltage on the primary side of the
ideal transformer is also zero, causing no current flow
through the rc − Lc parallel combination. Using this
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assumption with the short-circuit test data, we are able
to find the resistance rw and inductance Lw .

Using the following test data, find the equivalent
circuit of the transformer:

Open-circuit test: Ṽ = 241 V

Ĩ = 0.95 A
P = 32 W

Short-circuit test: Ṽ = 5 V

Ĩ = 5.25 A
P = 26 W

Both tests were made at ω = 377 rad/s.

7.36 Using the methods of Problem 7.35 and the
following data, find the equivalent circuit of the
transformer tested:

Open-circuit test: ṼP = 4,600 V

ĨOC = 0.7 A

P = 200 W

Short-circuit test: P = 50 W

ṼP = 5.2 V

The transformer is a 460-kVA transformer, and the
tests are performed at 60 Hz.

Section 4: Three-Phase Power

7.37 The magnitude of the phase voltage of a balanced
three-phase wye system is 100 V. Express each phase
and line voltage in both polar and rectangular
coordinates.

7.38 The phase currents in a four-wire wye-connected
load are as follows:

Ĩan = 10∠0, Ĩbn = 12∠5π/6, Ĩcn = 8∠2.88

Determine the current in the neutral wire.

7.39 For the circuit shown in Figure P7.39, we see that
each voltage source has a phase difference of 2π/3 in
relation to the others.
a. Find ṼRW , ṼWB , and ṼBR , where

ṼRW = ṼR − ṼW , ṼWB = ṼW − ṼB , and
ṼBR = ṼB − ṼR .

b. Repeat part a, using the calculations

ṼRW = ṼR

√
3∠ − π/6

VWB = VW

√
3∠−π/6

VBR = VB

√
3∠−π/6

c. Compare the results of part a with the results of
part b.

+
_∼

+
_∼

+
_∼

120∠ 2π ⁄ 3

120∠ 4π ⁄ 3

120∠ 0

V~W

V~B

V~R

Figure P7.39

7.40 For the three-phase circuit shown in Figure P7.40,
find the currents ĨW , ĨB , ĨR , and ĨN .

~IR

~IW

~IB

~IN

50 Ω
j45 Ω

_ j20 Ω

V~R = 110∠ 0 V

V~W = 110∠ 2π ⁄ 3 V

V~B = 110∠ 4π ⁄ 3 V

Figure P7.40

7.41 For the circuit shown in Figure P7.41, find the
currents ĨR , ĨW , ĨB , and ĨN .

~IR

~IW

~IB

~IN

10 Ω
10 Ω

10 Ω

V~R = 220∠ 0 

V~W = 220∠ 2π ⁄ 3 

V~B = 220∠ 4π ⁄ 3 

Figure P7.41

7.42 In the circuit of Figure P7.42:

vs1 = 170 cos(ωt) V

vs2 = 170 cos(ωt + 2π/3) V

vs3 = 170 cos(ωt − 2π/3) V

f = 60 Hz Z1 = 0.5∠20◦ �
Z2 = 0.35∠0◦ � Z3 = 1.7∠ − 90◦ �
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Determine the current through Z1 using:
a. Loop/mesh analysis.
b. Node analysis.
c. Superposition.

Z3Z2

Z1
V~s1

V~s3 V~s2

+_

+_

+ _

Figure P7.42

7.43 Determine the current through R in the circuit of
Figure P7.43:

v1 = 170 cos(ωt) V
v2 = 170 cos(ωt − 2π/3) V
v3 = 170 cos(ωt + 2π/3) V
f = 400 Hz R = 100 �

C = 0.47 µF L = 100 mH

L

R

C

V~1

V~2

V~3

+_

+_

+ _

Figure P7.43

7.44 The three sources in the circuit of Figure P7.44 are
connected in wye configuration and the loads in a delta
configuration. Determine the current through each
impedance.

vs1 = 170 cos(ωt) V
vs2 = 170 cos(ωt + 2π/3) V
vs3 = 170 cos(ωt − 2π/3) V

f = 60 Hz Z1 = 3∠0 �

Z2 = 7∠π/2 � Z3 = 0 − j11 �

Z3

Z1

Z2

V~1

V~3 V~2

+_

+_

+ _

Figure P7.44

7.45 If we model each winding of a three-phase motor
like the circuit shown in Figure P7.45(a) and connect
the windings as shown in Figure P7.45(b), we have the
three-phase circuit shown in Figure P7.45(c). The
motor can be constructed so that R1 = R2 = R3 and
L1 = L2 = L3, as is the usual case. If we connect the
motor as shown in Figure P7.45(c), find the currents
ĨR , ĨW , ĨB , and ĨN , assuming that the resistances are
40 � each and each inductance is 5 mH. The frequency
of each of the sources is 60 Hz.

1st
winding

2nd
winding

R1 R2

L1 L2
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R1

L1

R2
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V~1 V~2 V~3
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+
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R2

L2

L3

R3

(c)

416∠ 210° 

+

– V~R, ~IR

V~B, ~IB

V~W, ~IW

Figure P7.45

7.46 With reference to the motor of Problem 7.44,
a. How much power (in watts) is delivered to the

motor?
b. What is the motor’s power factor?
c. Why is it common in industrial practice not to

connect the ground lead to motors of this type?

7.47 Find the apparent power and the real power
delivered to the load in the Y-* circuit shown in Figure
P7.47. What is the power factor? Assume rms values.

+
_

∼

+
_∼ ∼+_

R
W

B

40 Ω

40 Ω

40 Ω

j60 Ω

j60 Ω
j60 Ω

120∠ 0 120∠ 2π ⁄ 3
N

120∠ 4π ⁄ 3

Figure P7.47
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7.48 The electric power company is concerned with the
loading of its transformers. Since it is responsible to a
large number of customers, it must be certain that it
can supply the demands of all customers. The power
company’s transformers will deliver rated kVA to the
secondary load. However, if the demand were to
increase to a point where greater than rated current
were required, the secondary voltage would have to
drop below rated value. Also, the current would
increase, and with it the I 2R losses (due to winding
resistance), possibly causing the transformer to
overheat. Unreasonable current demand could be
caused, for example, by excessively low power factors
at the load.

The customer, on the other hand, is not greatly
concerned with an inefficient power factor, provided
that sufficient power reaches the load. To make the
customer more aware of power factor considerations,
the power company may install a penalty on the
customer’s bill. A typical penalty-power factor chart is
shown in Table 7.3. Power factors below 0.7 are not
permitted. A 25 percent penalty will be applied to any
billing after two consecutive months in which the
customer’s power factor has remained below 0.7.

Table 7.3

Power factor Penalty

0.850 and higher None

0.8 to 0.849 1%

0.75 to 0.799 2%

0.7 to 0.749 3%

Courtesy of Detroit Edison.

The Y-Y circuit shown in Figure P7.48 is
representative of a three-phase motor load. Assume
rms values.
a. Find the total power supplied to the motor.
b. Find the power converted to mechanical energy if

the motor is 80 percent efficient.
c. Find the power factor.
d. Does the company risk facing a power factor

penalty on its next bill if all the motors in the
factory are similar to this one?

+
_

∼

+
_∼ ∼+_

R
W

B

5 Ω
j6 Ω

120∠ 0 120∠ 2π ⁄ 3

120∠ _2π ⁄ 3
5 Ω

5 Ω
j6 Ω

j6 Ω

Figure P7.48

7.49 A balanced, three-phase Y-connected source with
230-Vrms line voltages has a balanced Y-connected
load of 3+j4 � per phase. For the case that the lines
have zero impedance, find all three line currents and
the total real power absorbed by the load.

7.50 The circuit shown in Figure P7.50 is a Y-*-Y
connected three-phase circuit. The primaries of the
transformers are wye-connected, the secondaries are
delta-connected, and the load is wye-connected. Find
the currents ĨRP , ĨWP , ĨBP , ĨA, ĨB , and ĨC .

~IA

~IB

~IC

4 : 1

4 : 1

4 : 1

Ideal
transformers

460 ∠ 0 V

460 ∠ 2π ⁄ 3  V

460 ∠ _2π ⁄ 3 V

10 Ω 10 Ω

10 Ω

_ j7 Ω_ j7 Ω

_ j7 Ω

~IRP 

~IWP 

~IBP 

Figure P7.50

7.51 For the circuit shown in Figure P7.51, find the
currents ĨA, ĨB , ĨC , and ĨN , and the real power
dissipated by the load.

110 ∠ 2π ⁄ 3  V

110 ∠ _2π ⁄ 3 V

40 Ω 20 Ω

20 Ω

j10 Ω 
_ j5 Ω 

j5 Ω ~IB

220 ∠ 0 V

~IA
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Figure P7.51
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C H A P T E R

8

Semiconductors and Diodes

his chapter introduces semiconductor-based electronic devices, and in so
doing, it provides a transition between the fundamentals of electrical circuit
analysis and the study of electronic circuits. Although the theme of this
chapter may seem somewhat different from the circuit analysis of the first

seven chapters, the analysis of electrical circuits is still at the core of the material.
For example, the operation of diodes will be explained in part using linear circuit
models containing resistors and voltage and current sources. In fact, the primary
emphasis in this and the next two chapters will be the use of linear circuit models for
understanding and analyzing the behavior of more complex nonlinear electronic
devices; we show how it is possible to construct models of devices having nonlinear
i-v characteristics by means of linear circuits. The alternative to this approach
would be to conduct an in-depth study of the physics of each class of device:
diodes, bipolar transistors, field-effect devices, and other types of semiconductors.
Such an approach is neither practical nor fruitful from the viewpoint of this book,
since it would entail lengthy explanations and require a significant background in
semiconductor physics. Thus, the approach here will be first to provide a qualitative
understanding of the physics of each family of devices, and then to describe the
devices in terms of their i-v characteristics and simple circuit models, illustrating
their analysis and applications.

The chapter starts with a discussion of semiconductors and of thepn junction
and the semiconductor diode. The second part of this chapter is devoted to a study
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of diode circuit models, and numerous practical applications. By the end of Chapter
8, you should have accomplished the following objectives:

• A qualitative understanding of electrical conduction in semiconductor
materials.

• The ability to explain the i-v characteristic of a semiconductor diode (or
of a pn junction).

• The ability to use the ideal, offset, and piecewise linear diode models in
simple circuits.

• The ability to analyze diode rectifier, peak limiter, peak detector, and
regulator circuits and the behavior of LEDs and photocells.

8.1 ELECTRICAL CONDUCTION IN
SEMICONDUCTOR DEVICES

This section briefly introduces the mechanism of conduction in a class of materials
called semiconductors. Semiconductors are materials consisting of elements from
group IV of the periodic table and having electrical properties falling somewhere
between those of conducting and of insulating materials. As an example, consider
the conductivity of three common materials. Copper, a good conductor, has a
conductivity of 0.59 × 106 S/cm; glass, a common insulator, may range between
10−16 and 10−13 S/cm; while silicon, a semiconductor, has a conductivity that
varies from 10−8 to 10−1 S/cm. You see, then, that the name semiconductor is an
appropriate one.

A conducting material is characterized by a large number of conduction-band
electrons, which have a very weak bond with the basic structure of the material.
Thus, an electric field easily imparts energy to the outer electrons in a conductor
and enables the flow of electric current. In a semiconductor, on the other hand,
one needs to consider the lattice structure of the material, which in this case is
characterized by covalent bonding. Figure 8.1 depicts the lattice arrangement
for silicon (Si), one of the more common semiconductors. At sufficiently high
temperatures, thermal energy causes the atoms in the lattice to vibrate; when
sufficient kinetic energy is present, some of the valence electrons break their bonds
with the lattice structure and become available as conduction electrons. These
free electrons enable current flow in the semiconductor. It should be noted that
in a conductor valence electrons have a very loose bond with the nucleus and are
therefore available for conduction to a much greater extent than valence electrons
in a semiconductor. One important aspect of this type of conduction is that the
number of charge carriers depends on the amount of thermal energy present in the
structure. Thus, many semiconductor properties are a function of temperature.

Si Si

Si Si

Figure 8.1 Lattice structure
of silicon, with four valence
electrons

Si Si

Si Si

Si

Si

Electron jumps
to fill hole

= Hole+

+

+

The net effect is a hole
moving to the right

A vacancy (or hole) is created
whenever a free electron leaves
the structure.
This “hole” can move around
the lattice if other electrons
replace the free electron.

Figure 8.2 Free electrons
and “holes” in the lattice
structure

The free valence electrons are not the only mechanism of conduction in a
semiconductor, however. Whenever a free electron leaves the lattice structure, it
creates a corresponding positive charge within the lattice. Figure 8.2 depicts the
situation in which a covalent bond is missing because of the departure of a free
electron from the structure. The vacancy caused by the departure of a free electron
is called a hole. Note that whenever a hole is present, we have, in effect, a positive
charge. The positive charges also contribute to the conduction process, in the
sense that if a valence-band electron “jumps” to fill a neighboring hole, thereby
neutralizing a positive charge, it correspondingly creates a new hole at a different
location. Thus, the effect is equivalent to that of a positive charge moving to the
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right, in the sketch of Figure 8.2. This phenomenon becomes relevant when an
external electric field is applied to the material. It is important to point out here
that the mobility—that is, the ease with which charge carriers move across the
lattice—differs greatly for the two types of carriers. Free electrons can move far
more easily around the lattice than holes. To appreciate this, consider the fact that
a free electron has already broken the covalent bond, whereas for a hole to travel
through the structure, an electron must overcome the covalent bond each time the
hole jumps to a new position.

According to this relatively simplified view of semiconductor materials, we
can envision a semiconductor as having two types of charge carriers—holes and
free electrons—which travel in opposite directions when the semiconductor is
subjected to an external electric field, giving rise to a net flow of current in the
direction of the electric field. Figure 8.3 illustrates the concept.

–+ –+

–+– +

�
�� Net current

flow

Electric field

An external electric field forces
holes to migrate to the left and
free electrons to the right. The
net current flow is to the left.

Figure 8.3 Current flow in a
semiconductor

An additional phenomenon, called recombination, reduces the number of
charge carriers in a semiconductor. Occasionally, a free electron traveling in the
immediate neighborhood of a hole will recombine with the hole, to form a cova-
lent bond. Whenever this phenomenon takes place, two charge carriers are lost.
However, in spite of recombination, the net balance is such that a number of free
electrons always exist at a given temperature. These electrons are therefore avail-
able for conduction. The number of free electrons available for a given material is
called the intrinsic concentration, ni . For example, at room temperature, silicon
has

ni = 1.5 × 1016 electrons/m3 (8.1)

Note that there must be an equivalent number of holes present as well.
Semiconductor technology rarely employs pure, or intrinsic, semiconduc-

tors. To control the number of charge carriers in a semiconductor, the process of
doping is usually employed. Doping consists of adding impurities to the crystalline
structure of the semiconductor. The amount of these impurities is controlled, and
the impurities can be of one of two types. If the dopant is an element from the fifth
column of the periodic table (e.g., arsenic), the end result is that wherever an im-
purity is present, an additional free electron is available for conduction. Figure 8.4
illustrates the concept. The elements providing the impurities are called donors
in the case of group V elements, since they “donate” an additional free electron
to the lattice structure. An equivalent situation arises when group III elements
(e.g., indium) are used to dope silicon. In this case, however, an additional hole is
created by the doping element, which is called an acceptor, since it accepts a free
electron from the structure and generates a hole in doing so.

Si

Si

As

Si

As

Si

Si

Si

Si

_

_

An additional free electron is 
created when Si is “doped” with a 
group V element.

Figure 8.4 Doped
semiconductor

Semiconductors doped with donor elements conduct current predominantly
by means of free electrons and are therefore called n-type semiconductors. When
an acceptor element is used as the dopant, holes constitute the most common
carrier, and the resulting semiconductor is said to be a p-type semiconductor.
Doping usually takes place at such levels that the concentration of carriers due to
the dopant is significantly greater than the intrinsic concentration of the original
semiconductor. If n is the total number of free electrons and p that of holes, then
in an n-type doped semiconductor, we have

n � ni (8.2)

and

p � pi (8.3)
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Thus, free electrons are the majority carriers in an n-type material, while holes
are the minority carriers. In a p-type material, the majority and minority carriers
are reversed.

Doping is a standard practice for a number of reasons. Among these are
the ability to control the concentration of charge carriers, and the increase in the
conductivity of the material that results from doping.

8.2 THE pn JUNCTION
AND THE SEMICONDUCTOR DIODE

A simple section of semiconductor material does not in and of itself possess prop-
erties that make it useful for the construction of electronic circuits. However, when
a section of p-type material and a section of n-type material are brought in contact
to form a pn junction, a number of interesting properties arise. The pn junction
forms the basis of the semiconductor diode, a widely used circuit element.

Figure 8.5 depicts an idealized pn junction, where on the p side, we see a
dominance of positive charge carriers, or holes, and on the n side, the free electrons
dominate. Now, in the neighborhood of the junction, in a small section called the
depletion region, the mobile charge carriers (holes and free electrons) come into
contact with each other and recombine, thus leaving virtually no charge carriers
at the junction. What is left in the depletion region, in the absence of the charge
carriers, is the lattice structure of the n-type material on the right, and of the p-
type material on the left. But the n-type material, deprived of the free electrons,
which have recombined with holes in the neighborhood of the junction, is now
positively ionized. Similarly, the p-type material at the junction is negatively
ionized, because holes have been lost to recombination. The net effect is that,
while most of the material (p- or n-type) is charge-neutral because the lattice
structure and the charge carriers neutralize each other (on average), the depletion
region sees a separation of charge, giving rise to an electric field pointing from the
n side to the p side. The charge separation therefore causes a contact potential
to exist at the junction. This potential is typically on the order of a few tenths of
a volt and depends on the material (about 0.6 to 0.7 V for silicon). The contact
potential is also called the offset voltage, Vγ .
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The p-side depletion region is negatively
ionized because its holes have recombined

with free electrons from the n-side

The n-side depletion region is positively
ionized because its free electrons have
 recombined with holes from the p-side

Depletion
region

p n

Figure 8.5 A pn junction

In effect, then, if one were to connect the two terminals of the pn junction to
each other, to form a closed circuit, two currents would be present. First, a small
current, called reverse saturation current, I0, exists because of the presence of
the contact potential and the associated electric field. In addition, it also happens
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that holes and free electrons with sufficient thermal energy can cross the junction.
This current across the junction flows opposite to the reverse saturation current and
is called diffusion current, Id . Of course, if a hole from the p side enters the n
side, it is quite likely that it will quickly recombine with one of the n-type carriers
on the n side. One way to explain diffusion current is to visualize the diffusion of
a gas in a room: gas molecules naturally tend to diffuse from a region of higher
concentration to one of lower concentration. Similarly, the p-type material—for
example—has a much greater concentration of holes than the n-type material.
Thus, some holes will tend to diffuse into the n-type material across the junction,
although only those that have sufficient (thermal) energy to do so will succeed.
Figure 8.6 illustrates this process.

Drift
current

Diffusion
current

�
��
�

�
Electric field

p n

Depletion
region

Hole
current

Electron
current

Figure 8.6 Drift and
diffusion currents in a pn
junction

The phenomena of drift and diffusion help explain how apn junction behaves
when it is connected to an external energy source. Consider the diagrams of Figure
8.7, where a battery has been connected to a pn junction in the reverse-biased
direction (Figure 8.7(a)), and in the forward-biased direction (Figure 8.7(b)).
We assume that some suitable form of contact between the battery wires and the
semiconductor material can be established (this is called an ohmic contact). The
effect of a reverse bias is to increase the contact potential at the junction. Now, the
majority carriers trying to diffuse across the junction need to overcome a greater
barrier (a larger potential) and a wider depletion region. Thus, the diffusion current
becomes negligible. The only current that flows under reverse bias is the very small
reverse saturation current, so that the diode current, iD (defined in the figure), is

iD = −I0 (8.4)

When thepn junction is forward-biased, the contact potential across the junction is
lowered (note thatVB acts in opposition to the contact potential). Now, the diffusion
of majority carriers is aided by the external voltage source; in fact, the diffusion
current increases as a function of the applied voltage, according to equation 8.5

Id = I0e
qvD/kT (8.5)

where vD is the voltage across the pn junction, k = 1.381 × 10−23 J/K is Boltz-
mann’s constant, q the charge of one electron, andT the temperature of the material
in kelvins (K). The quantity kT /q is constant at a given temperature and is ap-
proximately equal to 25 mV at room temperature. The net diode current under
forward bias is given by equation 8.6

iD = Id − I0 = I0(e
qvD/kT − 1) (8.6)Diode equation

which is known as the diode equation. Figure 8.8 depicts the diode i-v character-
istic described by the diode equation for a fairly typical silicon diode for positive
diode voltages. Since the reverse saturation current, I0, is typically very small
(10−9 to 10−15 A), equation 8.7:

iD = I0e
qvD/kT (8.7)

is a good approximation if the diode voltage, vD , is greater than a few tenths of a
volt.

iD = _I0

vD

+

_
VB

+

_

(a) Reverse-biased
pn junction

iD = Id 
_I0 ≈ Id

vD

+

_
VB

+

_

(b) Forward-biased
pn junction

p

p

n

n

Figure 8.7 Forward-
and reverse-biased pn
junctions

The ability of the pn junction to essentially conduct current in only one
direction—that is, to conduct only when the junction is forward-biased—makes it
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Figure 8.8 Semiconductor diode i-v characteristic

valuable in circuit applications. A device having a single pn junction and ohmic
contacts at its terminals, as described in the preceding paragraphs, is called a
semiconductor diode, or simply diode. As will be shown later in this chapter, it
finds use in many practical circuits. The circuit symbol for the diode is shown in
Figure 8.9, along with a sketch of the pn junction.

Figure 8.10 summarizes the behavior of the semiconductor diode by means of
its i-v characteristic; it will become apparent later that this i-v characteristic plays
an important role in constructing circuit models for the diode. Note that a third
region appears in the diode i-v curve that has not been discussed yet. The reverse-
breakdown region to the far left of the curve represents the behavior of the diode
when a sufficiently high reverse bias is applied. Under such a large reverse bias
(greater in magnitude than the voltageVZ , a quantity that will be explained shortly),
the diode conducts current again, this time in the reverse direction. To explain
the mechanism of reverse conduction, one needs to visualize the phenomenon
of avalanche breakdown. When a very large negative bias is applied to the pn
junction, sufficient energy is imparted to charge carriers that reverse current can
flow, well beyond the normal reverse saturation current. In addition, because of the
large electric field, electrons are energized to such levels that if they collide with
other charge carriers at a lower energy level, some of their energy is transferred
to the carriers with lower energy, and these can now contribute to the reverse
conduction process, as well. This process is called impact ionization. Now, these
new carriers may also have enough energy to energize other low-energy electrons
by impact ionization, so that once a sufficiently high reverse bias is provided, this
process of conduction takes place very much like an avalanche: a single electron
can ionize several others.

p

n

Ohmic contacts

pn junction

iD

vD
_

+

Circuit symbol

The arrow in the circuit symbol for 
the diode indicates the direction of 
current flow when the diode is 
forward-biased.

Figure 8.9 Semiconductor
diode circuit symbol

The phenomenon of Zener breakdown is related to avalanche breakdown.
It is usually achieved by means of heavily doped regions in the neighborhood
of the metal-semiconductor junction (the ohmic contact). The high density of
charge carriers provides the means for a substantial reverse breakdown current
to be sustained, at a nearly constant reverse bias, the Zener voltage, VZ . This
phenomenon is very useful in applications where one would like to hold some
load voltage constant—for example, in voltage regulators, which are discussed
in a later section.

To summarize the behavior of the semiconductor diode, it is useful to refer
to the sketch of Figure 8.10, observing that when the voltage across the diode, vD ,
is greater than the offset voltage, Vγ , the diode is said to be forward-biased and
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Figure 8.10 i-v characteristic of semiconductor diode

acts nearly as a short circuit, readily conducting current. When vD is between Vγ
and the Zener breakdown voltage, −VZ , the diode acts very much like an open
circuit, conducting a small reverse current, I0, of the order of only nanoamperes
(nA). Finally, if the voltage vD is more negative than the Zener voltage, −VZ , the
diode conducts again, this time in the reverse direction.

8.3 CIRCUIT MODELS
FOR THE SEMICONDUCTOR DIODE

From the viewpoint of a user of electronic circuits (as opposed to a designer), it is
often sufficient to characterize a device in terms of its i-v characteristic, using either
load-line analysis or appropriate circuit models to determine the operating currents
and voltages. This section shows how it is possible to use the i-v characteristics of
the semiconductor diode to construct simple yet useful circuit models. Depending
on the desired level of detail, it is possible to construct large-signal models of
the diode, which describe the gross behavior of the device in the presence of
relatively large voltages and currents; or small-signal models, which are capable
of describing the behavior of the diode in finer detail and, in particular, the response
of the diode to small changes in the average diode voltage and current. From the
user’s standpoint, these circuit models greatly simplify the analysis of diode circuits
and make it possible to effectively analyze relatively “difficult” circuits simply by
using the familiar circuit analysis tools of Chapter 3. The first two major divisions
of this section will describe different diode models and the assumptions under
which they are obtained, to provide the knowledge you will need to select and use
the appropriate model for a given application.

Large-Signal Diode Models

Ideal Diode Model

Our first large-signal model treats the diode as a simple on-off device (much like
a check valve in hydraulic circuits—see box, “Hydraulic Check Valves”).
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Hydraulic Check Valves

To understand the operation of the semiconductor
diode intuitively, we make reference to a very com-

mon hydraulic device that finds applica-
tion whenever one wishes to restrict the
flow of a fluid to a single direction, and
prevent (check) reverse flow. Hydraulic
check valves perform this task in a num-

ber of ways. We illustrate a few examples in this box.
Figure 1 depicts a swing check valve. In this

design, flow from left to right is permitted, as the
greater fluid pressure on the right side of the valve
forces the swing “door” to open. If flow were to
reverse, the reversal of fluid pressure (greater pressure
on the right) would cause the swing door to shut.

Figure 2 depicts a flapper check valve. The
principle is similar to that described above for
the swing check valve. In Figure 2, fluid flow is

permitted from left to right, and not in the reverse
direction. The response of the valve of Figure 2 is
faster (due to the shorter travel distance of the flapper)
than that of Figure 1.

You will find the analysis of the diode circuits
in this chapter much easier to understand intuitively if
you visualize the behavior of the diode to be similar to
that of the check valves shown here, with the pressure
difference across the valve orifice being analogous
to the voltage across the diode, and the fluid flow
rate being analogous to the current through the diode.
Figure 3 depicts the diode circuit symbol. Current
flows only from left to right whenever the voltage
across the diode is positive, and no current flows when
the diode voltage is reversed. The circuit element of
Figure 3 is functionally analogous to the two check
valves of Figures 1 and 2.

Figure 1 Figure 2

VD+ –

ID

Figure 3

Figure 8.11 illustrates how, on a large scale, the i-v characteristic of a typical
diode may be approximated by an open circuit when vD < 0 and by a short circuit
when vD ≥ 0 (recall the i-v curves of the ideal short and open circuits presented in
Chapter 2). The analysis of a circuit containing a diode may be greatly simplified
by using the short-circuit–open-circuit model. From here on, this diode model will

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw08.htm
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be known as the ideal diode model. In spite of its simplicity, the ideal diode model
(indicated by the symbol shown in Figure 8.11) can be very useful in analyzing
diode circuits.
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vD

+

_
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vD < 0 (open)

vD

+

_

Symbol for
ideal diode

Figure 8.11 Large-signal on-off
diode model

In the remainder of the chapter, ideal diodes will always be represented by
the filled (black) triangle symbol shown in Figure 8.11.

Consider the circuit shown in Figure 8.12, which contains a 1.5-V battery, an
ideal diode, and a 1-k� resistor. A technique will now be developed to determine
whether the diode is conducting or not, with the aid of the ideal diode model.

Assume first that the diode is conducting (or, equivalently, that vD ≥ 0).
This enables us to substitute a short circuit in place of the diode, as shown in
Figure 8.13, since the diode is now represented by a short circuit, vD = 0. This is
consistent with the initial assumption (i.e., diode “on”), since the diode is assumed
to conduct for vD ≥ 0 and since vD = 0 does not contradict the assumption.
The series current in the circuit (and through the diode) is iD = 1.5/1,000 = 1.5
mA. To summarize, the assumption that the diode is on in the circuit of Figure
8.13 allows us to assume a positive (clockwise) current in the circuit. Since the
direction of the current and the diode voltage are consistent with the assumption
that the diode is on (vD ≥ 0, iD > 0), it must be concluded that the diode is indeed
conducting.

iD

vD

_

+
1.5 V 1 kΩ

+ –

Figure 8.12 Circuit
containing ideal diode
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_

+
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+ _

Figure 8.13 Circuit of
Figure 8.12, assuming that
the ideal diode conducts

iD

vD

_

+
1.5 V 1 kΩ

+ _

Figure 8.14 Circuit of
Figure 8.12, assuming that
the ideal diode does not
conduct

Suppose, now, that the diode had been assumed to be off. In this case, the
diode would be represented by an open circuit, as shown in Figure 8.14. Applying
KVL to the circuit of Figure 8.14 reveals that the voltage vD must equal the battery
voltage, or vD = 1.5 V, since the diode is assumed to be an open circuit and no
current flows through the circuit. Equation 8.8 must then apply.

1.5 = vD + 1,000iD = vD (8.8)

But the result vD = 1.5 V is contrary to the initial assumption (i.e., vD < 0).
Thus, assuming that the diode is off leads to an inconsistent answer. Clearly, the
assumption must be incorrect, and therefore the diode must be conducting.

This method can be very useful in more involved circuits, where it is not
quite so obvious whether a diode is seeing a positive or a negative bias. The
method is particularly effective in these cases, since one can make an educated
guess whether the diode is on or off and solve the resulting circuit to verify the
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correctness of the initial assumption. Some solved examples are perhaps the best
way to illustrate the concept.

F O C U S O N M E T H O D O L O G Y

Determining the Conduction State of an Ideal Diode

1. Assume a diode conduction state (on or off).

2. Substitute ideal circuit model into circuit (short circuit if on, open
circuit if off)

3. Solve for diode current and voltage using linear circuit analysis
techniques.

4. If the solution is consistent with the assumption, then the initial
assumption was correct; if not, the diode conduction state is opposite to
that initially assumed. For example, if the diode has been assumed to
be off but the diode voltage computed after replacing the diode with an
open circuit is a forward bias, then it must be true that the actual state
of the diode is on.

EXAMPLE 8.1 Determining the Conduction State of an Ideal
Diode

Problem

Determine whether the ideal diode of Figure 8.15 is conducting.

VS

R2

R1 R3

_

+

VB

vD+ _

Figure 8.15

Solution

Known Quantities: VS = 12 V; VB = 11 V; R1 = 5 �; R2 = 10 �; R3 = 10 �.

Find: The conduction state of the diode.

Assumptions: Use the ideal diode model.

Analysis: Assume initially that the ideal diode does not conduct and replace it with an
open circuit, as shown in Figure 8.16. The voltage across R2 can then be computed using
the voltage divider rule:

v1 = R2

R1 + R2
VS = 10

5 + 10
12 = 8 V

Applying KVL to the right-hand-side mesh (and observing that no current flows in the
circuit since the diode is assumed off), we obtain:

v1 = vD + VB or vD = 8 − 11 = −3 V

The result indicates that the diode is reverse-biased, and confirms the initial assumption.
Thus, the diode is not conducting.

8 V

vD+ _

_

+

VS =
12 V

5 Ω 10 Ω

_

+
VB =
11 V

10 Ω

v2v1

Figure 8.16
As further illustration, let us make the opposite assumption, and assume that the

diode conducts. In this case, we should replace the diode with a short circuit, as shown in
Figure 8.17. The resulting circuit is solved by nodal analysis, noting that v1 = v2 since the
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diode is assumed to act as a short circuit.

VS − v1

R1
= v1

R2
+ v1 − VB

R3

VS

R1
+ VB

R3
= v1

R1
+ v1

R2
+ v1

R3

12

5
+ 11

10
=

(
1

5
+ 1

10
+ 1

10

)
v1

v1 = 2.5(2.4 + 1.1) = 8.75V

Since v1 = v2 < VB = 11 V, we must conclude that current is flowing in the reverse
direction (from VB to node v2/v1) through the diode. This observation is inconsistent with
the initial assumption, since if the diode were conducting, we can see current flow only in
the forward direction. Thus, the initial assumption was incorrect, and we must conclude
that the diode is not conducting.

VS =
12 V 10 Ω

5 Ω 10 Ω

_

+
VB =
11 V

vD+ _

iD = i2

v2v1

Figure 8.17

Comments: The formulation of diode problems illustrated in this example is based on
making an initial assumption. The assumption results in replacing the ideal diode with
either a short or an open circuit. Once this step is completed, the resulting circuit is a
linear circuit and can be solved by known methods to verify the consistency of the initial
assumption.

Focus on Computer-Aided Solution: The circuit of Figure 8.15 is simulated by
Electronics WorkbenchTM in the CD that accompanies the book. Try changing the values
of resistors in the simulation circuit to see if it is possible to cause the diode to conduct
(Hint: Use a very large value for R2). Note that the computer simulation employs an ideal
diode model, but could also use a physically correct model of the diode (that of equation
8.6) (click on the diode symbol to see the list of options).

EXAMPLE 8.2 Determining the Conduction State of an Ideal
Diode

Problem

Determine whether the ideal diode of Figure 8.18 is conducting.

VS
_

+

_

+

VB
+

_

vD

R2R1 v1

Figure 8.18

Solution

Known Quantities: VS = 12 V; VB = 11 V; R1 = 5 �; R2 = 4 �.

Find: The conduction state of the diode.

Assumptions: Use the ideal diode model.

12 V

5 Ω 4 Ω

_

+

_

+

11 V+

_

vD
i = 1/9 A

v1

Figure 8.19

Analysis: Assume initially that the ideal diode does not conduct and replace it with an
open circuit, as shown in Figure 8.19. The current flowing in the resulting series circuit
(shown in Figure 8.19) is:

i = VS − VB

R1 + R2
= 1

9
A

The voltage at node v1 is:

12 − v1

5
= v1 − 11

4

v1 = 11.44 V
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The result indicates that the diode is strongly reverse-biased, since vD = 0 − v1 = −11.44
V, and confirms the initial assumption. Thus, the diode is not conducting.

Focus on Computer-Aided Solution: The circuit of Figure 8.18 is simulated by
Electronics WorkbenchTM in the CD that accompanies the book. Try changing the values
of resistors in the simulation circuit to see if it is possible to cause the diode to conduct.

One of the important applications of the semiconductor diode is rectification
of AC signals, that is, the ability to convert an AC signal with zero average (DC)
value to a signal with a nonzero DC value. The application of the semiconductor
diode as a rectifier is very useful in obtaining DC voltage supplies from the readily
available AC line voltage. Here, we illustrate the basic principle of rectification,
using an ideal diode—for simplicity, and also because the large-signal model is
appropriate when the diode is used in applications involving large AC voltage and
current levels.

+
_∼

iD

vD
_+

+

_
vLvi = 155.56 sin ωt RL

Figure 8.20

Consider the circuit of Figure 8.20, where an AC source, vi = 155.56 sinωt ,
is connected to a load by means of a series ideal diode. From the analysis of
Example 8.1, it should be apparent that the diode will conduct only during the
positive half-cycle of the sinusoidal voltage—that is, that the condition vD ≥ 0
will be satisfied only when the AC source voltage is positive—and that it will act as
an open circuit during the negative half-cycle of the sinusoid (vD < 0). Thus, the
appearance of the load voltage will be as shown in Figure 8.21, with the negative
portion of the sinusoidal waveform cut off. The rectified waveform clearly has a
nonzero DC (average) voltage, whereas the average input waveform voltage was
zero. When the diode is conducting, or vD ≥ 0, the unknowns vL and iD can be
found by using the following equations:

iD = vi

RL
when vi > 0 (8.9)

and

vL = iDRL (8.10)

The load voltage, vL, and the input voltage, vi , are sketched in Figure 8.21. From
equation 8.10, it is obvious that the current waveform has the same shape as the
load voltage. The average value of the load voltage is obtained by integrating the
load voltage over one period and dividing by the period:

vload, DC = ω

2π

∫ π
ω

0
155.56 sinωt dt = 155.56

π
= 49.52 V (8.11)

The circuit of Figure 8.20 is called a half-wave rectifier, since it preserves only
half of the waveform. This is not usually a very efficient way of rectifying an AC
signal, since half the energy in the AC signal is not recovered. It will be shown in a
later section that it is possible to recover also the negative half of the AC waveform
by means of a full-wave rectifier.

Offset Diode Model

While the ideal diode model is useful in approximating the large-scale character-
istics of a physical diode, it does not account for the presence of an offset voltage,

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw08.htm
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Figure 8.21 Ideal diode rectifier input and output voltages

which is an unavoidable component in semiconductor diodes (recall the discussion
of the contact potential in Section 8.2). The offset diode model consists of an ideal
diode in series with a battery of strength equal to the offset voltage (we shall use
the value Vγ = 0.6 V for silicon diodes, unless otherwise indicated). The effect
of the battery is to shift the characteristic of the ideal diode to the right on the
voltage axis, as shown in Figure 8.22. This model is a better approximation of the
large-signal behavior of a semiconductor diode than the ideal diode model.

10

5

0.6 2 4 vD
(V)

iD
(mA)

Physical diode

Offset diode model
(thick line)

Device

0.6 V
_

+

On Off

Circuit models 

Figure 8.22

According to the offset diode model, the diode of Figure 8.22 acts as an open
circuit for vD < 0.6 V, and it behaves like a 0.6-V battery for vD ≥ 0.6 V. The
equations describing the offset diode model are as follows:

vD ≥ 0.6 V Diode → 0.6-V battery

vD < 0.6 V Diode → Open circuit
(8.12)

The diode offset model may be represented by an ideal diode in series with a 0.6-
V ideal battery, as shown in Figure 8.23. Use of the offset diode model is best
described by means of examples.

0.6 V
_

+

Figure 8.23 Offset diode as an
extension of ideal diode model

EXAMPLE 8.3 Using the Offset Diode Model in a Half-Wave
Rectifier

Problem

Compute and plot the rectified load voltage, vR , in the circuit of Figure 8.24.

Solution

Known Quantities: vS(t) = 3 cos(ωt); Vγ = 0.6 V.

Find: An analytical expression for the load voltage.

Assumptions: Use the offset diode model.
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Analysis: We start by replacing the diode with the offset diode model, as shown in the
lower half of Figure 8.24. Now we can use the method developed earlier for ideal diode
analysis, that is, we can focus on determining whether the voltage vD across the ideal
diode is positive (diode on) or negative (diode off).

+
_∼ R3 cos ωt

Actual circuit

+
_∼

i

Rvs(t)

Circuit with offset diode model

i

vD
Vγ_+ + _

vR

+

_

Figure 8.24

Assume first that the diode is off. The resulting circuit is shown in Figure 8.25(a).
Since no current flows in the circuit, we obtain the following expression for vD:

vD = vS − 0.6

To be consistent with the assumption that the diode is off, we require that vD be negative,
which in turns corresponds to

vS < 0.6 V Diode off condition

With the diode off, the current in the circuit is zero, and the load voltage is also zero. If
the source voltage is greater than 0.6 V, the diode conducts, and the current flowing in the
circuit and resulting load voltage are given by the expressions:

i = vS − 0.6

R
vR = iR = vS − 0.6

We summarize these results as follows:

vR = 0 for vS < 0.6 V

vR = vS − 0.6 for vS ≥ 0.6 V

The resulting waveform is plotted with vS in Figure 8.26.

+
_∼ R

vD
0.6 V_+ + _

vR

+

_
vS

(a) Diode off

+
_∼

i
R

vD
0.6 V_+ + _

vR

+

_
vS

(b) Diode on

Figure 8.25

3

2

1

0

_3
0

_2

_1

0.005 0.01 0.015 0.02 0.025 0.03
Time

V
ol

ts

Figure 8.26 Source voltage (dotted curve) and rectified
voltage (solid curve) for the circuit of Figure 8.24.

Comments: Note that use of the offset diode model leads to problems that are very
similar to ideal diode problems, with the addition of a voltage source in the circuit.

Also observe that the load voltage waveform is shifted downward by an amount
equal to the offset voltage, Vγ . The shift is visible in the case of this example because Vγ
is a substantial fraction of the source voltage. If the source voltage had peak values of tens
or hundreds of volts, such a shift would be negligible, and an ideal diode model would
serve just as well.

Focus on Computer-Aided Solution: The half-wave rectifier of Figure 8.20 is simulated
using Electronics WorkbenchTM in the CD that accompanies the book. The circuit is
simulated by using an ideal diode model. Replace the ideal diode with any of the other
available options (physical diodes), and observe any differences in the result (Hint: The
differences will be more dramatic for small peak source voltage values, say 5 volts).



Part II Electronics 351

EXAMPLE 8.4 Using the Offset Diode Model

Problem

Use the offset diode model to determine the value of v1 for which diode D1 first conducts
in the circuit of Figure 8.27. D1

R1

VB

+

_ R2

+

_
vo

+

_

v1

Figure 8.27

Solution

Known Quantities: VB = 2 V; R1 = 1 k�; R2 = 500 �; Vγ = 0.6 V.

Find: The lowest value of v1 for which diode D1 conducts.

Assumptions: Use the offset diode model.

Analysis: We start by replacing the diode with the offset diode model, as shown in
Figure 8.28. Based on our experience with previous examples, we can state immediately
that if v1 is negative, the diode will certainly be off. To determine the point at which the
diode turns on as v1 is increased, we write the circuit equation assuming that the diode is
off. If you were conducting a laboratory experiment, you might monitor v1 and
progressively increase it until the diode conducts; the equation below is an analytical
version of this experiment. With the diode off, no current flows through R1, and

v1 = vD1 + Vγ + VB

According to this equation

vD1 = v1 − 2.6

and the condition required for the diode to conduct is:

v1 > 2.6 V Diode on condition

vD1
0.6 V_+ + _

1 kΩ

500 Ω
+

_
Vo

+

_

v1

D1

2 V

+

_

Figure 8.28

Comments: Once again, the offset diode model permits using the same analysis method
that was developed for the ideal diode model.

Small-Signal Diode Models

As one examines the diode i-v characteristic more closely, it becomes apparent
that the short-circuit approximation is not adequate to represent the small-signal
behavior of the diode. The term small-signal behavior usually signifies the re-
sponse of the diode to small time-varying signals that may be superimposed on the
average diode current and voltage. Figure 8.8 depicts a close-up view of a silicon
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diode i-v curve. From this figure, it should be apparent that the short-circuit ap-
proximation is not very accurate when a diode’s behavior is viewed on an expanded
scale. To a first-order approximation, however, the i-v characteristic resembles
that of a resistor (i.e., is linear) for voltages greater than the offset voltage. Thus,
it may be reasonable to model the diode as a resistor (instead of a short circuit)
once it is conducting, to account for the slope of its i-v curve. In the following
discussion, the method of load-line analysis (which was introduced in Chapter 3)
will be exploited to determine the small-signal resistance of a diode.

Consider the circuit of Figure 8.29, which represents the Thévenin equivalent
circuit of an arbitrary linear resistive circuit connected to a diode. Equations 8.13
and 8.14 describe the operation of the circuit:

vT = iDRT + vD (8.13)

arises from application of KVL, and

iD = I0(e
qvD/kT − 1) (8.14)

is the diode equation (8.6).
Although we have two equations in two unknowns, these cannot be solved

analytically, since one of the equations contains vD in exponential form. As dis-
cussed in Chapter 3, two methods exist for the solution of transcendental equations
of this type: graphical and numerical. In the present case, only the graphical solu-
tion shall be considered. The graphical solution is best understood if we associate
a curve in the iD-vD plane with each of the two preceding equations. The diode
equation gives rise to the familiar curve of Figure 8.8. The load-line equation,
obtained by KVL, is the equation of a line with slope −1/R and ordinate intercept
given by VT /RT .

iD = − 1

RT
vD + 1

RT
VT Load line equation (8.15)

The superposition of these two curves gives rise to the plot of Figure 8.30, where the
solution to the two equations is graphically found to be the pair of values (IQ, VQ).
The intersection of the two curves is called the quiescent (operating) point, or Q
point. The voltage vD = VQ and the current iD = IQ are the actual diode voltage
and current when the diode is connected as in the circuit of Figure 8.29. Note
that this method is also useful for circuits containing a larger number of elements,
provided that we can represent these circuits by their Thévenin equivalents, with
the diode appearing as the load.

vT

RT

vD
_

+

iD

Figure 8.29 Diode circuit
for illustration of load-line
analysis

Q point (IQ, VQ)

iD

VT

IQ

vDVTVQ

RT

Figure 8.30 Graphical
solution of equations 8.13 and
8.14
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F O C U S O N M E T H O D O L O G Y

Determining the Operating Point of a Diode

1. Reduce the circuit to a Thévenin or Norton equivalent circuit with the
diode as the load.

2. Write the load line equation (8.15).

3. Solve numerically two simultaneous equations in two unknowns (the
load line equations and the diode equation) for the diode current and
voltage.

Or

4. Solve graphically by finding the intersection of the diode curve (e.g.,
from a data sheet) with the load line curve. The intersection of the two
curves is the diode operating point.

F O C U S O N M E T H O D O L O G Y

Using Device Data Sheets

One of the most important design tools available to engineers is the device data sheet. In this
box we illustrate the use of a device data sheet for the 1N400X diode. This is a general-purpose
rectifier diode, designed to conduct average currents in the 1.0-A range. Excerpts from the data
sheet are shown below, with some words of explanation. The complete data sheets can be found
in the accompanying CD-ROM.

DO-41
Color Band Denotes Cathode

1N4001 – 1N4007

1.0 Ampere General Purpose Rectifiers

Features
• Low forward voltage drop.
• High surge current
  capability.

ABSOLUTE MAXIMUM RATINGS:

This table summarizes the limitations of the device. For example, in the first column one can
find the maximum allowable average current (1 A), and the maximum surge current, that is the
maximum short-time burst current the diode can sustain without being destroyed. Also mentioned
are the power rating and operating temperatures. Note that in the entry for the total device power
dissipation, derating information is also given. Derating implies that the device power dissipation
will change as a function of temperature, in this case at the rate of 20 mW/◦C. For example, if we
expect to operate the diode at a temperature of 100◦C, we would calculate a derated power of:

P = 2.5 W − (75◦C × 0.02 mW/◦C) = 1.0 W

Thus, the diode operated at a higher temperature can dissipate only 1 W.
(Continued)
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Absolute Maximum Ratings∗ T = 25◦C unless otherwise noted

Symbol Parameter Value Units

I0 Average Rectified Current 1.0 A
.375′′ lead length @ TA = 75◦C

it (surge) Peak Forward Surge Current
8.3 ms single half-sine-wave 30 A
Superimposed on rated load (JEDEC method)

PD Total Device Dissipation 2.5 W
Derate above 25◦C 20 mW/◦C

R8JA Thermal Resistance, Junction to Ambient 50 ◦C/W

Tstg Storage Temperature Range −55 to +175 ◦C

TJ Operating Junction Temperature −55 to +150 ◦C

∗These ratings are limiting values above which the serviceability of any semiconductor device may be impaired.

ELECTRICAL CHARACTERISTICS:
The section on electrical characteristics summarizes some of the important voltage and current specifications
of the diode. For example, the maximum DC reverse voltage is listed for each diode in the 1N400X family.
Similarly, you will find information on the maximum forward voltage, reverse current, and typical junction
capacitance.

Electrical Characteristics T = 25◦C unless otherwise noted

Parameter Device Units

4001 4002 4003 4004 4005 4006 4007

Peak Repetitive Reverse Voltage 50 100 200 400 600 800 1000 V

Maximum RMS Voltage 35 70 140 280 420 560 700 V

DC Reverse Voltage (Rated VR) 50 100 200 400 600 800 1000 V

Maximum Reverse Current
@ rated VR TA = 25◦ 5.0 µA

TA = 100◦ 500 µA

Maximum Forward Voltage @ 1.0 A 1.1 V

Maximum Full Load Reverse Current, 30 µA
Full Cycle TA = 75◦

Typical Junction Capacitance 15 pF
VR = 4.0 V, f = 1.0 MHz

TYPICAL CHARACTERISTIC CURVES:

Device data sheets always include characteristic curves that may be useful to a designer. In this example, we
include the forward-current derating curve, in which the maximum forward current is derated as a function of
temperature. To illustrate this curve, we point out that at a temperature of 100◦C the maximum diode current
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(Concluded)
is around 0.65 A (down from 1 A). A second curve is related to the diode forward current versus forward
voltage (note that this curve was obtained for a very particular type of input, consisting of a pulse of width
equal to 300 µs and 2 percent duty cycle.
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EXAMPLE 8.5 Using Load Line Analysis and Diode Curves
to Determine the Operating Point of a Diode

Problem

Determine the operating point of the 1N941 diode in the circuit of Figure 8.31 and
compute the total power output of the 12-V battery.

R1 R3

R4

R2Vs

iD

vD_

+
D1

Figure 8.31

Solution

Known Quantities: VS = 12 V; R1 = 50 �; R2 = 10 �; R3 = 20 �; R4 = 20 �.

Find: The diode operating voltage and current and the power supplied by the battery.

Assumptions: Use the diode nonlinear model, as described by its i-v curve (Figure 8.32).

Analysis: We first compute the Thévenin equivalent representation of the circuit of
Figure 8.31 to reduce it to prepare the circuit for load-line analysis (see Figures 8.29 and
8.30).

RT = R1 + R2 + (R3‖R4) = 20 + 20 + (10‖50) = 48.33 �;

VT = R2

R1 + R2
VS = 10

60
12 = 2 V
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Figure 8.32 1N914 diode i-v curve

 VT = 2 V
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D1

 RT = 48.33 Ω

Figure 8.33

The equivalent circuit is shown in Figure 8.33. Next we plot the load line (see Figure
8.30), with y intercept VT /RT = 41 mA, and with x intercept VT = 2 V; the diode curve
and load line are shown in Figure 8.34. The intersection of the two curves is the quiescent
(Q) or operating point of the diode, which is given by the values VQ = 0.67 V, IQ = 27.5
mA.
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Figure 8.34 Superposition of load line and diode i-v curve

To determine the battery power output, we observe that the power supplied by the
battery is PB = 12 × IB and that IB is equal to current through R1. Upon further
inspection, we see that the battery current must, by KCL, be equal to the sum of the
currents through R2 and through the diode. We already know the current through the
diode, IQ. To determine the current through R2, we observe that the voltage across R2 is
equal to the sum of the voltages across R3, R4 and D1:

VR2 = IQ(R3 + R4)+ VQ = 0.021 × 40 + 1 = 1.84 V

and therefore the current through R2 is IR2 = VR2/R2 = 0.184 A.
Finally,

PB = 12 × IB = 12 × (0.021 + 0.184) = 12 × 0.205 = 2.46 W
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Comments: Graphical solutions are not the only means of solving the nonlinear
equations that result from using a nonlinear model for a diode. The same equations could
be solved numerically by using a nonlinear equation solver. The code in Electronics
WorkbenchTM accomplishes exactly this task.

Piecewise Linear Diode Model

The graphical solution of diode circuits can be somewhat tedious, and its accuracy
is limited by the resolution of the graph; it does, however, provide insight into the
piecewise linear diode model. In the piecewise linear model, the diode is treated
as an open circuit in its off state, and as a linear resistor in series with Vγ in the on
state. Figure 8.35 illustrates the graphical appearance of this model. Note that the
straight line that approximates the “on” part of the diode characteristic is tangent
to the Q point. Thus, in the neighborhood of the Q point, the diode does act as a
linear small-signal resistance, with slope given by 1/rD , where

1

rD
= ∂iD

∂vD

∣∣∣∣
(IQ,VQ)

(8.16)

That is, it acts as a linear resistance whose i-v characteristic is the tangent to the
diode curve at the operating point. The tangent is extended to meet the voltage
axis, thus defining the intersection as the diode offset voltage. Thus, rather than
represent the diode by a short circuit in its forward-biased state, we treat it as a linear
resistor, with resistance rD . The piecewise linear model offers the convenience
of a linear representation once the state of the diode is established, and of a more
accurate model than either the ideal or the offset diode model. This model is very
useful in illustrating the performance of diodes in real-world applications.

0
0

iD

Vs

R

1
rD

Vγ

Vγ

Diode on
circuit modelQ point

Diode off
circuit model

rD

Vs VD

Figure 8.35 Piecewise linear
diode model

EXAMPLE 8.6 Computing the Incremental (Small-Signal)
Resistance of a Diode

Problem

Determine the incremental resistance of a diode using the diode equation.

Solution

Known Quantities: I0 = 10−14 A; kT /q = 0.025 V (at T = 300 K); IQ = 50 mA.

Find: The diode small signal resistance, rD .

Assumptions: Use the approximate diode equation (equation 8.7).

Analysis: The approximate diode equation relates diode voltage and current according to:

iD = I0e
qv
D
/kT

From the above expression we can compute the incremental resistance using equation
8.16:

1

rD
= ∂iD

∂vD

∣∣∣∣
(IQ,VQ)

= qI0

kT
eqVQ/kT
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To calculate the numerical value of the above expression, we must first compute the
quiescent diode voltage corresponding to the quiescent current IQ = 50 mA:

VQ = kT

q
loge

IQ

I0
= 0.731 V

Substituting the numerical value of VQ in the expression for rD we obtain:

1

rD
= 10−14

0.025
e0.731/0.025 = 2 S or rD = 0.5 �

Comments: It is important to understand that, while one can calculate the linearized
incremental resistance of a diode at an operating point, this does not mean that the diode
can be treated simply as a resistor. The linearized small-signal resistance of the diode is
used in the piecewise linear diode model to account for the fact that there is a dependence
between diode voltage and current (i.e., the diode i-v curve is not exactly a vertical line
for voltages above the offset voltage—see Figure 8.35).

EXAMPLE 8.7 Using the Piecewise Linear Diode Model

Problem

Determine the load voltage in the rectifier of Figure 8.36 using a piecewise linear
approximation.

+
_∼

RS

RLvS

vD

vL

_+

_

+

Figure 8.36

Solution

Known Quantities: vS(t) = 10 cos(ωt); Vγ = 0.6 V; rD = 0.5 �; RS = 1 �;
RL = 10 �.

Find: The load voltage, vL.

Assumptions: Use the piecewise linear diode model (Figure 8.35).

Analysis: We replace the diode in the circuit of Figure 8.36 with the piecewise linear
model, as shown in Figure 8.37. Next, we determine the conduction condition for the
ideal diode by applying KVL to the circuit of Figure 8.37:

vS = v1 + v2 + vD + 0.6 + vL

vD = vS − v1 − v2 − 0.6 − vL

We use the above equation as was done in Example 8.4—that is, to determine the source
voltage value for which the diode first conducts. Observe first that the diode will be off for

+
_∼

1 Ω 0.5 Ω

10 Ω

0.6 V
+ _

_

+
+ _ + _

v1 v2

vS

vD+ _

Ideal
diode vL

Figure 8.37



Part II Electronics 359

negative values of vS . With the diode off, that is, an open circuit, the voltages v1, v2, and
vL are zero and

vD = vS − 0.6

Thus, the condition for the ideal diode to conduct (vD > 0) corresponds to:

vS ≥ 0.6 V Diode on condition

Once the diode conducts, we replace the ideal diode with a short circuit, and compute the
load voltage using the voltage divider rule. The resulting load equations are:

vL = 0 vS < 0.6 V

vL = RL

RS + rD + RL

(
vS − Vγ

) = 8.17 cos(ωt)− 0.52 vS ≥ 0.6 V

The source and load voltage are plotted in Figure 8.38(a).
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Figure 8.38 (a) Source voltage and rectified load voltage; (b) Voltage transfer characteristic

It is instructive to compute the transfer characteristic of the diode circuit by
generating a plot of vL versus vS . This is done with reference to the equation for vL given
above; the result is plotted in Figure 8.38(b).

Comments: The methods developed in this example will be very useful in analyzing
some practical diode circuits in the next section.

Focus on Computer-Aided Tools: The MatlabTM code used to generate the plot of
Figure 8.38(b) may be found in the CD-ROM that accompanies this book.

Check Your Understanding
8.1 Repeat Example 8.2, assuming that the diode is conducting, and show that this
assumption leads to an inconsistent result.

8.2 Compute the DC value of the rectified waveform for the circuit of Figure 8.20 for
vi = 52 cosωt V.

http://www.mhhe.com/engcs/electrical/rizzoni/examples.mhtml
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8.3 Use load-line analysis to determine the operating point (Q point) of the diode in the
circuit of Figure 8.39. The diode has the characteristic curve shown in Figure 8.32.

+
_

50 Ω 25 Ω

50 Ω5 V D1

Figure 8.39

8.4 Compute the incremental resistance of the diode of Example 8.6 if the current
through the diode is 250 mA.

8.5 Consider a half-wave rectifier similar to that of Figure 8.20, with vi(t) = 18 cos (t),
and a 4-� load resistor. Sketch the output waveform if the piecewise linear diode model is
used to describe the operation of the diode, with Vγ = 0.6 V and rD = 1 �. What is the
peak value of the rectifier waveform?

8.6 Determine which of the diodes in the circuit of Figure 8.40 conducts. Each diode
has an offset voltage of 0.6 V.

+
_
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18 Ω5.4 V +
_5 V

D1 D2

Figure 8.40
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D1
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10 Ω
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vout

Figure 8.41

8.7 Determine which of the diodes in Figure 8.41 conducts for the following voltages
(in V): (a) v1 = 0, v2 = 0; (b) v1 = 5, v2 = 5; (c) v1 = 0, v2 = 5; (d) v1 = 5, v2 = 0.
Treat the diodes as ideal.

8.4 PRACTICAL DIODE CIRCUITS

This section illustrates some of the applications of diodes to practical engineering
circuits. The nonlinear behavior of diodes, especially the rectification property,
makes these devices valuable in a number of applications. In this section, more
advanced rectifier circuits (the full-wave rectifier and the bridge rectifier) will
be explored, as well as limiter and peak detector circuits. These circuits will be
analyzed by making use of the circuit models developed in the preceding sections;
as stated earlier, these models are more than adequate to develop an understanding
of the operation of diode circuits.

In addition to the operation of diodes as rectifiers and limiters, there is
another useful class of applications that takes advantage of the reverse-breakdown
characteristic of the semiconductor diode discussed in the opening section. The
phenomenon of Zener breakdown is exploited in a class of devices called Zener
diodes, which enjoy the property of a sharp reverse-bias breakdown with relatively
constant breakdown voltage. These devices are used as voltage regulators, that
is, to provide a nearly constant output (DC) voltage from a voltage source whose
output might ordinarily fluctuate substantially (for example, a rectified sinusoid).

The Full-Wave Rectifier

The half-wave rectifier discussed earlier is one simple method of converting AC
energy to DC energy. The need for converting one form of electrical energy into
the other arises frequently in practice. The most readily available form of electric
power is AC (the standard 110- or 220-V rms AC line power), but one frequently

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw08.htm
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needs a DC power supply, for applications ranging from the control of certain types
of electric motors to the operation of electronic circuits such as those discussed
in Chapters 8 through 14. You will have noticed that most consumer electronic
circuits, from CD players to personal computers, require AC-DC power adapters.

The half-wave rectifier, however, is not a very efficient AC-DC conversion
circuit, because it fails to utilize half the energy available in the AC waveform,
by not conducting current during the negative half-cycle of the AC waveform.
The full-wave rectifier shown in Figure 8.42 offers a substantial improvement in
efficiency over the half-wave rectifier. The first section of the full-wave rectifier
circuit includes an AC source and a center-tapped transformer (see Chapter 7)
with 1:2N turns ratio. The purpose of the transformer is to obtain the desired
voltage amplitude prior to rectification. Thus, if the peak amplitude of the AC
source voltage is vS , the amplitude of the voltage across each half of the output
side of the transformer will beNvS ; this scheme permits scaling the source voltage
up or down (depending on whether N is greater or less than 1), according to the
specific requirements of the application. In addition to scaling the source voltage,
the transformer also isolates the rectifier circuit from the AC source voltage, since
there is no direct electrical connection between the input and output of a transformer
(see Chapter 16).

1 : 2 N

+
_∼

NvS
+
_

NvS
+
_

i1

i2

iL

vS

vLRL
+

_

Figure 8.42 Full-wave
rectifier

In the analysis of the full-wave rectifier, the diodes will be treated as ideal,
since in most cases the source voltage is the AC line voltage (110 V rms, 60 Hz) and
therefore the offset voltage is negligible in comparison. The key to the operation
of the full-wave rectifier is to note that during the positive half-cycle of vS , the top
diode is forward-biased while the bottom diode is reverse-biased; therefore, the
load current during the positive half-cycle is

iL = i1 = NvS

RL
vS ≥ 0 (8.17)

while during the negative half-cycle, the bottom diode conducts and the top diode
is off, and the load current is given by

iL = i2 = −NvS
RL

vS < 0 (8.18)

Note that the direction of iL is always positive, because of the manner of connecting
the diodes (when the top diode is off, i2 is forced to flow from + to − across RL).

The source voltage, the load voltage, and the currents i1 and i2 are shown
in Figure 8.43 for a load resistance RL = 1 � and N = 1. The full-wave
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Figure 8.43 Full-wave rectifier current and voltage waveforms (RL = 1 �)
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rectifier results in a twofold improvement in efficiency over the half-wave rectifier
introduced earlier.

The Bridge Rectifier

Another rectifier circuit commonly available “off the shelf” as a single integrated
circuit package1 is the bridge rectifier, which employs four diodes in a bridge
configuration, similar to the Wheatstone bridge already explored in Chapter 2.
Figure 8.44 depicts the bridge rectifier, along with the associated integrated circuit
(IC) package.
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IC
Rectifier

a

b

c

d
AC in DC out 
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b

D1
D2

D4 D3

c dvS (t)

Bridge rectifier

Corresponding IC package

RL

Figure 8.44 Full-wave
bridge rectifier

The analysis of the bridge rectifier is simple to understand by visualizing the
operation of the rectifier for the two half-cycles of the AC waveform separately.
The key is that, as illustrated in Figure 8.45, diodes D1 and D3 conduct during
the positive half-cycle, while diodes D2 and D4 conduct during the negative half-
cycle. Because of the structure of the bridge, the flow of current through the load
resistor is in the same direction (from c to d) during both halves of the cycle;
hence, the full-wave rectification of the waveform. The original and rectified
waveforms are shown in Figure 8.46(a) for the case of ideal diodes and a 30-
V peak AC source. Figure 8.46(b) depicts the rectified waveform if we assume
diodes with a 0.6-V offset voltage. Note that the waveform of Figure 8.46(b) is not
a pure rectified sinusoid any longer: The effect of the offset voltage is to shift the
waveform downward by twice the offset voltage. This is most easily understood
by considering that the load seen by the source during either half-cycle consists of
two diodes in series with the load resistor.
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During the positive half-cycle of
vS (t), D1 and D3 are forward-biased
and iL = vS (t)/RL (ideal diodes).

During the negative half-cycle of
vS (t), D2 and D4 are forward-biased
and iL = vS (t)/RL (ideal diodes).

Figure 8.45 Operation of
bridge rectifier

Although the conventional and bridge full-wave rectifier circuits effectively
convert AC signals that have zero average, or DC, value to a signal with a nonzero
average voltage, either rectifier’s output is still an oscillating waveform. Rather
than provide a smooth, constant voltage, the full-wave rectifier generates a se-
quence of sinusoidal pulses at a frequency double that of the original AC signal.
The ripple—that is, the fluctuation about the mean voltage that is characteristic of
these rectifier circuits—is undesirable if one desires a true DC supply. A simple yet
effective means of eliminating most of the ripple (i.e., AC component) associated
with the output of a rectifier is to take advantage of the energy-storage properties
of capacitors to filter out the ripple component of the load voltage. A low-pass
filter that preserves the DC component of the rectified voltage while filtering out
components at frequencies at or above twice the AC signal frequency would be
an appropriate choice to remove the ripple component from the rectified voltage.
In most practical applications of rectifier circuits, the signal waveform to be rec-
tified is the 60-Hz, 110-V rms line voltage. The ripple frequency is, therefore,
fripple = 120 Hz, or ωripple = 2π · 120 rad/s. A low-pass filter is required for
which

ω0 � ωripple (8.19)

For example, the filter could be characterized by

ω0 = 2π · 2 rad/s

A simple low-pass filter circuit similar to those studied in Chapter 6 that accom-
plishes this task is shown in Figure 8.47.

1An integrated circuit is a collection of electronic devices interconnected on a single silicon chip.
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Figure 8.46 (a) Unrectified source voltage; (b) Rectified load voltage (ideal diodes); (c) Rectified load voltage (ideal and
offset diodes)
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FOCUS ON
MEASUREMENTS

Diode Thermometer
Problem:
An interesting application of a diode, based on the diode equation, is an
electronic thermometer. The concept is based on the empirical observation
that if the current through a diode is nearly constant, the offset voltage is
nearly a linear function of temperature, as shown in Figure 8.48(a).

1. Show that iD in the circuit of Figure 8.48(b) is nearly constant in the
face of variations in the diode voltage, vD . This can be done by
computing the percent change in iD for a given percent change in vD .
Assume that vD changes by 10 percent, from 0.6 to 0.66 V.

2. On the basis of the graph of Figure 8.48(a), write an equation for
vD(T

◦) of the form

vD = αT ◦ + β
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Solution:

1. With reference to the circuit of Figure 8.48(a), the current iD is

iD = 15 − vD

10
mA

For

vD = 0.8 V(0◦), iD = 1.42 mA vD = 0.7 V(50◦), iD = 1.43 mA

vD = 0.6 V(100◦), iD = 1.44 mA

The percent change in vD over the full scale of the thermometer
(assuming the midrange temperature of 50◦ to be the reference value) is:

/vD% = ±0.1 V

0.7 V
× 100 = ±14.3%

The corresponding percent change in iD is:

/iD% = ±0.01 mA

1.43 mA
× 100 = ±0.7%

Thus, iD is nearly constant over the range of operation of the diode
thermometer.

2. The diode voltage versus temperature equation can be extracted from
the graph of Figure 8.48(a):

vD(T ) = (0.8 − 0.6) V

(0 − 100)◦C
T + 0.8 V = −0.02T + 0.8 V

Comments—The graph of Figure 8.48(a) was obtained experimentally by
calibrating a commercial diode in both hot water and an ice bath. The circuit
of Figure 8.48(b) is rather simple, and one could fairly easily
design a better constant-current source; however, this example
illustrates than an inexpensive diode can serve quite well as the
sensing element in an electronic thermometer.

DC Power Supplies, Zener Diodes, and Voltage
Regulation

The principal application of rectifier circuits is in the conversion of AC to DC
power. A circuit that accomplishes this conversion is usually called a DC power

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw08.htm
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supply. In power supply applications, transformers are employed to obtain an
AC voltage that is reasonably close to the desired DC supply voltage. DC power
supplies are very useful in practice: Many familiar electrical and electronic appli-
ances (e.g., radios, personal computers, TVs) require DC power to operate. For
most applications, it is desirable that the DC supply be as steady and ripple-free
as possible. To ensure that the DC voltage generated by a DC supply is constant,
DC supplies contain voltage regulators, that is, devices that can hold a DC load
voltage relatively constant in spite of possible fluctuations in the DC supply. This
section describes the fundamentals of voltage regulators.

A typical DC power supply is made up of the components shown in Figure
8.49. In the figure, a transformer is shown connecting the AC source to the rectifier
circuit to permit scaling of the AC voltage to the desired level. For example, one
might wish to step the 110-V rms line voltage down to 24 V rms by means of
a transformer prior to rectification and filtering, to eventually obtain a 12-VDC
regulated supply (regulated here means that the output voltage is a DC voltage
that is constant and independent of load and supply variations). Following the
step-down transformer are a bridge rectifier, a filter capacitor, a voltage regulator,
and, finally, the load.

+
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voltage

Step-down
transformer

_

+

vR(t) Regulator LoadVDC

_

+

Filter

Bridge
rectifiervAC(t)

_

+

Figure 8.49 DC power supply

The most common device employed in voltage regulation schemes is the
Zener diode. Zener diodes function on the basis of the reverse portion of the i-v
characteristic of the diode discussed in Section 8.2. Figure 8.10 in Section 8.2
illustrates the general characteristic of a diode, with forward offset voltage Vγ and
reverse Zener voltage VZ . Note how steep the i-v characteristic is at the Zener
breakdown voltage, indicating that in the Zener breakdown region the diode can
hold a very nearly constant voltage for a large range of currents. This property
makes it possible to use the Zener diode as a voltage regulator.

The operation of the Zener diode may be analyzed by considering three
modes of operation:

rD

_

+
Vγ

Figure 8.50 Zener diode
model for forward bias

1. For vD ≥ Vγ , the device acts as a conventional forward-biased diode (Figure
8.50).

2. For VZ < vD < Vγ , the diode is reverse-biased but Zener breakdown has not
taken place yet. Thus, it acts as an open circuit.

3. For vD ≤ VZ , Zener breakdown occurs and the device holds a nearly
constant voltage, −VZ (Figure 8.51).

rZ

_

+
VZ

Figure 8.51 Zener diode
model for reverse bias

The combined effect of forward and reverse bias may be lumped into a single
model with the aid of ideal diodes, as shown in Figure 8.52.

To illustrate the operation of a Zener diode as a voltage regulator, consider
the circuit of Figure 8.53(a), where the unregulated DC source, VS , is regulated to
the value of the Zener voltage VZ . Note how the diode must be connected “upside
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Figure 8.53 (a) A Zener diode voltage regulator; (b) Simplified circuit for Zener regulator

down” to obtain a positive regulated voltage. Note also that if vS is greater than
VZ , it follows that the Zener diode is in its reverse-breakdown mode. Thus, one
need not worry whether the diode is conducting or not in simple voltage regulator
problems, provided that the unregulated supply voltage is guaranteed to stay above
VZ (a problem arises, however, if the unregulated supply can drop below the Zener
voltage). Assuming that the resistance rZ is negligible with respect to RS and RL,
we replace the Zener diode with the simplified circuit model of Figure 8.53(b),
consisting of a battery of strength VZ (the effects of the nonzero Zener resistance
are explored in the examples and homework problems).

Three simple observations are sufficient to explain the operation of this
voltage regulator:

1. The load voltage must equal VZ , as long as the Zener diode is in the
reverse-breakdown mode. Then,

iL = VZ

RL
(8.20)

2. The load current (which should be constant if the load voltage is to be
regulated to sustain VZ) is the difference between the unregulated supply
current, iS , and the diode current, iZ:

iL = iS − iZ (8.21)

This second point explains intuitively how a Zener diode operates: Any
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current in excess of that required to keep the load at the constant voltage VZ
is “dumped” to ground through the diode. Thus, the Zener diode acts as a
sink to the undesired source current.

3. The source current is given by

iS = vS − VZ

RS
(8.22)

In the ideal case, the operation of a Zener voltage regulator can be explained very
simply on the basis of this model. The examples and exercises will illustrate the
effects of the practical limitations that arise in the design of a practical voltage
regulator; the general principles will be discussed in the following paragraphs.

The Zener diode is usually rated in terms of its maximum allowable power
dissipation. The power dissipated by the diode, PZ , may be computed from

PZ = iZVZ (8.23)

Thus, one needs to worry about the possibility that iZ will become too large.
This may occur either if the supply current is very large (perhaps because of an
unexpected upward fluctuation of the unregulated supply), or if the load is suddenly
removed and all of the supply current sinks through the diode. The latter case, of
an open-circuit load, is an important design consideration.

Another significant limitation occurs when the load resistance is small, thus
requiring large amounts of current from the unregulated supply. In this case, the
Zener diode is hardly taxed at all in terms of power dissipation, but the unregulated
supply may not be able to provide the current required to sustain the load voltage.
In this case, regulation fails to take place. Thus, in practice, the range of load
resistances for which load voltage regulation may be attained is constrained to a
finite interval:

RLmin ≤ RL ≤ RLmax (8.24)

where RLmax is typically limited by the Zener diode power dissipation and RLmin

by the maximum supply current. The following examples illustrate these concepts.

EXAMPLE 8.8 Determining the Power Rating of a Zener Diode

Problem

We wish to design a regulator similar to the one depicted in Figure 8.53(a). Determine the
minimum acceptable power rating of the Zener diode.

Solution

Known Quantities: vS = 24 V; VZ = 12 V; RS = 50 �; RL = 250 �.

Find: The maximum power dissipated by the Zener diode under worst-case conditions.

Assumptions: Use the piecewise linear Zener diode model (Fig. 8.52) with rZ = 0.

Analysis: When the regulator operates according to the intended design specifications,
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i.e., with a 250-� load, the source and load currents may be computed as follows:

iS = vS − VZ

RS
= 12

50
= 0.24 A

iL = VZ

RL
= 12

250
= 0.048 A

Thus, the Zener current would be:

iZ = iS − iL = 0.192 A

corresponding to a nominal power dissipation

PZ = iZVZ = 0.192 × 12 = 2.304 W

However, if the load were accidentally (or intentionally) disconnected from the circuit, all
of the load current would be diverted to flow through the Zener diode. Thus, the
worst-case Zener current is actually equal to the source current, since the Zener diode
would sink all of the source current for an open-circuit load:

iZmax = iS = vS − VZ

RS
= 12

50
= 0.24 A

Therefore the maximum power dissipation that the Zener diode must sustain is:

PZmax = iZmaxVZ = 2.88 W

Comments: A safe design would exceed the value of PZmax computed above. For
example, one might select a 3-W Zener diode.

EXAMPLE 8.9 Calculation of Allowed Load Resistances
for a Given Zener Regulator

Problem

Calculate the allowable range of load resistances for the Zener regulator of Figure 8.54
such that the diode power rating is not exceeded.

10 Ω

vL

+

_

VS

20 Ω

RL

Figure 8.54

Solution

Known Quantities: VS = 50 V; VZ = 14 V; PZ = 5 W.

Find: The smallest and largest values of RL for which load voltage regulation to 14 V is
achieved, and which do not cause the diode power rating to be exceeded.

Assumptions: Use the piecewise linear Zener diode model (Fig. 8.52) with rZ = 0.

Analysis:

1. Determining the minimum acceptable load resistance. To determine the minimum
acceptable load, we observe that the regulator can at most supply the load with the
amount of current that can be provided by the source. Thus, the minimum theoretical
resistance can be computed by assuming that all the source current goes to the load,
and that the load voltage is regulated at the nominal value:

RLmin = VZ

iS
= VZ

VS − VZ

30

= 14
36

30

= 11.7 �
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If the load required any more current, the source would not be able to supply it. Note
that for this value of the load, the Zener diode dissipates zero power, because the
Zener current is zero.

2. Determining the maximum acceptable load resistance. The second constraint we
need to invoke is the power rating of the diode. For the stated 5-W rating, the
maximum Zener current is:

iZmax = PZ

VZ
= 5

14
= 0.357 A

Since the source can generate

iSmax = VS − VZ

30
= 50 − 14

30
= 1.2 A

the load must not require any less than 1.2 − 0.357 = 0.843 A; if it required any less
current (i.e., if the resistance were too large), the Zener diode would be forced to sink
more current than its power rating permits. From this requirement we can compute
the maximum allowable load resistance:

RLmin = VZ

iSmax − iZmax
= 14

0.843
= 16.6 �

Finally, the range of allowable load resistance is 11.7 � ≤ RL ≤ 16.6 �.

Comments: Note that this regulator cannot operate with an open-circuit load!

EXAMPLE 8.10 Effect of Nonzero Zener Resistance
in a Regulator

Problem

Calculate the amplitude of the ripple present in the output voltage of the regulator of
Figure 8.55. The unregulated supply voltage is depicted in Figure 8.56.

RS

VZ

+

–
RL

+
_Vs + vripple

Figure 8.55

VS(t)

14 V

100 mV

t

Figure 8.56

Solution

Known Quantities: vS = 14 V; vripple = 100 mV; VZ = 8 V; rZ = 10 �; RS = 50 �;
RL = 150 �.

Find: Amplitude of ripple component in load voltage.

Assumptions: Use the piecewise linear Zener diode model (Fig. 8.52).
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Analysis: To analyze the circuit, we consider the DC and AC equivalent circuits of
Figure 8.57 separately.

rz

Rs

RL~

VZ

rz

Vripple

Rs

RLVs

AC equivalent circuit

DC equivalent circuit

+
_

Figure 8.57

1. DC equivalent circuit. The DC equivalent circuit reveals that the load voltage
consists of two contributions; that due to the unregulated DC supply and that due to
the Zener diode (VZ). Applying superposition and the voltage divider rule, we obtain:

VL = VS

(
rZ‖RL

rZ‖RL + RS

)
+ VZ

(
RS‖RL

RS‖RL + RS

)
= 2.21 + 6.32 = 8.53 V

2. AC equivalent circuit. The AC equivalent circuit allows us to compute the AC
component of the load voltage as follows:

vL = vripple

(
rZ‖RL

rZ‖RL + RS

)
= 0.016 V

that is, 16 mV of ripple is present in the load voltage, or approximately one-sixth the
source ripple.

Comments: Note that the DC load voltage is affected by the unregulated source voltage;
if the unregulated supply were to fluctuate significantly, the regulated voltage would also
change. Thus, one of the effects of the Zener resistance is to cause imperfect regulation. If
the Zener resistance is significantly smaller than both RS and RL, its effects would not be
as pronounced (see Check Your Understanding Exercise 8.10).

Check Your Understanding
8.8 Show that the DC voltage output of the full-wave rectifier of Figure 8.42 is 2NvSmax/π .

8.9 Compute the peak voltage output of the bridge rectifier of Figure 8.44, assuming
diodes with 0.6-V offset voltage and a 110-V rms AC supply.

8.10 Compute the actual DC load voltage and the percentage of the ripple reaching the
load (relative to the initial 100-mV ripple) for the circuit of Example 8.10 if rZ = 1 �.

Signal-Processing Applications

Among the numerous applications of diodes, there are a number of interesting
signal-conditioning or signal-processing applications that are made possible by the
nonlinear nature of the device. We explore three such applications here: the diode
limiter, or clipper; the diode clamp; and the peak detector. Other applications
are left for the homework problems.

The Diode Clipper (Limiter)

The diode clipper is a relatively simple diode circuit that is often employed to
protect loads against excessive voltages. The objective of the clipper circuit is to
keep the load voltage within a range—say, −Vmax ≤ vL(t) ≤ Vmax—so that the
maximum allowable load voltage (or power) is never exceeded. The circuit of
Figure 8.58 accomplishes this goal.

rS

Vmax

+

–

vLRL
+
_ +

–
Vmax
+

–vS(t)
D1 D2

Limiter circuit

Figure 8.58 Two-sided doide
clipper

The circuit of Figure 8.58 is most easily analyzed by first considering just
the branch containing D1. This corresponds to clipping only the positive peak
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voltages; the analysis of the negative voltage limiter is left as a drill exercise.
The circuit containing the D1 branch is sketched in Figure 8.59; note that we
have exchanged the location of the D1 branch and that of the load branch for
convenience. Further, the circuit is reduced to Thévenin equivalent form. Having
reduced the circuit to a simpler form, we can now analyze its operation for two
distinct cases: the ideal diode and the piecewise linear diode.

rS

Vmax

+

+
_ +

––

vS(t)
D1

RL

rS | | RL

Vmax

+
_ +

–

vS(t)
D1RL

rS + RL

vL

Figure 8.59 Circuit model
for the diode clipper

1. Ideal diode model For the ideal diode case, we see immediately that
D1 conducts if

RL

rS + RL
vS(t) ≥ Vmax (8.25)

and that if this condition occurs, then (D1 being a short circuit) the load voltage,
vL, becomes equal to Vmax. The equivalent circuit for the “on” condition is shown
in Figure 8.60.

Vmax

+

–

rS

+

+
_

–

vS(t) vL(t)RL

vS (t) ≥ Vmax
RL

rS + RL
Limiter circuit for

Figure 8.60 Equivalent circuit
for the one-sided limiter (diode on)

Vmax

+

–

rS

+

+
_

–

vS(t) vL(t) =RL

vS(t) < Vmax
RL

rS + RL
Limiter circuit for

vS(t)
RL

rS + RL

Figure 8.61 Equivalent circuit for the
one-sided limiter (doide off)

If, on the other hand, the source voltage is such that

RL

rS + RL
vS(t) < Vmax (8.26)

then D1 is an open circuit and the load voltage is simply

vL(t) = RL

rS + RL
vS(t) (8.27)

The equivalent circuit for this case is depicted in Figure 8.61.
The analysis for the negative branch of the circuit of Figure 8.58 can be

conducted by analogy with the preceding derivation, resulting in the waveform
for the two-sided clipper shown in Figure 8.62. Note how the load voltage is
drastically “clipped” by the limiter in the waveform of Figure 8.62. In reality,
such hard clipping does not occur, because the actual diode characteristic does not
have the sharp on-off breakpoint the ideal diode model implies. One can develop
a reasonable representation of the operation of a physical diode limiter by using
the piecewise linear model.

2. Piecewise linear diode model To avoid unnecessary complexity in
the analysis, assume that Vmax is much greater than the diode offset voltage, and
therefore assume thatVγ ≈ 0. We do, however, consider the finite diode resistance
rD . The circuit of Figure 8.59 still applies, and thus the determination of the diode
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Figure 8.62 Two-sided (ideal diode) clipper input and
output voltages

on-off state is still based on whether [RL/(rS + RL)]vS(t) is greater or less than
Vmax. When D1 is open, the load voltage is still given by

vL(t) = RL

rS + RL
vS(t) (8.28)

When D1 is conducting, however, the corresponding circuit is as shown in Figure
8.63.

Vmax

+

–

rS

+

+
_

–

vS(t) vL(t) RL

rD

The effect of finite diode resistance 
on the limiter circuit.

Figure 8.63 Circuit model
for the diode clipper (piecewise
linear diode model)

The primary effect the diode resistance has on the load waveform is that
some of the source voltage will reach the load even when the diode is conducting.
This is most easily verified by applying superposition; it can be readily shown that
the load voltage is now composed of two parts, one due to the voltage Vmax, and
one proportional to vS(t):

vL(t) = RL ‖ rS
rD + (RL ‖ rS)Vmax + rD ‖ RL

rS + (rD ‖ RL)vS(t) (8.29)

It may easily be verified that as rD → 0, the expression for vL(t) is the same as
for the ideal diode case. The effect of the diode resistance on the limiter circuit
is depicted in Figure 8.64. Note how the clipping has a softer, more rounded
appearance.
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Figure 8.64 Voltages for the diode clipper (piecewise
linear diode model)

The Diode Peak Detector

Another common application of semiconductor diodes, the peak detector, is very
similar in appearance to the half-wave rectifier with capacitive filtering described
in an earlier section. One of its more classic applications is in the demodulation of
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amplitude-modulated (AM) signals. We study this circuit in the following, “Focus
on Measurements” box.

FOCUS ON
MEASUREMENTS

Peak Detector Circuit for Capacitive Displacement
Transducer
In Chapter 4, a capacitive displacement transducer was introduced in Focus
on Measurements: Capacitive Displacement Transducer and Microphone. It
took the form of a parallel-plate capacitor composed of a fixed plate and a
movable plate. The capacitance of this variable capacitor was shown to be a
function of displacement, that is, it was shown that a movable-plate capacitor
can serve as a linear transducer. Recall the expression derived in Chapter 4

C = 8.854 × 10−3A

x

where C is the capacitance in pF, A is the area of the plates in mm2, and x is
the (variable) distance in mm. If the capacitor is placed in an AC circuit, its
impedance will be determined by the expression

ZC = 1

jωC

so that

ZC = x

jω8.854 × 10−3A

Thus, at a fixed frequency ω, the impedance of the capacitor will vary
linearly with displacement. This property may be exploited in the bridge cir-
cuit of Figure 8.65, where a differential-pressure transducer is shown made
of two movable-plate capacitors. If the capacitance of one of these capacitors
increases as a consequence of a pressure difference across the transducer, the
capacitance of the other must decrease by a corresponding amount, at least
for small displacements (you may wish to refer to Example 4.4 for a picture
of this transducer). The bridge is excited by a sinusoidal source.

+~–
a b

vout +

d

c

vS(t)

R1

R2

Cdb(x)

Cbc(x)

–

Figure 8.65 Bridge circuit
for displacement transducer

Using phasor notation, in Chapter 4 we showed that the output voltage
of the bridge circuit is given by

Vout(jω) = VS(jω)
x

2d
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provided that R1 = R2. Thus, the output voltage will vary as a scaled
version of the input voltage in proportion to the displacement. A typical
vout(t) is displayed in Figure 8.66 for a 0.05-mm “triangle” diaphragm
displacement, with d = 0.5 mm and VS a 50-Hz sinusoid with 1-V
amplitude. Clearly, although the output voltage is a function of the
displacement, x, it is not in a convenient form, since the displacement is
proportional to the amplitude of the sinusoidal peaks.
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Figure 8.66 Displacement and bridge output voltage
waveforms

The diode peak detector is a circuit capable of tracking the sinusoidal
peaks without exhibiting the oscillations of the bridge output voltage. The
peak detector operates by rectifying and filtering the bridge output in a
manner similar to that of the circuit of Figure 8.47. The ideal peak detector
circuit is shown in Figure 8.67, and the response of a practical peak detector
is shown in Figure 8.68. Its operation is based on the rectification property
of the diode, coupled with the filtering effect of the shunt capacitor, which
acts as a low-pass filter.

vL~

+

–

vout(t) C

D

Peak
detector
circuit

Peak-
detector
output
voltage

Figure 8.67 Peak detector
circuit



Part II Electronics 375

0.05

0.04

0.03

0.02

0.01

0
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

t (s)
Rectified bridge output voltage

V
ol

ts
 

0.05

0
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

t (s)
Peak-detected bridge output voltage

V
ol

ts

0.03

0.04

0.02

0.01

Figure 8.68 Rectified and peak-detected bridge output voltage
waveforms

The Diode Clamp

Another circuit that finds common application is the diode clamp, which permits
“clamping” a waveform to a fixed DC value. Figure 8.69 depicts two different
types of clamp circuits.

vout~

+

–

vS(t)

C

Clamp circuit
Clamped

output
voltage

R

Source

vout~

+

–

vS(t)

C

Biased clamp
circuit

Clamped
output
voltage

R

Source

VDC

+

–

Figure 8.69 Diode clamp
circuits

The operation of the simple clamp circuit is based on the notion that the
diode will conduct current only in the forward direction, and that therefore the
capacitor will charge during the positive half-cycle of vS(t) but will not discharge
during the negative half-cycle. Thus, the capacitor will eventually charge up to the
peak voltage of vS(t), Vpeak. The DC voltage across the capacitor has the effect
of shifting the source waveform down by Vpeak, so that, after the initial transient
period, the output voltage is

vout(t) = vS(t)− Vpeak (8.30)

and the positive peaks of vS(t) are now clamped at 0 V. For equation 8.30 to be
accurate, it is important that the RC time constant be greater than the period, T ,
of vS(t):

RC � T (8.31)

Figure 8.70 depicts the behavior of the diode clamp for a sinusoidal input wave-
form, where the dashed line is the source voltage and the solid line represents the
clamped voltage.

The clamp circuit can also work with the diode in the reverse direction; the
capacitor will charge to −Vpeak with the output voltage given by

vout(t) = vS(t)+ Vpeak (8.32)
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Figure 8.70 Ideal diode clamp input and output
voltages

Now the output voltage has its negative peaks clamped to zero, since the entire
waveform is shifted upward by Vpeak volts. Note that in either case, the diode
clamp has the effect of introducing a DC component in a waveform that does not
originally have one. It is also possible to shift the input waveform by a voltage
different fromVpeak by connecting a battery, VDC, in series with the diode, provided
that

VDC < Vpeak (8.33)

The resulting circuit is called a biased diode clamp; it is discussed in Example
8.11.

EXAMPLE 8.11 Biased Diode Clamp

Problem

Design a biased diode clamp to shift the DC level of the signal vS(t) up by 3 V.

Solution

Known Quantities: vS(t) = 5 cos(ωt).

Find: The value of VDC in the circuit in the lower half of Figure 8.69.

Assumptions: Use the ideal diode model.

Analysis: With reference to the circuit in the lower half of Figure 8.69, we observe that
once the capacitor has charged to Vpeak − VDC, the output voltage will be given by:

vout = vS − Vpeak + VDC

Since VDC must be smaller than Vpeak (otherwise the diode would never conduct!), this
circuit would never permit raising the DC level of vout. To resolve this problem, we must
invert both the diode and the battery, as shown in the circuit of Figure 8.71. Now the
output voltage is given by:

vout = vS + Vpeak − VDC

To have a DC level of 3 V, we choose VDC = 2 V. The resulting waveforms are shown in
Figure 8.72.

Focus on Computer-Aided Tools: A simulation of the circuit of Figure 8.71 generated
by Electronics WorkbenchTM may be found in the accompanying CD-ROM.
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Photodiodes

Another property of semiconductor materials that finds common application in
measurement systems is their response to light energy. In appropriately fabri-
cated diodes, called photodiodes, when light reaches the depletion region of a pn
junction, photons cause hole-electron pairs to be generated by a process called
photo-ionization. This effect can be achieved by using a surface material that is
transparent to light. As a consequence, the reverse saturation current depends on
the light intensity (i.e., on the number of incident photons), in addition to the other
factors mentioned earlier, in Section 8.2. In a photodiode, the reverse current
is given by −(I0 + Ip), where Ip is the additional current generated by photo-
ionization. The result is depicted in the family of curves of Figure 8.73, where the
diode characteristic is shifted downward by an amount related to the additional
current generated by photo-ionization. Figure 8.73 depicts the appearance of the
i-v characteristic of a photodiode for various values of Ip, where the i-v curve is
shifted to lower values for progressively larger values of Ip. The circuit symbol is
depicted in Figure 8.74.
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Figure 8.73 Photodiode i-v curves
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Figure 8.74 Photodiode
circuit symbol

Also displayed in Figure 8.73 are three load lines, which depict the three
modes of operation of a photodiode. Curve L1 represents normal diode operation,
under forward bias. Note that the operating point of the device is in the positive
i, positive v (first) quadrant of the i-v plane; thus, the diode dissipates positive

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw08.htm
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power in this mode, and is therefore a passive device, as we already know. On the
other hand, load line L2 represents operation of the photodiode as a solar cell; in
this mode, the operating point is in the negative i, positive v, or fourth, quadrant,
and therefore the power dissipated by the diode is negative. In other words, the
photodiode is generating power by converting light energy to electrical energy.
Note further that the load line intersects the voltage axis at zero, meaning that no
supply voltage is required to bias the photodiode in the solar-cell mode. Finally,
load lineL3 represents the operation of the diode as a light sensor: when the diode
is reverse-biased, the current flowing through the diode is determined by the light
intensity; thus, the diode current changes in response to changes in the incident
light intensity.

The operation of the photodiode can also be reversed by forward-biasing the
diode and causing a significant level of recombination to take place in the depletion
region. Some of the energy released is converted to light energy by emission of
photons. Thus, a diode operating in this mode emits light when forward-biased.
Photodiodes used in this way are called light-emitting diodes (LEDs); they exhibit
a forward (offset) voltage of 1 to 2 volts. The circuit symbol for the LED is shown
in Figure 8.75.

v

+

–
i

Light

Figure 8.75 Light-
emitting diode (LED) circuit
symbol

Gallium arsenide (GaAs) is one of the more popular substrates for creating
LEDs; gallium phosphide (GaP) and the alloy GaAs1−xPx are also quite common.
Table 8.1 lists combinations of materials and dopants used for common LEDs and
the colors they emit. The dopants are used to create the necessary pn junction.

Table 8.1 LED materials and wavelengths

Material Dopant Wavelength Color

GaAs Zn 900 nm Infrared

GaAs Si 910–1,020 nm Infrared

GaP N 570 nm Green

GaP N 590 nm Yellow

GaP Zn, O 700 nm Red

GaAs0.6P0.4 650 nm Red

GaAs0.35P0.65 N 632 nm Orange

GaAs0.15P0.85 N 589 nm Yellow

The construction of a typical LED is shown in Figure 8.76, along with
the schematic representation for an LED. A shallow pn junction is created with
electrical contacts made to both p and n regions. As much of the upper surface
of the p material is uncovered as possible, so that light can leave the device
unimpeded. It is important to note that, actually, only a relatively small fraction
of the emitted light leaves the device; the majority stays inside the semiconductor.
A photon that stays inside the device will eventually collide with an electron in
the valence band, and the collision will force the electron into the conduction
band, emitting an electron-hole pair and absorbing the photon. To minimize the
probability that a photon will be absorbed before it has an opportunity to leave the
LED, the depth of the p-doped region is left very thin. Also, it is advantageous
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Figure 8.76 Light-emitting diode (LED)

to have most of the recombinations that emit photons occur as close to the surface
of the diode as possible. This is made possible by various doping schemes, but
even so, of all of the carriers going through the diode, only a small fraction emit
photons that are able to leave the semiconductor.

A simple LED drive circuit is shown in Figure 8.77. From the standpoint of
circuit analysis, LED characteristics are very similar to those of the silicon diode,
except that the offset voltage is usually quite a bit larger. Typical values of Vγ can
be in the range of 1.2 to 2 volts, and operating currents can range from 20 mA
to 100 mA. Manufacturers usually specify an LED’s characteristics by giving the
rated operating-point current and voltage.

EXAMPLE 8.12 Analysis of Light-Emitting Diode

Problem

For the circuit of Figure 8.77, determine: (1) the LED power consumption; (2) the
resistance RS ; (3) the power required by the voltage source.

iLED

Vγ vLED

VS

+

_

vLED

+

_

iLEDRS

Figure 8.77 LED drive
circuit and i-v characteristic

Solution

Known Quantities: Diode operating point: VLED = 1.7 V; ILED = 40 mA; VS = 5 V.

Find: PLED; RS ; PS .

Assumptions: Use the ideal diode model.

Analysis:

1. The power consumption of the LED is determined directly from the specification of
the operating point:

PLED = VLED × ILED = 68 mW

2. To determine the required value of RS to achieve the desired operating point, we
apply KVL around the circuit of Figure 8.77:

VS = ILEDRS + VLED

RS = VS − VLED

ILED
= 5 − 1.7

40 × 10−3
= 82.5 �
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3. To satisfy the power requirement of the circuit, the battery must be able to supply 40
mA to the diode. Thus,

PS = VS × ILED = 200 mW

Comments: A more practical LED biasing circuit may be found in Chapter 9 (Example
9.7).

FOCUS ON
MEASUREMENTS

Opto-Isolators
One of the common applications of photodiodes and LEDs is the
opto-coupler, or opto-isolator. This device, which is usually enclosed in a
sealed package, uses the light-to-current and current-to-light conversion
property of photodiodes and LEDs to provide signal connection between
two circuits without any need for electrical connections. Figure 8.78 depicts
the circuit symbol for the opto-isolator.

Input Output

Figure 8.78 Opto-isolator

Because diodes are nonlinear devices, the opto-isolator is not used in
transmitting analog signals: the signals would be distorted because of the
nonlinear diode i-v characteristic. However, opto-isolators find a very
important application when on-off signals need to be transmitted from
high-power machinery to delicate computer control circuitry. The optical
interface ensures that potentially damaging large currents cannot reach
delicate instrumentation and computer circuits.

Check Your Understanding
8.11 Repeat the analysis of the diode clipper of Figure 8.58 for the branch containing
D2.

8.12 For the one-sided diode clipper of Figure 8.59, find the percentage of the source
voltage that reaches the load if RL = 150 �, rS = 50 �, and rD = 5 �. Assume that the
diode is conducting, and use the circuit model of Figure 8.63.

8.13 How would the diode clipper output waveform change if we used the offset diode
model instead of the piecewise linear model in the analysis? [Hint: Compare Figures 8.26
and 8.38(a).]

CONCLUSION

• Semiconductor materials have conductive properties that fall between those of
conductors and insulators. These properties make such materials useful in the
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construction of many electronic devices that exhibit nonlinear i-v characteristics.
Of these devices, the diode is one of the most commonly employed.

• The semiconductor diode acts like a one-way current valve, permitting the flow of
current only when biased in the forward direction. Although the behavior of the
diode is described by an exponential equation, it is possible to approximate the
operation of the diode by means of simple circuit models. The simplest model
treats the diode as either a short circuit or an open circuit (the on-off, or ideal,
model). The ideal model can be extended to include an offset voltage (usually 0.2
to 0.7 V), which represents the contact potential at the diode junction. A slightly
more realistic model, the piecewise linear diode model, accounts for the effects of
the diode forward resistance. With the aid of these circuit models it becomes
possible to analyze diode circuits using the DC and AC circuit analysis techniques
developed in earlier chapters.

• One of the most important properties of the semiconductor diode is that of
rectification, which permits the conversion of AC voltages and currents to DC
voltages and currents. Diode rectifiers can be of the half-wave type, or they can be
full-wave. Full-wave rectifiers can be constructed in a conventional two-diode
configuration, or in a bridge configuration. Diode rectifiers are an essential part of
DC power supplies and are usually employed in conjunction with filter capacitors
to obtain a relatively smooth DC voltage waveform. In addition to rectification
and smoothing, it is also necessary to regulate the output of a DC power supply;
Zener diodes accomplish this task by holding a constant voltage when
reverse-biased above the Zener voltage.

• In addition to power supply applications, diodes find use in many
signal-processing and signal-conditioning circuits. Of these, the diode limiter,
peak detector, and clamp have been explored in the chapter. Further, since
semiconductor material properties are also affected by light intensity, certain
types of diodes, known as photodiodes, find application as light detectors, solar
cells, or light-emitting diodes.

CHECK YOUR UNDERSTANDING ANSWERS

CYU 8.1 16.55 V

CYU 8.2 VQ = 0.65 V; IQ = 37 mA

CYU 8.3 0.1 �

CYU 8.4 13.92 V

CYU 8.5 Both diodes conduct.

CYU 8.6 (a) Neither conducts. (b) Both conduct. (c) Only D2 conducts. (d) Only D1 conducts.

CYU 8.7 154.36 V

CYU 8.8 8.06 V; 2%

CYU 8.9 8.8%

HOMEWORK PROBLEMS

Section 1: Semiconductors

8.1 In a semiconductor material, the net charge is zero.
This requires the density of positive charges to be
equal to the density of negative charges. Both charge
carriers (free electrons and holes) and ionized dopant
atoms have a charge equal to the magnitude of one

electronic charge. Therefore the charge neutrality equation
(CNE) is:

po +N+
d − no −N−

a = 0

where

no = Equilibrium negative carrier density

po = Equilibrium positive carrier density
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N−
a = Ionized acceptor density

N+
d = Ionized donor density

The carrier product equation (CPE) states that as a
semiconductor is doped the product of the charge
carrier densities remains constant:

nopo = Constant

For intrinsic silicon at T = 300 K:

Constant = niopio = n2
io = p2

io

=
(

1.5 × 1016 1

m3

)2

= 2.25 × 1032 1

m2

The semiconductor material is n- or p-type depending
on whether donor or acceptor doping is greater.
Almost all dopant atoms are ionized at room
temperature. If intrinsic silicon is doped:

NA ≈ N−
a = 1017 1

m3
Nd = 0

Determine:

a. If this is an n- or p-type extrinsic semiconductor.

b. Which are the major and which the minority charge
carriers.

c. The density of majority and minority carriers.

8.2 If intrinsic silicon is doped:

Na ≈ N−
a = 1017 1

m3
Nd ≈ N+

d = 5 × 1018 1

m3

Determine:

a. If this is an n- or p-type extrinsic semiconductor.

b. Which are the majority and which the minority
charge carriers.

c. The density of majority and minority carriers.

8.3 Describe the microscopic structure of semiconductor
materials. What are the three most commonly used
semiconductor materials?

8.4 Describe the thermal production of charge carriers in
a semiconductor and how this process limits the
operation of a semiconductor device.

8.5 Describe the properties of donor and acceptor dopant
atoms and how they affect the densities of charge
carriers in a semiconductor material.

8.6 Physically describe the behavior of the charge
carriers and ionized dopant atoms in the vicinity of a
semiconductor pn junction that causes the potential
(energy) barrier that tends to prevent charge carriers
from crossing the junction.

Section 2: Diode Circuit Models

8.7 Find voltage vL in the circuit of Figure P8.7, where
D is an ideal diode. Use values of vS < and > 0.

+
_vS

vL

_

+

R1 R1

RS D

Figure P8.7

8.8 In the circuit of Figure P8.7, vS = 6 V and
R1 = RS = RL = 500 �. Determine iD and vD
graphically, using the diode characteristic of the
1N461A.

8.9 Assume that the diode in Figure P8.9 requires a
minimum current of 1 mA to be above the knee of its
i-v characteristic.

a. What should be the value of R to establish 5 mA in
the circuit?

b. With the value of R determined in part a, what is
the minimum value to which the voltage E could be
reduced and still maintain diode current above the
knee? Use Vγ = 0.7 V.

E = 5 V

R

I

Figure P8.9

8.10 In Figure P8.10, a sinusoidal source of 50 V rms
drives the circuit. Use the offset diode model for a
silicon diode.
a. What is the maximum forward current?
b. What is the peak inverse voltage across the diode?

50 Vrms
+
_∼

Vγ = 0.7 V

220 Ω

Figure P8.10

8.11 Determine which diodes are forward biased and
which are reverse biased in each of the configurations
shown in Figure P8.11.

+5 V

R

(a)

R
+5 V

+10 V

(b)

Figure P8.11
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10 V_

+5 V

R
R

12 V_

(c) (d)

R

10 V_(e)

5 V_

Figure P8.11 Continued

8.12 In the circuit of Figure P8.12, find the range of Vin

for which D1 is forward-biased. Assume ideal diodes.

1 kΩ

1 kΩ
D2

Vin

_

+

+
_ 5 V

D1

Figure P8.12

8.13 Determine which diodes are forward biased and
which are reverse-biased in the configurations shown
in Figure P8.13. Assuming a 0.7-V drop across each
forward-biased diode, determine the output voltage.

+5 V

R

5 V

+5 V

5 V

_

_

D1

D2

D3

D4

vout

+5 V

(a)

+5 V

R

0 V

10 V

D1

D2

D3

vout

+15 V

(b)

5 V

R

+5 V

_ D1

D2

vout

10 V

(c)

_

_

Figure P8.13

8.14 Sketch the output waveform and the voltage
transfer characteristic for the circuit of Figure P8.14.
Assume ideal diode characteristics, vS(t) = 10 sin
(2,000πt).

+
_~

10 Ω

vS (t)

4 V

10 Ω vo(t)

+

_

Figure P8.14

8.15 The diode in the circuit shown in Figure P8.15 is
fabricated from silicon and:

iD = Io(e
vD/VT − 1)

where at T = 300 K:

Io = 250 × 10−12 A VT = kT

q
≈ 26 mV

vS = 4.2 V + 110 cos(ωt) mV

ω = 377 rad/s R = 7 k�

Determine, using superposition, the DC or Q point
current through the diode:
a. Using the DC offset model for the diode.
b. By iteratively solving the circuit characteristic (i.e.,

the DC load line equation) and the device
characteristic (i.e., the diode equation).

iD

VD

R

VS
+
_

+

–

Figure P8.15

8.16 If the diode in the circuit shown in Figure P8.15 is
fabricated from silicon and:

iD = Io[e
vD/VT − 1]

where at T = 300 K:

Io = 2.030 × 10−15 A VT = kT

q
≈ 26 mV

vS = 5.3 V + 7 cos(ωt) mV

ω = 377 rad/s R = 4.6 k�

Determine, using superposition and the offset (or
threshold) voltage model for the diode, the DC or Q
point current through the diode.

8.17 If the diode in the circuit shown in Figure P8.15 is
fabricated from silicon and:

iD = Io[e
vD/VT − 1]
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where at T = 300 K:

Io = 250 × 10−12 A VT = kT

q
≈ 26 mV

vS = 4.2 V + 110 cos(ωt) mV

ω = 377 rad/s R = 7 k�

and the DC operating point or quiescent point (Q
point) is:

IDQ = 0.5458 mA VDQ = 379.5 mV

determine the equivalent small-signal AC resistance of
the diode at room temperature at the Q point given.

8.18 If the diode in the circuit shown in Figure P8.15 is
fabricated from silicon and:

iD = Io[e
vD/VT − 1]

where at T = 300 K:

Io = 2.030 × 10−15 A VT = kT

q
≈ 26 mV

vS = 5.3 V + 70 cos(ωt) mV

ω = 377 rad/s R = 4.6 k�

and the DC operating point or quiescent point (Q
point) is:

IDQ = 1.000 mA VDQ = 0.700 V

determine the equivalent small-signal AC resistance of
the diode at room temperature at the Q point given.

8.19 If the diode in the circuit shown in Figure P8.15 is
fabricated from silicon and:

iD = Io[e
vD/VT − 1]

where at T = 300 K:

Io = 250 × 10−12 A VT = kT

q
≈ 26 mV

vS = VS + vs = 4.2 V + 110 cos(ωt) mV

ω = 377 rad/s R = 7 k�

The DC operating point or quiescent point (Q point)
and the AC small signal equivalent resistance at this Q
point are:

IDQ = 0.548 mA VDQ = 0.365 V rd = 47.45 �

Determine, using superposition, the AC voltage across
the diode and the AC current through it.

8.20 The diode in the circuit shown in Figure P8.20 is
fabricated from silicon and:

R = 2.2 k� VS2 = 3 V

Determine the minimum value of VS1 at and above
which the diode will conduct with a significant current.

VD

R

VS1

VS2

+

–

+
_

+
_

Figure P8.20

Section 3: Rectifiers
and Voltage Supplies

8.21 Find the average value of the output voltage for the
circuit of Figure P8.21 if the input voltage is sinusoidal
with an amplitude of 5 V. Let Vγ = 0.7 V.

vin

_

+

_

+

vout

100 nF

Figure P8.21

8.22 In the rectifier circuit shown in Figure P8.22,
v(t) = A sin (2π100)t V. Assume a forward voltage
drop of 0.7 V across the diode when it is conducting. If
conduction must begin during each positive half-cycle
at an angle no greater than 5◦, what is the minimum
peak value, A, that the AC source must produce?

R+
_~v(t)

Figure P8.22

8.23 A half-wave rectifier is to provide an average
voltage of 50 V at its output.
a. Draw a schematic diagram of the circuit.
b. Sketch the output voltage waveshape.
c. Determine the peak value of the output voltage.
d. Sketch the input voltage waveshape.
e. What is the rms voltage at the input?

8.24 You have been asked to design a full-wave bridge
rectifier for a power supply. A step-down transformer
has already been chosen. It will supply 12 V rms to
your rectifier. The full-wave rectifier is shown in the
circuit of Figure P8.24.
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a. If the diodes have an offset voltage of 0.6 V, sketch
the input source voltage, vS(t), and the output
voltage, vL(t), and state which diodes are on and
which are off in the appropriate cycles of vS(t).
The frequency of the source is 60 Hz.

b. If RL = 1,000 � and a capacitor, placed across RL
to provide some filtering, has a value of 8 µF,
sketch the output voltage, vL(t).

c. Repeat part b, with the capacitance equal to 100 µF.

Source Rectifier Load

vS (t)

D1

vL(t)

+

_

D2

D3 D4

+

_

RL

Figure P8.24

8.25 In the full-wave power supply shown in Figure
P8.25 the diodes are 1N4001 with a rated peak reverse
voltage (also called peak inverse voltage) of 25 V.
They are fabricated from silicon.

n = 0.05883

C = 80 µF RL = 1 k�

Vline = 170 cos(377t)V

a. Determine the actual peak reverse voltage across
each diode.

b. Explain why these diodes are or are not suitable for
the specifications given.

Vline C RL VL

+

–

iLD1

D2

Vs1

+

–

Vs2

+

–

Figure P8.25

8.26 In the full-wave power supply shown in Figure
P8.25:

n = 0.1

C = 80 µF RL = 1 k�

Vline = 170 cos(377t)V

The diodes are 1N914 switching diodes (but used here

for AC-DC conversion), fabricated from silicon, with
the following rated performance:

Pmax = 500 mW at T = 25◦C

Vpk−rev = 30 V

The derating factor is 3 mW/◦C for
25◦ C < T ≤ 125◦C and 4 mW/◦C for
125◦C < T ≤ 175◦C.
a. Determine the actual peak reverse voltage across

each diode.
b. Explain why these diodes are or are not suitable for

the specifications given.

8.27 The diodes in the full-wave DC power supply
shown in Figure P8.25 are silicon. The load voltage
waveform is shown in Figure P8.27. If:

IL = 60 mA VL = 5 VR = 5%

Vline = 170 cos(ωt) V ω = 377 rad/s

determine the value of:
a. The turns ratio, n.
b. The value of the capacitor, C.

VL min

VL(t)

VM

vt2

vt

π

φ

2 π

Figure P8.27

8.28 The diodes in the full-wave DC power supply
shown in Figure P8.25 are silicon. If:

IL = 600 mA VL = 50 V

Vr = 8% = 4 V

Vline = 170 cos(ωt) V ω = 377 rad/s

determine the value of:
a. The turns ratio, n.
b. The value of the capacitor, C.

8.29 The diodes in the full-wave DC power supply
shown in Figure P8.25 are silicon. If:

IL = 5 mA VL = 10 V

Vr = 20% = 2 V

Vline = 170 cos(ωt) V ω = 377 rad/s

determine the:
a. Turns ratio, n.
b. The value of the capacitor, C.
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8.30 In the circuit shown in Figure 8.15:

IL = 600 mA VL = 50 V

VR = 4 V C = 1000 µF

vs1(t) = vs2(t) = Vs0 cos(ωt) ω = 377 rad/s

The diodes are silicon. If the power rating of one of the
diodes is exceeded and it burns out or opens, determine
the new values of the DC output or load voltage and
the ripple voltage.

8.31 In the full-wave power supply shown in Figure
P8.31 the diodes are 1N4001 with a rated peak reverse
voltage (also called peak inverse voltage) of 50 V.
They are fabricated from silicon.

Vline = 170 cos(377t)V

n = 0.2941

C = 700 µF RL = 2.5 k�
a. Determine the actual peak reverse voltage across

each diode.
b. Explain why these diodes are or are not suitable for

the specifications given.

iL

C RL VL

+

–

Vs

+

–

+

–
Vline

D1D4

D3 D2

Figure P8.31

8.32 In the full-wave power supply shown in Figure
P8.31 the diodes are 1N4001 general-purpose silicon
diodes with a rated peak reverse voltage of 10 V and:

Vline = 156 cos(377t)V

n = 0.04231 Vr = 0.2 V

IL = 2.5 mA VL = 5.1 V
a. Determine the actual peak reverse voltage across

the diodes.
b. Explain why these diodes are or are not suitable for

the specifications given.

8.33 The diodes in the full-wave DC power supply
shown in Figure P8.31 are silicon. If:

IL = 650 mA VL = 10 V

Vr = 1 V ω = 377 rad/s

Vline = 170 cos(ωt) V φ = 23.66◦

determine the value of the average and peak current
through each diode.

8.34 The diodes in the full-wave DC power supply
shown in Figure P8.31 are silicon. If:

IL = 85 mA VL = 5.3 V

Vr = 0.6 V ω = 377 rad/s

Vline = 156 cos(ωt) V

Determine the value of:
a. The turns ratio, n.
b. The capacitor, C.

8.35 The diodes in the full-wave DC power supply
shown are silicon. If:

IL = 250 mA VL = 10 V

Vr = 2.4 V ω = 377 rad/s

Vline = 156 cos(ωt) V

Determine the value of:
a. The turns ratio, n.
b. The capacitor, C.

Section 4: Zener Diodes
and Voltage Regulation

8.36 The diode shown in Figure P8.36 has a piecewise
linear characteristic that passes through the points
(−10 V, −5 µA), (0, 0), (0.5 V, 5 mA), and (1 V, 50
mA). Determine the piecewise linear model, and, using
that model, solve for i and v.

2 V

100 Ω

i

+

_

v

Figure P8.36

8.37 Find the minimum value of RL in the circuit shown
in Figure P8.37 for which the output voltage remains at
just 5.6 V.

18 V

1800 Ω

RL

+

_

Vout
VZ = 5.6 V

Figure P8.37

8.38 Determine the minimum value and the maximum
value that the series resistor may have in a regulator



Part II Electronics 387

circuit whose output voltage is to be 25 V, whose input
voltage varies from 35 to 40 V, and whose maximum
load current is 75 mA. The Zener diode used in this
circuit has a maximum current rating of 250 mA.

8.39 The i-v characteristic of a semiconductor diode
designed to operate in the Zener breakdown region is
shown in Figure P8.39. The Zener or breakdown
region extends from a minimum current at the knee of
the curve, equal here to about −5 mA (from the graph)
and the maximum rated current equal −90 mA (from
the specification sheet). Determine the Zener
resistance and Zener voltage of the diode.

–5 V –2.5 V

iD

VD

–80 mA

–60 mA

–40 mA

–20 mA

Figure P8.39

8.40 The Zener diode in the simple voltage regulator
circuit shown in Figure P8.40 is a 1N5231B. The
source voltage is obtained from a DC power supply. It
has a DC and a ripple component:

vS = VS + Vr

where:

VS = 20 V Vr = 250 mV

R = 220 � IL = 65 mA VL = 5.1 V

Vz = 5.1 V rz = 17 � PRated = 0.5 W

izmin = 10 mA

Determine the maximum rated current the diode can
handle without exceeding its power limitation.

RL

R

iL

VS

+

_
VL

+

_
+
_

Figure P8.40

8.41 The 1N963 Zener diode in the simple voltage
regulator circuit shown in Figure P8.40 has the

specifications:

Vz = 12 V rz = 11.5 � PRated = 400 mW

At knee of curve:

izk = 0.25 mA rzk = 700 �

Determine the maximum rated current the diode can
handle without exceeding its power limitation.

8.42 In the simple voltage regulator circuit shown in
Figure P8.40, R must maintain the Zener diode current
within its specified limits for all values of the source
voltage, load current, and Zener diode voltage.
Determine the minimum and maximum values of R
which can be used.

Vz = 5 V ± 10% rz = 15 �

izmin = 3.5 mA izmax = 65 mA

VS = 12 V ± 3 V IL = 70 ± 20 mA

8.43 In the simple voltage regulator circuit shown in
Figure P8.40, R must maintain the Zener diode current
within its specified limits for all values of the source
voltage, load current, and Zener diode voltage. If:

Vz = 12 V ± 10% rz = 9 �

izmin = 3.25 mA izmax = 80 mA

VS = 25 ± 1.5 V

IL = 31.5 ± 21.5 mA

determine the minimum and maximum values of R
which can be used.

8.44 In the simple voltage regulator circuit shown in
Figure P8.40, the Zener diode is a 1N4740A.

Vz = 10 V ± 5% rz = 7 � izmin = 10 mA

Prated = 1 W izmax = 91 mA

VS = 14 ± 2 V R = 19.8 �

Determine the minimum and maximum load current
for which the diode current remains within its specified
values.

8.45 In the simple voltage regulator circuit shown in
Figure P8.40, the Zener diode is a 1N963. Determine
the minimum and maximum load current for which the
diode current remains within its specified values.

Vz = 12 V ± 10% rz = 11.5 �

izmin = 2.5 mA izmax = 32.6 mA

PR = 400 mW

VS = 25 ± 2 V R = 470 �

8.46 In the simple voltage regulator circuit shown in
Figure P8.40, the Zener diode is a 1N4740A.
Determine the minimum and maximum source voltage
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for which the diode current remains within its specified
values.

Vz = 10 V ± 5% rz = 7 �

izmin = 10 mA izmax = 91 mA

PRated = 1 W R = 80 �± 5%

IL = 35 ± 10 mA

8.47 The Zener diode in the simple voltage regulator
circuit shown in Figure P8.40 is a 1N4740. The source
voltage is obtained from a DC power supply. It has a
DC and a ripple component:

vS = VS + Vr

where:

VS = 16 V Vr = 2 V

IL = 35 mA VL = 10 V

Vz = 10 V rz = 7 �

izmax = 91 mA izmin = 10 mA

Determine the ripple voltage across the load.

8.48 The Zener diode in the simple voltage regulator
circuit shown in Figure P8.40 is a 1N5231B. The
source voltage is obtained from a DC power supply. It
has a DC and a ripple component:

vS = VS + Vr

where:

VS = 20 V Vr = 250 mV

R = 220 �

IL = 65 mA VL = 5.1 V

Vz = 5.1 V rz = 17 �

Prated = 0.5 W

izmin = 10 mA

Determine the ripple voltage across the load.

8.49 The Zener diode in the simple voltage regulator
circuit shown in Figure P8.40 is a 1N970. The source
voltage is obtained from a DC power supply. It has a
DC and a ripple component:

vS = VS + Vr

where:

VS = 30 V Vr = 3 V IL = 8 A

Vz = 24 V rz = 33 � VL = 24 V

izmax = 15 A izmin = 1.5 A R = 1 �

Determine the ripple voltage across the load.

Section 5: Other Diode Circuits

8.50 Assuming that the diodes are ideal, determine and
sketch the i-v characteristics for the circuit of Figure
P8.50. Consider the range 10 ≥ v ≥ 0.

i
+

_

100 Ω

V2 = 4 V

6 V100 Ω
v

100 Ω

Device

Figure P8.50

8.51 Given the input voltage waveform and the circuit
shown in Figure P8.51, sketch the output voltage.

vout

+

_

vin

+

_

Vj = 0.7 V

98 Ω

0.6 Ω

50 V

100 V

vin 

t 

Figure P8.51

8.52 We are using a voltage source to charge an
automotive battery as shown in the circuit of Figure
P8.52(a). At t = t1, the protective circuitry of the
source causes switch S1 to close, and the source
voltage goes to zero. Find the currents, IS , IB , and
ISW , for the following conditions:
a. t = t−1
b. t = t+1
c. What will happen to the battery after the switch

closes?
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Now we are going to charge the battery, using the
circuit of Figure P8.52(b). Repeat parts a and b if the
diode has an offset voltage of 0.6 V.

+
_

RS = 1 Ω

VS = 13 V

IS

S1
t = t1

(a)

(b)

Vbattery = 9.6 V

+

_

RB = 10 Ω

ISW
IB

+
_

RS = 1 Ω

VS = 13 V

IS

S1
t = t1 Vbattery = 9.6 V

+

_

RB = 10 Ω

ISW

IB

D1

Figure P8.52

8.53 Find the output voltage of the peak detector shown
in Figure P8.53. Use sinusoidal input voltages with
amplitude 6, 1.5, and 0.4 V and zero average value.
Let Vγ = 0.7 V.

vin

_

+

_

+

vout220 nF

Figure P8.53
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C H A P T E R

9

Transistor Fundamentals

hapter 9 continues the discussion of electronic devices that began in Chap-
ter 8 with the semiconductor diode. This chapter describes the operating
characteristics of the two major families of electronic devices: bipolar and
field-effect transistors. The first half of Chapter 9 is devoted to a brief,

qualitative discussion of the physics and operation of the bipolar junction transis-
tor (BJT), which naturally follows the discussion of the pn junction in Chapter
8. The i-v characteristics of bipolar transistors and their operating states are pre-
sented. Large-signal circuit models for the BJT are then introduced, to illustrate
how one can analyze transistor circuits using basic circuit analysis methods. A
few practical examples are discussed to illustrate the use of the circuit models. The
second half of the chapter focuses on field-effect transistors; the basic operation
and i-v characteristics of enhancement- and depletion-mode MOS transistors and
of junction field-effect transistors are presented. Universal curves for each of these
devices and large-signal circuit models are also discussed. By the end of Chapter
9, you should be able to:

• Describe the basic operation of bipolar junction transistors.
• Interpret BJT characteristic curves and extract large-signal model

parameters from these curves.
• Identify the operating state of a BJT from measured data and determine

its operating point.
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• Analyze simple large-signal BJT amplifiers.
• Describe the basic operation of enhancement- and depletion-mode

metal-oxide-semiconductor field-effect transistors (MOSFETs) and of
junction field-effect transistors (JFETs).

• Interpret the universal curves for these devices and extract linear
(small-signal) models for simple amplifiers from device curves and data
sheets.

• Identify the operating state of a field-effect transistor from measured data
and determine its operating point.

• Analyze simple large-signal FET amplifiers.

9.1 TRANSISTORS AS AMPLIFIERS
AND SWITCHES

A transistor is a three-terminal semiconductor device that can perform two func-
tions that are fundamental to the design of electronic circuits: amplification and
switching. Put simply, amplification consists of magnifying a signal by transfer-
ring energy to it from an external source; whereas a transistor switch is a device
for controlling a relatively large current between or voltage across two terminals
by means of a small control current or voltage applied at a third terminal. In
this chapter, we provide an introduction to the two major families of transistors:
bipolar junction transistors, or BJTs; and field-effect transistors, or FETs.

The operation of the transistor as a linear amplifier can be explained qualita-
tively by the sketch of Figure 9.1, in which the four possible modes of operation of
a transistor are illustrated by means of circuit models employing controlled sources
(you may wish to review the section on controlled sources in Chapter 2). In Figure
9.1, controlled voltage and current sources are shown to generate an output pro-
portional to an input current or voltage; the proportionality constant, µ, is called
the internal gain of the transistor. As will be shown, the BJT acts essentially as a
current-controlled device, while the FET behaves as a voltage-controlled device.

iin
µiin 

(a) Current-controlled current source (b) Voltage-controlled voltage source

(d) Current-controlled voltage source(c) Voltage-controlled current source

vin
µvin

vin iin

+

_

µiin

+

_

µvin

+
_

+
_

ri

ri 

ro

ro

ro

ri 

ri
ro

µ µ

µµ

Figure 9.1 Controlled-source models of linear amplifier transistor
operation
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Transistors can also act in a nonlinear mode, as voltage- or current-controlled
switches. When a transistor operates as a switch, a small voltage or current is used
to control the flow of current between two of the transistor terminals in an on-off
fashion. Figure 9.2 depicts the idealized operation of the transistor as a switch,
suggesting that the switch is closed (on) whenever a control voltage or current is
greater than zero and is open (off) otherwise. It will later become apparent that
the conditions for the switch to be on or off need not necessarily be those depicted
in Figure 9.2. The operation of transistors as switches will be discussed in more
detail in Chapter 10.

iin

Voltage-controlled switch

Current-controlled switch

iin

vin vin

+

_

iin ≤ 0

vin > 0vin ≤ 0

iin > 0

+

_

ri

ri

ri

ri

Figure 9.2 Models of ideal transistor switches

EXAMPLE 9.1 Model of Linear Amplifier

Problem

Determine the voltage gain of the amplifier circuit model shown in Figure 9.3.

vin

C

vLRLri
µvinvS

E

RS B

–

–

+
+

–

ro

+
+
–µ

Figure 9.3

Solution

Known Quantities: Amplifier internal input and output resistances, ri and ro; amplifier
internal gain, µ; source and load resistances, RS and RL.
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Find: AV = vL

vS

Analysis: First determine the input voltage, vin, using the voltage divider rule:

vin = ri

ri + RS vS
Then, the output of the controlled voltage source is:

µvin = µ
ri

ri + RS vS
and the output voltage can be found by the voltage divider rule:

vL = µ
ri

ri + RS vS × RL

ro + RL
Finally, the amplifier voltage gain can be computed:

AV = vL

vS
= µ

ri

ri + RS × RL

ro + RL
Comments: Note that the voltage gain computed above is always less than the transistor
internal voltage gain, µ. One can easily show that if the conditions ri � RS and ro � RL
hold, then the gain of the amplifier becomes approximately equal to the gain of the
transistor. One can therefore conclude that the actual gain of an amplifier always depends
on the relative values of source and input resistance, and of output and load resistance.

Check Your Understanding
9.1 Repeat the analysis of Example 9.1 for the current-controlled voltage source model
of Figure 9.1(d). What is the amplifier voltage gain? Under what conditions would the gain
A be equal to µ/RS?

9.2 Repeat the analysis of Example 9.1 for the current-controlled current source model
of Figure 9.1(a). What is the amplifier voltage gain?

9.3 Repeat the analysis of Example 9.1 for the voltage-controlled current source model
of Figure 9.1(c). What is the amplifier voltage gain?

9.2 THE BIPOLAR JUNCTION TRANSISTOR
(BJT)

The pn junction studied in Chapter 8 forms the basis of a large number of semi-
conductor devices. The semiconductor diode, a two-terminal device, is the most
direct application of the pn junction. In this section, we introduce the bipolar
junction transistor (BJT). As we did in analyzing the diode, we will introduce
the physics of transistor devices as intuitively as possible, resorting to an analysis
of their i -v characteristics to discover important properties and applications.

A BJT is formed by joining three sections of semiconductor material, each
with a different doping concentration. The three sections can be either a thin n
region sandwiched between p+ and p layers, or a p region between n and n+

layers, where the superscript “plus” indicates more heavily doped material. The
resulting BJTs are called pnp and npn transistors, respectively; we shall discuss
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only the latter in this chapter. Figure 9.4 illustrates the approximate construction,
symbols, and nomenclature for the two types of BJTs.

Collector

Base

Emitter Circuit symbols

B

E

C

pnp transistor

p+

n

Collector

Base

Emitter Circuit symbols

B

E

C

npn transistor

p

n+

p n

B

E

C

B

E

C

Figure 9.4 Bipolar junction transistors

The operation of the npnBJT may be explained by considering the transistor
as consisting of two back-to-back pn junctions. The base-emitter (BE) junction
acts very much like a diode when it is forward-biased; thus, one can picture the
corresponding flow of hole and electron currents from base to emitter when the
collector is open and the BE junction is forward-biased, as depicted in Figure 9.5.
Note that the electron current has been shown larger than the hole current, because
of the heavier doping of the n side of the junction. Some of the electron-hole pairs
in the base will recombine; the remaining charge carriers will give rise to a net
flow of current from base to emitter. It is also important to observe that the base
is much narrower than the emitter section of the transistor.
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IB = IE.

Figure 9.5 Current flow in
an npn BJT

Imagine, now, reverse-biasing the base-collector (BC) junction. In this
case, an interesting phenomenon takes place: the electrons “emitted” by the emitter
with theBE junction forward-biased reach the very narrow base region, and after a
few are lost to recombination in the base, most of these electrons are “collected” by
the collector. Figure 9.6 illustrates how the reverse bias across the BC junction is
in such a direction as to sweep the electrons from the emitter into the collector. This
phenomenon can take place because the base region is kept particularly narrow.
Since the base is narrow, there is a high probability that the electrons will have
gathered enough momentum from the electric field to cross the reverse-biased
collector-base junction and make it into the collector. The result is that there is
a net flow of current from collector to emitter (opposite in direction to the flow
of electrons), in addition to the hole current from base to emitter. The electron
current flowing into the collector through the base is substantially larger than that
which flows into the base from the external circuit. One can see from Figure 9.6
that if KCL is to be satisfied, we must have

IE = IB + IC (9.1)
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Figure 9.6 Flow of emitter
electrons into the collector in an
npn BJT

The most important property of the bipolar transistor is that the small base
current controls the amount of the much larger collector current

IC = βIB (9.2)
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where β is a current amplification factor dependent on the physical properties of
the transistor. Typical values of β range from 20 to 200. The operation of a pnp
transistor is completely analogous to that of the npn device, with the roles of the
charge carriers (and therefore the signs of the currents) reversed. The symbol for
a pnp transistor was shown in Figure 9.4.

The exact operation of bipolar transistors can be explained by resorting to a
detailed physical analysis of the npn or pnp structure of these devices. The reader
interested in such a discussion of transistors is referred to any one of a number of
excellent books on semiconductor electronics. The aim of this book, on the other
hand, is to provide an introduction to the basic principles of transistor operation
by means of simple linear circuit models based on the device i-v characteristic.
Although it is certainly useful for the non-electrical engineer to understand the
basic principles of operation of electronic devices, it is unlikely that most readers
will engage in the design of high-performance electronic circuits or will need a
detailed understanding of the operation of each device. The present chapter will
therefore serve as a compendium of the basic ideas, enabling an engineer to read and
understand electronic circuit diagrams and to specify the requirements of electronic
instrumentation systems. The focus of this section will be on the analysis of the
i-v characteristic of the npn BJT, based on the circuit notation defined in Figure
9.7. The device i-v characteristics will be presented qualitatively, without deriving
the underlying equations, and will be utilized in constructing circuit models for
the device.
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voltages: iB , iC ,  vCE, and vBE.

Figure 9.7 Definition of
BJT voltages and currents

The number of independent variables required to uniquely define the opera-
tion of the transistor may be determined by applying KVL and KCL to the circuit
of Figure 9.7. Two voltages and two currents are sufficient to specify the operation
of the device. Note that, since the BJT is a three-terminal device, it will not be
sufficient to deal with a single i-v characteristic; two such characteristics are re-
quired to explain the operation of this device. One of these characteristics relates
the base current, iB , to the base-emitter voltage, vBE ; the other relates the collector
current, iC , to the collector-emitter voltage, vCE . The latter characteristic actually
consists of a family of curves. To determine these i-v characteristics, consider
the i-v curves of Figures 9.8 and 9.9, using the circuit notation of Figure 9.7. In
Figure 9.8, the collector is open and the BE junction is shown to be very similar
to a diode. The ideal current source, IBB , injects a base current, which causes the
junction to be forward-biased. By varying IBB , one can obtain the open-collector
BE junction i-v curve shown in the figure.

If a voltage source were now to be connected to the collector circuit, the
voltage vCE and, therefore, the collector current, iC , could be varied, in addition to
the base current, iB . The resulting circuit is depicted in Figure 9.9(a). By varying
both the base current and the collector-emitter voltage, one could then generate a
plot of the device collector characteristic. This is also shown in Figure 9.9(b).
Note that this figure depicts not just a single iC-vCE curve, but an entire family,
since for each value of the base current, iB , an iC-vCE curve can be generated.
Four regions are identified in the collector characteristic:

1. The cutoff region, where both junctions are reverse-biased, the base current
is very small, and essentially no collector current flows.

2. The active linear region, in which the transistor can act as a linear amplifier,
where the BE junction is forward-biased and the CB junction is
reverse-biased.
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Figure 9.9(b) The collector-emitter output characteristics
of a BJT

3. The saturation region, in which both junctions are forward-biased.

4. The breakdown region, which determines the physical limit of operation of
the device.

From the curves of Figure 9.9(b), we note that as vCE is increased, the
collector current increases rapidly, until it reaches a nearly constant value; this
condition holds until the collector junction breakdown voltage,BVCEO , is reached
(for the purposes of this book, we shall not concern ourselves with the phenomenon
of breakdown, except in noting that there are maximum allowable voltages and
currents in a transistor). If we were to repeat the same measurement for a set of
different values of iB , the corresponding value of iC would change accordingly;
hence, the family of collector characteristic curves.

Determining the Operating Region of a BJT

Before we discuss common circuit models for the BJT, it will be useful to consider
the problem of determining the operating region of the transistor. A few simple
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voltage measurements permit a quick determination of the state of a transistor
placed in a circuit. Consider, for example, the BJT described by the curves of
Figure 9.9 when it is placed in the circuit of Figure 9.10. In this figure, voltmeters
are used to measure the value of the collector, emitter, and base voltages. Can these
simple measurements identify the operating region of the transistor? Assume that
the measurements reveal the following conditions:

VB = V1 = 2 V VE = V2 = 1.3 V VC = V3 = 8 V

What can be said about the operating region of the transistor?

RB
40 kΩ

E

B

C

RC

VCC

1 kΩ

RE
500 Ω

VBB
 12 VV1

V2

V3

4 V

Figure 9.10 Determination
of the operation region of a BJT

The first observation is that knowing VB and VE permits determination of
VBE : VB − VE = 0.7 V. Thus, we know that the BE junction is forward-biased.
Another quick calculation permits determination of the relationship between base
and collector current: the base current is equal to

IB = VBB − VB
RB

= 4 − 2

40,000
= 50 µA

while the collector current is

IC = VCC − VC
RC

= 12 − 8

1,000
= 4 mA

Thus, the current amplification (or gain) factor for the transistor is

IC

IB
= β = 80

Such a value for the current gain suggests that the transistor is in the linear active
region, because substantial current amplification is taking place (typical values of
current gain range from 20 to 200). Finally, the collector-to-emitter voltage, VCE ,
is found to be: VCE = VC − VE = 8 − 1.3 = 6.7 V.

At this point, you should be able to locate the operating point of the transistor
on the curves of Figures 9.8 and 9.9. The currents IB and IC and the voltage
VCE uniquely determine the state of the transistor in the IC-VCE and IB-VBE
characteristic curves. What would happen if the transistor were not in the linear
active region? The following examples answer this question and provide further
insight into the operation of the bipolar transistor.

EXAMPLE 9.2 Determining the Operating Region of a BJT

Problem

Determine the operating region of the BJT in the circuit of Figure 9.10 when the base
voltage source, VBB , is short-circuited.

Solution

Known Quantities: Base and collector supply voltages; base, emitter, and collector
resistance values.

Find: Operating region of the transistor.
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Schematics, Diagrams, Circuits, and Given Data: VBB = 0; VCC = 12 V; RB = 40 k�;
RC = 1 k�; RE = 500 �.

Analysis: Since VBB = 0, the base will be at zero volts, and therefore the base-emitter
junction is reverse-biased and the base current is zero. Thus the emitter current will also
be nearly zero. From equation 9.1 we conclude that the collector current must also be
zero. Checking these observations against Figure 9.9(b) leads to the conclusion that the
transistor is in the cutoff state. In these cases the three voltmeters of Figure 9.10 will read
zero for VB and VE and +12 V for VC , since there is no voltage drop across RC .

Comments: In general, if the base supply voltage is not sufficient to forward-bias the
base-emitter junction, the transistor will be in the cutoff region.

EXAMPLE 9.3 Determining the Operating Region of a BJT

Problem

Determine the operating region of the BJT in the circuit of Figure 9.11.

RB
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RE

VCC

V1

V2

V3

Figure 9.11

Solution

Known Quantities: Base, collector, and emitter voltages with respect to ground.

Find: Operating region of the transistor.

Schematics, Diagrams, Circuits, and Given Data: V1 = VB = 2.7 V; V2 = VE = 2 V;
V3 = VC = 2.3 V.

Analysis: To determine the region of the transistor we shall compute VBE and VBC to
determine whether the BE and BC junctions are forward or reverse-biased. Operation in
the saturation region corresponds to forward bias at both junctions (and very small
voltage drops); operation in the active region is characterized by a forward-biased BE
junction and a reverse-biased BC junction.

From the available measurements, we compute:

VBE = VB − VE = 0.7 V

VBC = VB − VC = 0.4 V

Since both junctions are forward-biased, the transistor is operating in the saturation
region. The value of VCE = VC − VE = 0.3 V is also very small. This is usually a good
indication that the BJT is operating in saturation.

Comments: Try to locate the operating point of this transistor in Figure 9.9(b), assuming
that

IC = VCC − V3

RC
= 12 − 2.3

1,000
= 9.7 mA

Selecting an Operating Point for a BJT

The family of curves shown for the collector i-v characteristic in Figure 9.9(b)
reflects the dependence of the collector current on the base current. For each
value of the base current, iB , there exists a corresponding iC-vCE curve. Thus, by
appropriately selecting the base current and collector current (or collector-emitter
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voltage), we can determine the operating point, or Q point, of the transistor. The
Q point of a device is defined in terms of the quiescent (or idle) currents and
voltages that are present at the terminals of the device when DC supplies are
connected to it. The circuit of Figure 9.12 illustrates an ideal DC bias circuit,
used to set the Q point of the BJT in the approximate center of the collector
characteristic. The circuit shown in Figure 9.12 is not a practical DC bias circuit
for a BJT amplifier, but it is very useful for the purpose of introducing the relevant
concepts. A practical bias circuit is discussed later in this section.
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VCE 

RC

By appropriate choice of IBB , RC 
and VCC , the desired Q point may 
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Figure 9.12 A simplified
bias circuit for a BJT amplifier

Applying KVL around the base-emitter and collector circuits, we obtain the
following equations:

IB = IBB (9.3)

and

VCE = VCC − ICRC (9.4)

which can be rewritten as

IC = VCC

RC
− VCE

RC
(9.5)

Note the similarity of equation 9.5 to the load-line curves of Chapters 3 and 8.
Equation 9.5 represents a line that intersects the IC axis at IC = VCC/RC and
the VCE axis at VCE = VCC . The slope of the load line is −1/RC . Since the
base current, IB , is equal to the source current, IBB , the operating point may be
determined by noting that the load line intersects the entire collector family of
curves. The intersection point at the curve that corresponds to the base current
IB = IBB constitutes the operating, orQ, point. The load line corresponding to the
circuit of Figure 9.12 is shown in Figure 9.13, superimposed on the collector curves
for the 2N3904 transistor (data sheets for the 2N3904 transistor are included in the
CD-ROM that accompanies the book). In Figure 9.13,VCC = 15 V,VCC/RC = 40
mA, and IBB = 150 µA; thus, theQ point is determined by the intersection of the
load line with the IC-VCE curve corresponding to a base current of 150 µA.

0
5

10
15
20
25
30
35
40
45
50

0 1 2 3 4 5 6 7 8
Collector-emitter voltage, V

C
ol

le
ct

or
 c

ur
re

nt
, m

A

9 10 11 12 13 14 15

Q
IB = 200 µA

IB = 150 µA

IB = 100 µA

IB = 50 µA

IB = 250 µA

Figure 9.13 Load-line analysis of a simplified
BJT amplifier

Once an operating point is established and DC currents ICQ and IBQ are
flowing into the collector and base, respectively, the BJT can serve as a linear
amplifier, as will be explained in Section 9.3. Example 9.4 serves as an illustration
of the DC biasing procedures just described.
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EXAMPLE 9.4 Calculation of DC Operating Point for BJT
Amplifier

Problem

Determine the DC operating point of the BJT amplifier in the circuit of Figure 9.14.
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RC

_

RB 

Figure 9.14

Solution

Known Quantities: Base, collector, and emitter resistances; base and collector supply
voltages; collector characteristic curves; BE junction offset voltage.

Find: DC (quiescent) base and collector currents, IBQ and ICQ, and collector-emitter
voltage, VCEQ.

Schematics, Diagrams, Circuits, and Given Data: RB = 62.7 k�; RC = 375 �;
VBB = 10 V; VCC = 15 V; Vγ = 0.6 V. The collector characteristic curves are shown in
Figure 9.13.

Assumptions: The transistor is in the active state.

Analysis: Write the load line equation for the collector circuit:

VCE = VCC − RCIC = 15 − 375IC

The load line is shown in Figure 9.13; to determine theQ point, we need to determine
which of the collector curves intersects the load line; that is, we need to know the base
current. Applying KVL around the base circuit, and assuming that the BE junction is
forward-biased (this results from the assumption that the transistor is in the active region),

IB = VBB − VBE
RB

= VBB − Vγ
RB

= 10 − 0.6

62,700
= 150 µA

The intersection of the load line with the 150 µA base curve is the DC operating or
quiescent point of the transistor amplifier, defined below by the three values:

VCEQ = 7 V ICQ = 22 mA IBQ = 150 µA

Comments: The base circuit consists of a battery in series with a resistance; we shall
soon see that it is not necessary to employ two different voltage supplies for base and
collector circuits, but that a single collector supply is sufficient to bias the transistor. Note
that even in the absence of an external input to be amplified (AC source), the transistor
dissipates power; most of the power is dissipated by the collector circuit:
PCQ = VCEQ × ICQ = 154 mW.

Focus on Computer-Aided Tools: An Electronics WorkbenchTM simulation of the
circuit analyzed in this example is available in the CD-ROM that accompanies the book.
If you run the simulation, you will note that the values of the bias currents and voltage are
slightly different from the ones computed in the example. Double-click on the BJT icon to
access the transistor model parameters, and compare the value of the BE junction voltage
used by Electronics Workbench with that used in the example. Does this discrepancy
explain the observed differences?

How can a transistor amplify a signal, then, given the VBE-IB and VCE-
IC curves discussed in this section? The small-signal amplifier properties of the
transistor are best illustrated by analyzing the effect of a small sinusoidal current
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superimposed on the DC current flowing into the base. The circuit of Figure 9.15
illustrates the idea, by including a small-signal AC source, of strength �VB , in
series with the base circuit. The effect of this AC source is to cause sinusoidal
oscillations �IB about the Q point, that is, around IBQ. A study of the collector
characteristic indicates that for a sinusoidal oscillation in IB , a corresponding, but
larger, oscillation will take place in the collector current. Figure 9.16 illustrates the
concept. Note that the base current oscillates between 110 and 190 µA, causing
the collector current to correspondingly fluctuate between 15.3 and 28.6 mA. The
notation that will be used to differentiate between DC and AC (or fluctuating)
components of transistor voltages and currents is as follows: DC (or quiescent)
currents and voltages will be denoted by uppercase symbols; for example: IB ,
IC , VBE , VCE . AC components will be preceded by a “�”: �IB(t), �IC(t),
�VBE(t), �VCE(t). The complete expression for one of these quantities will
therefore include both a DC term and a time-varying, or AC, term. For example,
the collector current may be expressed by iC(t) = IC +�IC(t).
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Figure 9.15 Circuit
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effect in a BJT
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Figure 9.16 Amplification of sinusoidal oscillations in a BJT

The i-v characteristic of Figure 9.16 illustrates how an increase in collector
current follows the same sinusoidal pattern of the base current but is greatly ampli-
fied. Thus, the BJT acts as a current amplifier, in the sense that any oscillations in
the base current appear amplified in the collector current. Since the voltage across
the collector resistance, RC , is proportional to the collector current, one can see
how the collector voltage is also affected by the amplification process. Example
9.5 illustrates numerically the effective amplification of the small AC signal that
takes place in the circuit of Figure 9.15.

EXAMPLE 9.5 A BJT Small-Signal Amplifier

Problem

With reference to the BJT amplifier of Figure 9.17 and to the collector characteristic
curves of Figure 9.13, determine: (1) the DC operating point of the BJT; (2) the nominal
current gain, β, at the operating point; (3) the AC voltage gain AV = �Vo/�VB .
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Solution

Known Quantities: Base, collector, and emitter resistances; base and collector supply
voltages; collector characteristic curves; BE junction offset voltage.
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vBE (t) 

+

–

vCE (t) 

iC (t) 

Figure 9.17

Find: (1) DC (quiescent) base and collector currents, IBQ and ICQ, and collector-emitter
voltage, VCEQ; (2) β = �IC/�IB ; (3) AV = �Vo/�VB .

Schematics, Diagrams, Circuits, and Given Data: RB = 10 k�; RC = 375 �;
VBB = 2.1 V; VCC = 15 V; Vγ = 0.6 V. The collector characteristic curves are shown in
Figure 9.13.

Assumptions: Assume that the BE junction resistance is negligible when compared to
the base resistance. Assume that each voltage and current can be represented by the
superposition of a DC (quiescent) value and an AC component. For example:
v0(t) = V0Q +�V0(t).

Analysis:

1. DC operating point. On the assumption the BE junction resistance is much smaller
than RB , we can state that the junction voltage is constant: vBE(t) = VBEQ = Vγ ,
and plays a role only in the DC circuit. The DC equivalent circuit for the base is
shown in Figure 9.18 and described by the equation

VBB = RBIBQ + VBEQ
from which we compute the quiescent base current:

IBQ = VBB − VBEQ
RB

= VBB − Vγ
RB

= 2.1 − 0.6

10,000
= 150 µA

To determine the DC operating point, we write the load line equation for the collector
circuit:

VCE = VCC − RCIC = 15 − 375IC

The load line is shown in Figure 9.19. The intersection of the load line with the 150
µA base curve is the DC operating or quiescent point of the transistor amplifier,
defined below by the three values: VCEQ = 7.2 V; ICQ = 22 mA; IBQ = 150 µA.
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Figure 9.18
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Figure 9.19 Operating point on the characteristic curve

2. AC current gain. To determine the current gain, we resort, again, to the collector
curves. Figure 9.19 indicates that if we consider the values corresponding to base
currents of 190 and 110 µA, the collector will see currents of 28.6 and 15.3 mA,
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respectively. We can think of these collector current excursions, �IC , from theQ
point as corresponding to the effects of an oscillation �IB in the base current, and
calculate the current gain of the BJT amplifier according to:

β = �IC

�IB
= 28.6 × 10−3 − 15.3 × 10−3

190 × 10−6 − 110 × 10−6
= 166.25

Thus, the nominal current gain of the transistor is approximately β = 166.

3. AC voltage gain. To determine the AC voltage gain, AV = �Vo/�VB , we need to
express �Vo as a function of �VB . Observe that vo(t) = RCiC(t) =
RCICQ + RC�IC(t). Thus we can write:

�Vo(t) = −RC�IC(t) = −RCβ �IB(t).
Using the principle of superposition in considering the base circuit, we observe that
�IB(t) can be computed from the KVL base equation

�VB(t) = RB�IB(t)+�VBE(t)
but we had stated in part 1 that, since the BE junction resistance is negligible relative
to RB , �VBE(t) is also negligible. Thus,

�IB = �VB

RB

Substituting this result into the expression for �Vo(t), we can write

�Vo(t) = −RCβ�IB(t) = −RCβ�VB(t)
RB

or

�Vo(t)

�VB
= AV = −RC

RB
β = −6.23

Comments: The circuit examined in this example is not quite a practical transistor
amplifier yet, but it demonstrates most of the essential features of BJT amplifiers. We
summarize them as follows.

• Transistor amplifier analysis is greatly simplified by considering the DC bias
circuit and the AC equivalent circuits separately. This is an application of the
principle of superposition.

• Once the bias point (or DC operating or quiescent point) has been determined, the
current gain of the transistor can be determined from the collector characteristic
curves. This gain is somewhat dependent on the location of the operating point.

• The AC voltage gain of the amplifier is strongly dependent on the base and
collector resistance values. Note that the AC voltage gain is negative! This
corresponds to a 180◦ phase inversion if the signal to be amplified is a sinusoid.

Many issues remain to be considered before we can think of designing and analyzing a
practical transistor amplifier. It is extremely important that you master this example
before studying the remainder of the section.

Focus on Computer-Aided Tools: An Electronics WorkbenchTM simulation of the circuit
analyzed in this example is available in the CD-ROM that accompanies the book. Run the
simulation to see the effect of the negative voltage gain on the output signal waveform.

In discussing the DC biasing procedure for the BJT, we pointed out that the
simple circuit of Figure 9.12 would not be a practical one to use in an application
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circuit. In fact, the more realistic circuit of Example 9.4 is also not a practical
biasing circuit. The reasons for this statement are that two different supplies are
required (VCC and VBB)—a requirement that is not very practical—and that the
resulting DC bias (operating) point is not very stable. This latter point may be
made clearer by pointing out that the location of the operating point could vary
significantly if, say, the current gain of the transistor, β, were to vary from device
to device. A circuit that provides great improvement on both counts is shown in
Figure 9.20. Observe, first, that the voltage supply, VCC , appears across the pair
of resistors R1 and R2, and that therefore the base terminal for the transistor will
see the Thévenin equivalent circuit composed of the equivalent voltage source,

VBB = R2

R1 + R2
VCC (9.6)

and of the equivalent resistance,

RB = R1 ‖ R2 (9.7)

Figure 9.21(b) shows a redrawn DC bias circuit that makes this observation more
evident. The circuit to the left of the dashed line in Figure 9.21(a) is represented
in Figure 9.21(b) by the equivalent circuit composed of VBB and RB .
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Figure 9.20 Practical
BJT self-bias DC circuit
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Figure 9.21 DC self-bias circuit represented in equivalent-circuit form

Recalling that theBE junction acts much as a diode, the following equations
describe the DC operating point of the self-bias circuit. Around the base-emitter
circuit,

VBB = IBRB + VBE + IERE = [RB + (β + 1)RE]IB + VBE (9.8)

whereVBE is theBE junction voltage (diode forward voltage) and IE = (β+1)IB .
Around the collector circuit, on the other hand, the following equation applies:

VCC = ICRC + VCE + IERE = IC

(
RC + β + 1

β
RE

)
+ VCE (9.9)

since

IE = IB + IC = (
1

β
+ 1)IC

These two equations may be solved to obtain: (1) an expression for the base current,

IB = VBB − VBE
RB + (β + 1)RE

(9.10)
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from which the collector current can be determined as IC = βIB ; and (2) an
expression for the collector-emitter voltage:

VCE = VCC − IC
(
RC + β + 1

β
RE

)
(9.11)

This last equation is the load-line equation for the bias circuit. Note that the ef-
fective load resistance seen by the DC collector circuit is no longer just RC , but is
now given by

RC + β + 1

β
RE ≈ RC + RE

The following example provides a numerical illustration of the analysis of a DC
self-bias circuit for a BJT.

EXAMPLE 9.6 Practical BJT bias circuit

Problem

Determine the DC bias point of the transistor in the circuit of Figure 9.20.

Solution

Known Quantities: Base, collector, and emitter resistances; collector supply voltage;
nominal transistor current gain; BE junction offset voltage.

Find: DC (quiescent) base and collector currents, IBQ and ICQ, and collector-emitter
voltage, VCEQ.

Schematics, Diagrams, Circuits, and Given Data: R1 = 100 k�; R2 = 50 k�;
RC = 5 k�; RE = 3 k�; VCC = 15 V; Vγ = 0.7 V.

Analysis: We first determine the equivalent base voltage from equation 9.6:

VBB = R1

R1 + R2
VCC = 100

100 + 50
15 = 5 V

and the equivalent base resistance from equation 9.7:

RB = R1‖R2 = 33.3 k�

Now we can compute the base current from equation 9.10:

IB = VBB − VBE
RB + (β + 1)RE

= VBB − Vγ
RB + (β + 1)RE

= 5 − 0.7

33,000 + 101 × 3000
= 128 µA

and knowing the current gain of the transistor, β, we can determine the collector current:

IC = βIB = 1.28 mA

Finally, the collector-emitter junction voltage can be computed with reference to equation
9.11:

VCE = VCC − IC
(
RC + β + 1

β
RE

)

= 15 − 1.28 × 10−3

(
5 × 10−3 + 101

100
× 3 × 10−3

)
= 4.72 V
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Thus, theQ point of the transistor is given by:

VCEQ = 4.72 V ICQ = 1.28 mA IBQ = 128 µA

Focus on Computer-Aided Tools: An Electronics WorkbenchTM simulation of the
circuit analyzed in this example is available in the CD-ROM that accompanies the book.

The material presented in this section has illustrated the basic principles that
underlie the operation of a BJT and the determination of its Q point. In the next
section and later, in Chapter 10, we shall develop some simple circuit models for
the BJT that will enable us to analyze the transistor amplifier in the linear active
region using the familiar tools of linear circuit analysis.

Check Your Understanding
9.4 Describe the operation of a pnp transistor in the active region, by analogy with that
of the npn transistor.

9.5 For the circuit given in Figure 9.11, the readings are V1 = 3 V, V2 = 2.4 V, and
V3 = 2.7 V. Determine the operating region of the transistor.

9.6 For the circuit given in Figure 9.21, find the value of VBB that yields a collector
current IC = 6.3 mA. What is the corresponding collector-emitter voltage (assume that
VBE = 0.6 V and that the transistor is in the active region)? Assume that RB = 50 k�,
RE = 200 �, RC = 1 k�, β = 100, and VCC = 14 V.

9.7 What percent change in collector current would result if β were changed to 150 in
Example 9.6? Why does the collector current increase by less than 50 percent?

9.3 BJT LARGE-SIGNAL MODEL

The i-v characteristics and the simple circuits of the previous sections indicate that
the BJT acts very much as a current-controlled current source: A small amount of
current injected into the base can cause a much larger current to flow into the collec-
tor. This conceptual model, although somewhat idealized, is useful in describing
a large-signal model for the BJT, that is, a model that describes the behavior of
the BJT in the presence of relatively large base and collector currents, close to the
limit of operation of the device. A more careful analysis of the collector curves in
Chapter 10 will reveal that it is also possible to generate a small-signal model, a
model that describes the operation of the transistor as a linear amplifier of small
AC signals. These models are certainly not a complete description of the prop-
erties of the BJT, nor do they accurately depict all of the effects that characterize
the operation of such devices (for example, temperature effects, saturation, and
cutoff); however, they are adequate for the intended objectives of this book, in
that they provide a good qualitative feel for the important features of transistor
amplifiers.

Large-Signal Model of the npn BJT

The large-signal model for the BJT recognizes three basic operating modes of the
transistor. When the BE junction is reverse-biased, no base current (and therefore
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no forward collector current) flows, and the transistor acts virtually as an open
circuit; the transistor is said to be in the cutoff region. In practice, there is always
a leakage current flowing through the collector, even when VBE = 0 and IB = 0.
This leakage current is denoted by ICEO . When theBE junction becomes forward-
biased, the transistor is said to be in the active region, and the base current is
amplified by a factor of β at the collector:

IC = βIB (9.12)

Since the collector current is controlled by the base current, the controlled-source
symbol is used to represent the collector current. Finally, when the base current
becomes sufficiently large, the collector-emitter voltage, VCE , reaches its satura-
tion limit, and the collector current is no longer proportional to the base current;
this is called the saturation region. The three conditions are described in Figure
9.22 in terms of simple circuit models. The corresponding collector curves are
shown in Figure 9.23.
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Figure 9.22 npn BJT large-signal model
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Figure 9.23 BJT collector characteristic

Example 9.7 illustrates the application of this large-signal model in a practi-
cal circuit and illustrates how to determine which of the three states is applicable,
using relatively simple analysis.
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F O C U S O N M E T H O D O L O G Y

Using Device Data Sheets

One of the most important design tools available to engineers is the device data sheet. In
this box we illustrate the use of a device data sheet for the 2N3904 bipolar transistor. This is an
npn general-purpose amplifier transistor. Excerpts from the data sheet are shown below, with
some words of explanation. The complete data sheet can be found in the accompanying CD-ROM.

2N3904

TO-92C

NPN General Purpose Amplifier
This device is designed as a general 
purpose amplifier and switch. 
The useful dynamic range extends 
to 100 mA as a switch and to 
100 MHz as an amplifier. 

DE

ELECTRICAL CHARACTERISTICS:

The section on electrical characteristics summarizes some of the important voltage and current
specifications of the transistor. For example, you will find breakdown voltages (not to be exceeded),
and cutoff currents. In this section you also find important modeling information, related to the
large-signal model described in this chapter. The large-signal current gain of the transistor, hFE , or
β, is given as a function of collector current. Note that this parameter varies significantly (from 30
to 100) as the DC collector current varies. Also important are the CE and BE junction saturation
voltages (the batteries in the large-signal model of Figure 9.22).

Electrical Characteristics TA = 25◦C unless otherwise noted

Symbol Parameter Test Conditions Min Max Units

OFF CHARACTERISTICS

V(BR)CEO Collector-Emitter Breakdown Voltage IC = 1.0 mA, IB = 0 40 V

V(BR)CBO Collector-Base Breakdown Voltage IC = 10 µA, IE = 0 60 V

V(BR)EBO Emitter-Base Breakdown Voltage IE = 10 µA, IC = 0 6.0 V

IBL Base Cutoff Current VCE = 30 V, VEB = 0 50 nA

ICEX Collector Cutoff Current VCE = 30 V, VEB = 0 50 nA

ON CHARACTERISTICS∗

hFE DC Current Gain IC = 0.1 mA, VCE = 1.0 V 40
IC = 1.0 mA, VCE = 1.0 V 70
IC = 10 mA, VCE = 1.0 V 100 300
IC = 50 mA, VCE = 1.0 V 60
IC = 100 mA, VCE = 1.0 V 30

VCE(sat) Collector-Emitter Saturation Voltage IC = 10 mA, IB = 1.0 mA 0.2 V
IC = 50 mA, IB = 5.0 mA 0.3 V

VBE(sat) Base-Emitter Saturation Voltage IC = 10 mA, IB = 1.0 mA 0.065 0.85 V
IC = 50 mA, IB = 5.0 mA 0.95 V

(Continued)

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/ch09_ppt.htm
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(Concluded)

THERMAL CHARACTERISTICS:

This table summarizes the thermal limitations of the device. For example, one can find the power rating,
listed at 625 mW at 25◦C. Note that in the entry for the total device power dissipation, derating information
is also given. Derating implies that the device power dissipation will change as a function of temperature,
in this case at the rate of 5 mW/◦C. For example, if we expect to operate the diode at a temperature of
100◦C, we would calculate a derated power of:

P = 625 mW − 75◦C × 0.005 mW/◦C = 250 mW

Thus, the diode operated at a higher temperature can dissipate only 250 mW.

Thermal Characteristics TA = 25◦C unless otherwise noted

Symbol Characteristic Max Units

2N3904 ∗PZT3904

PD Total Device Dissipation 625 1,000 mW
Derate above 25◦C 5.0 8.0 mW/◦C

R0JC Thermal Resistance, Junction to Case 83.3 ◦C/W

R0JA Thermal Resistance, Junction to Ambient 200 125 ◦C/W

TYPICAL CHARACTERISTIC CURVES:

Device data sheets always include characteristic curves that may be useful to a designer. In this example,
we include the base-emitter “on” voltage as a function of collector current, for three device temperatures.
We also show the power dissipation versus ambient temperature derating curve for three different device
packages. The transistor’s ability to dissipate power is determined by its heat transfer properties; the
package shown above is the TO-92 package; the SOT-223 and SOT-23 packages have different heat transfer
characteristics, leading to different power dissipation capabilities.
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EXAMPLE 9.7 LED Driver

Problem

Design a transistor amplifier to supply a LED. The LED is required to turn on and off
following the on-off signal from a digital output port of a microcomputer. The circuit is
shown in Figure 9.24.

5 VRC

RB

Vcomputer

β = 95β

Figure 9.24 LED driver
circuit

Solution

Known Quantities: Microcomputer output resistance and output signal voltage and
current levels; LED offset voltage, required current, and power rating; BJT current gain
and base-emitter junction offset voltage.

Find: Collector resistance, RC , such that the transistor is in the saturation region when
the computer outputs 5 V; power dissipated by LED.

Schematics, Diagrams, Circuits, and Given Data:
Microcomputer: output resistance = RB = 1 k�; Von = 5 V; VOFF = 0 V; I = 5 mA.

Transistor: VCC = 5 V; Vγ = 0.7 V; β = 95.
LED: VγLED = 1.4 V; ILED > 15 mA; Pmax = 100 mW.

Assumptions: Use the large-signal model of Figure 9.22.

Analysis: When the computer output voltage is zero, the BJT is clearly in the cutoff
region, since no base current can flow. When the computer output voltage is VON = 5 V,
we wish to drive the transistor into the saturation region. Recall that operation in
saturation corresponds to small values of collector-emitter voltages, with typical values of
VCE around 0.2 V. Figure 9.25(a) depicts the equivalent base-emitter circuit when the
computer output voltage is VON = 5 V. Figure 9.25(b) depicts the collector circuit, and
Figure 9.25(c), the same collector circuit with the large-signal model for the transistor (the
battery VCEsat) in place of the BJT. From this saturation model we write:

VCC = RCIC + VγLED + VCEsat

+
_5 V

(a) (b) (c)

1,000 Ω

0.7 V
IB

IC

5 V
1.4 V
_

+

VCE_

+

42.5 Ω
5 V42.5 Ω

1.4 V = VLED

Rs

C

E

VCE sat = 0.2 V 

Figure 9.25 (a) BE circuit for LED driver; (b) Equivalent collector circuit of LED driver, assuming
that the BJT is in the linear active region; (c) LED driver equivalent collector circuit, assuming that the
BJT is in the saturation region
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or

RC = VCC − VγLED − VCEsat

IC
= 3.4

IC

We know that the LED requires at least 15 mA to be on; let us suppose that 30 mA is a
reasonable LED current to ensure good brightness, then the value of collector resistance
that would complete our design is, approximately, RC = 113 �.

With the above design, the BJT LED driver will clearly operate as intended to turn
the LED on and off. But how do we know that the BJT is in fact in the saturation region?
Recall that the major difference between operation in the active and saturation regions is
that in the active region the transistor displays a nearly constant current gain, β, while in
the saturation region the current gain is much smaller. Since we know that the nominal β
for the transistor is 95, we can calculate the base current using the equivalent base circuit
of Figure 9.25(a) and determine the ratio of base to collector current:

IB = VON − Vγ
RB

= 4.3

1,000
= 4.3 mA

The actual large-signal current gain is therefore equal to 30/4.3 = 6.7 � β. Thus, it can
be reasonably assumed that the BJT is operating in saturation.

We finally compute the LED power dissipation:

PLED = VγLEDIC = 1.4 × 0.3 = 42 mW < 100 mW

Since the power rating of the LED has not been exceeded, the design is complete.

Comments: Using the large-signal model of the BJT is quite easy, since the model
simply substitutes voltage sources in place of the BE and CE junctions. To be sure that
the correct model (e.g., saturation versus active region) has been employed, it is necessary
to verify either the current gain or the value of the CE junction voltage. Current gains
near the nominal β indicate active region operation, while small CE junction voltages
denote operation in saturation.

Focus on Computer-Aided Tools: An Electronics WorkbenchTM simulation of the
circuit analyzed in this example is available in the CD-ROM that accompanies the book.
Try changing the value of the collector resistance and see the resulting changes in
collector current and collector-emitter voltage. For what approximate value of RC does
the BJT go back into the active region?

FOCUS ON
MEASUREMENTS

Large-Signal Amplifier for Diode Thermometer
Problem:
In Chapter 8 we explored the use of a diode as the sensing element in an
electronic thermometer (see “Focus on Measurements: Diode
Thermometer”). In the present example, we illustrate the design of a
transistor amplifier for such a diode thermometer. The circuit is shown in
Figure 9.26.

Solution:
Known Quantities— Diode and transistor amplifier bias circuits; diode
voltage versus temperature response.
Find— Collector resistance and transistor output voltage versus temperature.
Schematics, Diagrams, Circuits, and Given Data— VCC = 12 V; large
signal β = 188.5; VBE = 0.75 V; RS = 500 �; RB = 10 k�.
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RC

VCC

RB

RS

V
IN914

2N3904

Figure 9.26 Large signal
amplifier for diode thermometer

Assumptions— Use a 1N914 diode and a 2N3904 transistor.

Analysis— With reference to the circuit of Figure 9.26 and to the diode
temperature response characteristic of Figure 9.27(a), we observe that the
midrange diode thermometer output voltage is approximately 1.1 V. Thus,
we should design the transistor amplifier so that when vD = 1.1 V the
transistor output is in the center of the collector characteristic for minimum
distortion. Since the collector supply is 12 V, we choose to have theQ point
at VCEQ = 6 V.
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Figure 9.27(b) Amplifier
output

Knowing that the diode output voltage at the quiescent point is 1.1 V,
we compute the quiescent base current

vD − IBQRB − VBEQ = 0

IBQ = vD − VBEQ
RB

= 1.1 − 0.75

10,000
= 35 µA
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Knowing β, we can compute the collector current:

ICQ = βIBQ = 188.5 × 35 µA = 6.6 mA

Now we can write the collector equation and solve for the desired collector
resistance:

VCC − ICQRC − VCEQ = 0

RC = VCC − VCEQ
ICQ

= 12 V − 6 V

6.6 mA
= 0.909 k�

Once the circuit is designed according to these specifications, the output
voltage can be determined by computing the base current as a function of the
diode voltage (which is a function of temperature); from the base current, we
can compute the collector current and use the collector equation to determine
the output voltage, vout = vCE . The result is plotted in Figure 9.27(b).

Comments— Note that the transistor amplifies the slope of the temperature
by a factor of approximately 6. Observe also that the common emitter
amplifier used in this example causes a sign inversion in the output (the
output voltage now decreases for increasing temperatures, while the diode
voltage increases). Finally, we note that the design shown in this example
assumes that the impedance of the voltmeter is infinite. This is a good
assumption in the circuit shown in this example, because a practical
voltmeter will have a very large input resistance relative to the transistor
output resistance. Should the thermometer be connected to another circuit,
one would have to pay close attention to the input resistance of the second
circuit to ensure that loading does not occur.

Focus on Computer-Aided Tools— An Electronics WorkbenchTM version of
this example is available in the accompanying CD. If you wish to verify the
results obtained here, you may change the diode temperature by opening the
1N914 diode template, clicking on the Edit button, and changing the
parameter TNOM (temperature in degrees Celsius) in sheet 2 of the template.
You may also wish to look at the parameters of the 2N3904 transistor.

The large-signal model of the BJT presented in this section treats the BE
junction as an offset diode and assumes that the BJT in the linear active region acts
as an ideal controlled current source. In reality, the BE junction is better modeled
by considering the forward resistance of the pn junction; further, the BJT does not
act quite like an ideal current-controlled current source. These phenomena will be
partially taken into account in the small-signal model introduced in Chapter 10.

Check Your Understanding
9.8 Repeat the analysis of Example 9.7 for RS = 400�. Which region is the transistor
in? What is the collector current?

9.9 What is the power dissipated by the LED of Example 9.7 if RS = 30 �?
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9.4 FIELD-EFFECT TRANSISTORS

The second transistor family discussed in this chapter operates on the basis of a
principle that is quite different from that of the pn junction devices. The concept
that forms the basis of the operation of the field-effect transistor, or FET, is that
the width of a conducting channel in a semiconductor may be varied by the external
application of an electric field. Thus, FETs behave as voltage-controlled resistors.
This family of electronic devices can be subdivided into three groups, all of which
will be introduced in the remainder of this chapter. Figure 9.28 depicts the classi-
fication of field-effect transistors, as well as the more commonly used symbols for
these devices. These devices can be grouped into three major categories. The first
two categories are both types of metal-oxide-semiconductor field-effect tran-
sistors, or MOSFETs: enhancement-mode MOSFETs and depletion-mode
MOSFETs. The third category consists of junction field-effect transistors, or
JFETs. In addition, each of these devices can be fabricated either as an n-channel
device or as a p-channel device, where the n or p designation indicates the nature
of the doping in the semiconductor channel. All these transistors behave in a very
similar fashion, and we shall predominantly discuss enhancement MOSFETs in
this chapter, although some discussion of depletion devices and JFETs will also
be included.

JFET

Enhancement MOS

p-channel n-channel

Depletion MOS

p-channel n-channel

p-channel n-channel

Figure 9.28 Clas-
sification of field-effect
transistors

9.5 OVERVIEW OF ENHANCEMENT-MODE
MOSFETS

Figure 9.29 depicts the circuit symbol and the approximate construction of a typical
n-channel enhancement-mode MOSFET. The device has three terminals: the gate
(analogous to the base in a BJT); the drain (analogous to the collector); and the
source (analogous to the emitter). The bulk or substrate of the device is shown
to be electrically connected to the source, and therefore does not appear in the
electrical circuit diagram as a separate terminal. The gate consists of a metal film
layer, separated from the p-type bulk by a thin oxide layer (hence the terminology
metal-oxide-semiconductor). The drain and source are both constructed of n+

material.

Source

Bulk (substrate)

Drain

Gate

n+ n+p

D
iD

VDS

VGS

G

S
+

_

_

+

Figure 9.29 n-channel
enhancement MOSFET
construction and circuit symbol

Imagine now that the drain is connected to a positive voltage supply, VDD ,
and the source is connected to ground. Since the p-type bulk is connected to
the source, and hence to ground, the drain-bulk n+p junction is strongly reverse-
biased. The junction voltage for the pn+ junction formed by the bulk and the
source is zero, since both are connected to ground. Thus, the path between drain
and source consists of two reverse-biased p-n junctions, and no current can flow.
This situation is depicted in Figure 9.30(a): in the absence of a gate voltage, the n-
channel enhancement-mode MOSFET acts as an open circuit. Thus, enhancement-
mode devices are normally off.

Suppose now that a positive voltage is applied to the gate; this voltage will
create an electric field in the direction shown in Figure 9.30(b). The effect of the
electric field is to repel positive charge carriers away from the surface of thep-type
bulk, and to form a narrow channel near the surface of the bulk in which negative
charge carriers dominate, and are available for conduction. For a fixed drain bias,
the greater the strength of the externally applied electric field (that is, the higher
the gate voltage), the deeper the channel. This behavior explains the terminology
enhancement-mode, because the application of an external electric field enhances
the conduction in the channel by creating n-type charge carriers. It should also be
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(a)

An n-channel MOSFET is normally off in the absence of an 
external electric field

(b)

When a gate voltage is applied, a conducting n-type channel is 
formed near the surface of the substrate; now current can flow from 
drain to source

(c)

If the drain-source voltage is kept fixed and the gate supply voltage 
is varied, the MOSFET will behave as a voltage-controlled resistor 
until the pinch-off condition is reached (see Figure 9.31(a))

(d)

If the drain and gate supply voltages are both varied, a family of 
curves (shown in Figure 9.31(b)) can be generated, illustrating the 
MOSFET cutoff, ohmic, saturation, and breakdown regions
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Figure 9.30 Operation of n-channel enchancement MOSFET

clear why these devices are called field-effect, since it is an external electric field
that determines the conduction properties of the transistor.

It is also possible to create depletion-mode devices in which an externally
applied field depletes the channel of charge carriers by reducing the effective
channel width (see Section 9.6). Depletion-mode MOSFETs are normally on, and
can be turned off by application of an external electric field. We shall discuss
depletion-mode devices in the next section.

To complete this brief summary of the operation of MOS transistors we note
that, in analogy with pnp bipolar transistors, it is also possible to construct p-
channel MOSFETS. In these transistors, conduction occurs in a channel formed
in n-type bulk material via positive charge carriers.

Operation of the n-Channel Enhancement-Mode
MOSFET

To explain the operation of this family of transistors, we will mimic a laboratory
experiment designed to generate the characteristic curves of the transistor, much as
was done for the bipolar transistor. The experiment is depicted in Figure 9.30(a)
to (d), where each pair of figures depicts the test circuit and a corresponding
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qualitative sketch of the electric field and channel for a particular set of voltages. In
the test circuit, we have gate and drain supply voltages and the source is connected
to ground.

We have already seen that when no gate voltage is applied, both pn junc-
tions are reverse-biased and the transistor cannot conduct current (Figure 9.30(a)).
This is the cutoff region of the n-channel enhancement MOSFET. When a gate
voltage is applied, an electric field is generated and a channel is formed when
the gate-source voltage, vGS , exceeds a threshold voltage, VT (Figure 9.30(b)).
The threshold voltage is a physical characteristic of a given transistor, and can be
treated as a parameter (e.g., like the junction voltage in a diode or BJT). Note that
the channel is narrower near the drain and wider near the source. This is because
the electric field is spatially distributed, and is stronger near the source (which is
at zero volts) than near the drain (which is at VDD volts). When the channel has
formed, conduction can take place between drain and source. Note that, as a result
of the nature of the n-type channel, charge carriers are exclusively of the nega-
tive type; thus MOSFETs are unipolar devices (as opposed to bipolar transistors).
Conduction occurs through electrons injected from the n+ source region into the
channel (thus the terminology source, analogous to the emitter in a BJT). These
electrons are then swept into the n+ drain (analogous to the collector in a BJT).
Thus, the direction of current flow is from drain to source, and we shall refer to
this current as the drain current, iD .

Suppose now that the drain-source voltage is fixed at some value (Figure
9.30(c)). Then, as the gate-source voltage is raised above the threshold voltage (so
that a channel is formed), the width of the conduction channel increases because of
the increasing strength of the electric field. In this mode of operation, the MOSFET
acts as a voltage controlled resistor: as the gate voltage is further increased, the
resistance of the channel decreases because the channel width increases. This
phenomenon, however, can take place only up to a certain gate-source voltage:
when the difference between gate-source voltage and threshold voltage, vGS−VT ,
equals the (fixed for the moment) drain-source voltage, vDS , the width of the
channel reaches a minimum in the vicinity of the drain. The channel width is
thus reduced near the drain, because the field strength is near zero at the drain
end of the channel (recall that the field strength is always at a minimum near the
drain). This condition is called pinch-off, and the channel is said to be pinched
off. Once pinch-off occurs, increasing the gate-source voltage will not cause an
appreciable increase in drain current since the channel width is fixed at the drain,
and the MOSFET behaves much like a constant-current source, with the drain
current limited to a saturation value by the pinched-off channel width. Figure
9.31(a) depicts the relationship between drain current and gate-source voltage for
fixed drain-source voltage of an n-channel enhancement MOSFET.

The pinch-off condition allows us to divide the operation of the n-channel
enhancement MOSFET into two major operating regions: the ohmic or triode
region (before pinch-off occurs), and the saturation region (after pinch-off has
occurred). In the ohmic region, the MOSFET acts as a voltage-controlled resistor;
in the saturation region it acts as a current source.

If we finally allow both the drain and the gate supply to be varied (Figure
9.30(d)), we can generate a family of curves. These curves, depicted in Figure
9.31(b), are called the drain characteristic curves. They represent the behavior
of the MOSFET in terms of drain current versus drain-source voltage curves; each
curve in the drain characteristic corresponds to a different value of gate-source
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Figure 9.31(a) n-channel enhancement
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Figure 9.31(b) n-channel enhancement MOSFET as a
controlled current source

voltage. There is an obvious analogy between the MOSFET drain characteristic
and the BJT collector characteristic, but we also note the important differences:
In the BJT collector curves, the family of curves is indexed as a function of base
current, while the drain characteristic is a function of gate voltage. Thus, we can
think of the BJT as a current-controlled device, while the MOSFET is intrinsically
a voltage-controlled device. Note also that to completely describe the behavior of
a BJT we needed to also define a separate base junction curve in terms of the base
current variation versus the base-emitter voltage, while MOSFETs do not require
an additional gate characteristic curve, because the gate is insulated and no gate
current flows. Finally, we observe that if the drain-source voltage is increased
above a breakdown value, VB , the drain current rapidly increases, eventually
leading to device destruction by thermally induced damage. This condition defines
the last region of operation of the MOSFET, namely, the breakdown region. The
four regions of operation are summarized in Table 9.1. The equations describing
the ohmic and saturation regions are also given in the table. Note that in these
equations we have introduced another important MOSFET physical parameter,
IDSS . It is also important to note that the equations describing MOSFET operation
are nonlinear.

Table 9.1 Regions of operation and equations of n-channel
enhancement MOSFET

Cutoff region:
vGS < VT

Ohmic or triode region: vDS < 0.25(vGS − VT ), vGS > VT
RDS = V 2

T

2IDSS(VGS − VT ) (equivalent drain-to-source resistance)

iD ≈ vDS

RDS

Saturation region:

vDS ≥ vGS − VT , vGS > VT

iD = IDSS

V 2
T

(vGS − VT )2 = k (vGS − VT )2

Breakdown region:
vDS > VB
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Examples 9.8 to 9.10 illustrate the use of the MOSFET drain curves of Figure
9.31(b) in establishing theQ-point of a MOSFET amplifier.

EXAMPLE 9.8 MOSFET Q-Point Graphical Determination

Problem

Determine theQ point for the MOSFET in the circuit of Figure 9.32.

iD (mA)

vGS = 2.8 V

2.6 V

2.4 V

2.2 V

2.0 V

1.8 V
1.6 V
1.4 V

vDS (V)

100

80

60

40

20

0
0 2 4 6 8 10

VGG VDD

RD

vGS

vDS

iDD

G

S

+

–

–

+

Q
52

4.75

Figure 9.32 n-channel enhancement MOSFET circuit and drain characteristic for Example 9.8

Solution

Known Quantities: MOSFET drain resistance; drain and gate supply voltages; MOSFET
drain curves.

Find: MOSFET quiescent drain current, iDQ, and quiescent drain-source voltage, vDSQ.

Schematics, Diagrams, Circuits, and Given Data: VGG = 2.4 V; VDD = 10 V;
RD = 100 �.

Assumptions: Use the drain curves of Figure 9.32.

Analysis: To determine theQ point we write the drain circuit equation, applying KVL:

VDD = RDiD + vDS
10 = 100iD + vDS

The resulting curve is plotted as a dashed line on the drain curves of Figure 9.32 by noting
that the drain current axis intercept is equal to VDD/RD = 100 mA and that the
drain-source voltage axis intercept is equal to VDD = 10 V. TheQ point is then given by
the intersection of the load line with the VGG = 2.4 V curve. Thus, iDQ = 52 mA and
vDSQ = 4.75 V.
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Comments: Note that theQ point determination for a MOSFET is easier than for a BJT,
since there is no need to consider the gate circuit, because gate current flow is essentially
zero. In the case of the BJT, we also needed to consider the base circuit.

EXAMPLE 9.9 MOSFET Q-Point Calculation

Problem

Determine theQ point for the MOSFET in the circuit of Figure 9.32.

Solution

Known Quantities: MOSFET drain resistance; drain and gate supply voltages; MOSFET
universal equations.

Find: MOSFET quiescent drain current, iDQ, and quiescent drain-source voltage, vDSQ.

Schematics, Diagrams, Circuits, and Given Data: VGG = 2.4 V; VDD = 10 V;
RD = 100 �.

Assumptions: Use the MOSFET universal equations of Table 9.1.

Analysis: We determine the threshold voltage by observing (in the curves of Figure 9.32)
that the smallest gate voltage for which the drain current is nonzero is 1.4 V. Thus,
VT = 1.4 V. From the same curves, the drain current corresponding to 2VT is
approximately 95 mA. Thus IDSS = 95 mA. Knowing these two parameters and the gate
voltage, we apply the appropriate equation in Table 9.1. Since vGS = vGG > VT , we write:

iDQ = IDSS

(
vGS

VT
− 1

)2

= 95

(
2.4

1.4
− 1

)
= 48.5 mA

and

vDSQ = VDD − RDiDQ = 10 − 100 × 48.5 × 10−3 = 5.15 V

Comments: Note that the results differ slightly from the (approximate) graphical
analysis in Example 9.8.

EXAMPLE 9.10 MOSFET Self-Bias Circuit

Problem

Determine theQ point for the MOSFET self-bias circuit of Figure 9.33(a). Choose RS
such that vDSQ = 8 V.

Solution

Known Quantities: MOSFET drain and gate resistances; drain supply voltage; MOSFET
parameters VT and IDSS .

Find: MOSFET quiescent gate-source voltage, vGSQ; quiescent drain current, iDQ, and
RS such that the quiescent drain-source voltage, vDSQ, is 8 V.
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Figure 9.33(a) Self-bias
circuit for Example 9.10
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Figure 9.33(b) Equivalent
circuit for Fig. 9.33(a)

Schematics, Diagrams, Circuits, and Given Data: VDD = 30 V; RD = 10 k�;
R1 = R2 = 1.2 M�; RD = 1.2 M�; VT = 4 V; IDSS = 7.2 mA.

Assumptions: Operation is in the active region.

Analysis: Let all currents be expressed in mA and all resistances in k�. Applying KVL
around the equivalent gate circuit of Figure 9.33(b) yields:

VGG = vGSQ + iGQRG + iDQRS = vGSQ + iDQRS
where VGG = VDD/2 and RG = R1‖R2. Note that iGQ = 0 because of the infinite input
resistance of the MOSFET.

p-Channel MOSFETs and CMOS Devices

As the designation indicates, a p-channel MOSFET is characterized by p-type
doping; the construction and symbol are shown in Figure 9.34. Note the opposite
direction of the arrow to indicate that the pn junction formed by the channel and
substrate is now in the opposite direction. The direction of drain current is opposite;
therefore vDS and vGS are now negative. A more convenient reference is obtained
if voltages are defined in the direction opposite to that for the n-channel device:
if one defines vSD = −vDS and vSG = −vGS , then these voltages will be positive
for the drain current direction indicated in Figure 9.34. The carriers are holes in
this device, since the channel, when formed, is p-type. Aside from the nature of
the charge carriers and the direction of current and polarity of the voltages, the p-
channel and n-channel transistors behave in conceptually the same way; however,
since holes are in general less mobile (recall the discussion of carrier mobility in
Section 8.1), p-channel MOSFETs are not used very much by themselves. They
do find widespread application in complementary metal-oxide-semiconductor
(CMOS) devices. CMOS devices take advantage of the complementary symmetry
of p- and n-channel transistors built on the same integrated circuit. “Focus on
Measurements: MOSFET Bidirectional Analog Gate” illustrates one application
of CMOS technology.

Source

Bulk (substrate)

Drain

Gate

p+ p+n

D
iD

VDS

VSG

G

S
–

+

_

+

Figure 9.34 p-channel
enhancement MOSFET
construction and circuit symbol
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FOCUS ON
MEASUREMENTS

MOSFET Bidirectional Analog Gate
The variable-resistor feature of MOSFETs in the ohmic state finds
application in the analog transmission gate. The circuit shown in Figure
9.35 depicts a circuit constructed using CMOS technology. The circuit
operates on the basis of a control voltage, v, that can be either “low” (say, 0
V), or “high” (v > VT ), where VT is the threshold voltage for the n-channel
MOSFET and −VT is the threshold voltage for the p-channel MOSFET. The
circuit operates in one of two modes. When the gate ofQ1 is connected to
the high voltage and the gate ofQ2 is connected to the low voltage, the path
between vin and vout is a relatively small resistance, and the transmission
gate conducts. When the gate ofQ1 is connected to the low voltage and the
gate ofQ2 is connected to the high voltage, the transmission gate acts like a
very large resistance and is an open circuit for all practical purposes. A more
precise analysis follows.

v

vin vout

v

(a) CMOS transmission gate

v

vin vout

v

(b) CMOS transmission gate circuit
symbol

Figure 9.35 Analog transmission gate

Let v = V > VT and v = 0. Assume that the input voltage, vin, is in the
range 0 ≤ vin ≤ V . To determine the state of the transmission gate, we shall
consider only the extreme cases vin = 0 and vin = V . When vin = 0,
vGS1 = v − vin = V − 0 = V > VT . Since V is above the threshold voltage,
MOSFETQ1 conducts (in the ohmic region). Further,
vGS2 = v − vin = 0 > −VT . Since the gate-source voltage is not more
negative than the threshold voltage,Q2 is in cutoff and does not conduct.
Since one of the two possible paths between vin and vout is conducting, the
transmission gate is on. Now consider the other extreme, where vin = V . By
reversing the previous argument, we can see thatQ1 is now off, since
vGS1 = 0 < VT . However, nowQ2 is in the ohmic state, because
vGS2 = v − vin = 0 − V < −VT . In this case, then, it isQ2 that provides a
conducting path between the input and the output of the transmission gate,
and the transmission gate is also on. We have therefore concluded that when
v = V and v = 0, the transmission gate conducts and provides a
near-zero-resistance (typically tens of ohms) connection between the input
and the output of the transmission gate, for values of the input ranging from
0 to V .
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Let us now reverse the control voltages and set v = 0 and v = V > VT .
It is very straightforward to show that in this case, regardless of the value of
vin, bothQ1 andQ2 are always off; therefore, the transmission gate is
essentially an open circuit.

The analog transmission gate finds common application in analog
multiplexers and sample-and-hold circuits, to be discussed in Chapter 15.

Check Your Understanding
9.10 Determine the operating region of the MOSFET of Example 9.10 when vGS = 3.5
V.

9.11 Determine the appropriate value of RS if we wish to move the operating point of
the MOSFET of Example 9.10 to vDSQ = 12 V. Also find the values of vGSQ and iDQ. Are
these values unique?

9.12 Show that the CMOS bidirectional gate described in the “Focus on Measurements:
MOSFET Bidirectional Analog Gate” box is off for all values of vin between 0 and V
whenever v = 0 and v = V > VT .

9.13 Find the lowest value of RD for the MOSFET of Example 9.9 that will place the
MOSFET in the ohmic region.

9.6 DEPLETION MOSFETs AND JFETs

To complete this brief discussion of field-effect transistors, we summarize the
characteristics of depletion-mode MOSFETs and of JFETs. While the construction
details of these two families of devices differ, their operation is actually quite
similar, and we shall develop one set of equations describing the operation of both.

Depletion MOSFETs

The construction of a depletion-mode MOSFET and its circuit symbol are shown
schematically in Figure 9.36. We note that the only difference with respect to the
enhancement type devices is the addition of a lightly dopes n-type region between
the oxide layer and the p-type substrate. The presence of this n region results in
the presence of conducting channel in the absence of an externally applied electric
field, as shown in Figure 9.37(a). Thus, depletion MOSFETs are normally on or
normally conducting devices.
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Figure 9.36 n-channel
depletion MOSFET construction
and circuit symbol

Since a channel already exists for vGS = 0, increasing the gate-source volt-
age will further enhance conductivity by drawing additional electrons to the chan-
nel, to reduce channel resistance. If, on the other hand, vGS is made negative, the
channel will be depleted of charge carriers, and channel resistance will decrease.
When vGS is sufficiently negative (less than a threshold voltage, Vt ), the channel
electrons are all repelled into the substrate, and the channel ceases to conduct. This
corresponds to the cutoff region, depicted in Figure 9.37(b). It is important to
note that the threshold voltage is negative in a depletion-mode device. If we now
repeat the qualitative analysis illustrated in Figure 9.30 for an enhancement-mode
device for a depletion-mode MOSFET, we see that for a given drain-source voltage,
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When the gate source voltage is increased above the threshold 
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Figure 9.37 Operation of n-channel depletion MOSFET

as we increase the gate-source voltage, the transistor acts as a variable resistor,
dependent on the gate-source voltage. This corresponds to the ohmic region
of operation of the depletion-mode MOSFET, depicted in Figure 9.37(c). As
the drain-source voltage is increased for a fixed gate-source voltage, the relative
strength of the field will decrease near the drain end of the device, until the channel
is pinched off. When the pinch-off condition is reached, the transistor acts as a
constant-current source, and is in the saturation region. This condition is depicted
in Figure 9.37(d).

In effect, a depletion-mode MOSFET acts very much like an enhancement
mode device with a negative threshold voltage. Unlike an enhancement MOSFET,
however, the depletion MOSFET

• Allows negative as well as positive gate voltages
• Can be in the saturation region for vGS = 0

Figure 9.38 depicts the characteristic curves of a depletion-mode MOSFET. Once
again, note the similarity to the enhancement-MOSFET curves: The primary dif-
ference results from the fact that, since a channel exists even for zero gate voltage,
the device can operate for both positive and negative gate-source voltages.
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Ohmic
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Figure 9.38 Depletion
MOSFET characteristic curves

Junction Field-Effect Transistors

The last member of the FET family that will be discussed in this chapter is the
junction field-effect transistor (JFET). The construction of a JFET and its circuit
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symbol are shown schematically in Figure 9.39. The n-type JFET consists of
an n-type bulk element, with heavily doped p-type regions forming the gate.
Metal contacts at the gates and at the ends of the n-type material provide external
circuit connections. If the material composition is reversed, a p-type JFET can be
similarly constructed.
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Source Drain

Gate

nChannel

p

p

Figure 9.39 JFET
construction and circuit symbol

To understand the operation of a JFET we refer to Figure 9.40. When the
gate-source and drain-source voltages are both zero, the transistor will not con-
duct any current, and is said to be in the cutoff region (see Figure 9.40(a)). The
JFET will remain in cutoff until the gate-source voltage exceeds a threshold or
pinch-off voltage, −VP . We shall give a definition of this voltage shortly. As
the gate-source voltage is increased above −VP for small values of the drain-
source voltage, the pn junction between gate and channel becomes more reverse
biased, and the width of the depletion region increases, thus narrowing the chan-
nel. This has the effect of increasing the channel resistance, resulting in the
voltage-controlled resistor behavior that is characteristics of the ohmic region.
As shown in Figure 9.40(b), the channel will become narrower towards the drain
end of the device, because the reverse bias of the pn junctions is larger near the
drain (because the drain is at higher voltage than the source). If we now in-
crease the drain-source voltage, the reverse bias will increase to the point where
the channel is pinched off. This condition is shown in Figure 9.40(c). Now
any further increase in vDS will not result in an appreciable increase in drain
current, leading to operation in the saturation region. This corresponds to a
flattening of the curve of drain current versus drain-source voltage. When the
drain-source voltage is increased above a breakdown voltage, VB , the drain cur-
rent will increase very rapidly due to avalanche conduction, leading to excessive
heat generation and device destruction. This is the breakdown region of the
JFET.
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When the gate-source voltage is 
lower than –VP, no current flows. 
This is the cutoff region

For small values of drain-source voltage, depletion 
regions form around the gate sections. As the gate 
voltage is increased, the depletion regions widen, 
and the channel width (i.e., the resistance) is 
controlled by the gate-source voltage. This is the 
ohmic region of the JFET

As the drain-source voltage is increased, the 
depletion regions further widen near the drain 
end, eventually pinching off the channel. This 
corresponds to the saturation region

(b) (c)

Figure 9.40 JFET operation

The behavior just described can also be visualized in the JFET characteristic
curves of Figure 9.41. Note the similarity between the curves of Figure 9.41
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Figure 9.41 JFET characteristic curves

and those of Figure 9.38, which describe the depletion MOSFET. Because of this
similarity, the two families of devices can be described by the same set of equations,
given in the following subsection. The operation of p-channel JFET is identical
to that of an n-channel JFET, with the exception that the polarities of the voltages
and the directions of the currents are all reversed.

Depletion MOSFET and JFET Equations

The equations describing the operation of depletion MOSFETs and JFETs are
summarized in the Table 9.2. We note that the equations describing depletion
MOSFETs and JFETs are identical if we recognize that the depletion MOSFET
threshold voltage and the JFET pinch-off voltage play the same role. In Table 9.2
we use the symbol VP to represent both the depletion MOSFET threshold voltage
and the JFET pinch-off voltage. The equations of Table 9.2 are also valid for
p-channel devices if one substitutes vSG for vGS and vSD for vDS . The following
examples illustrate analysis and biasing methods and an application of JFETs.

Table 9.2 Regions of operation and equations of n-channel
depletion MOSFET and of JFET

Cutoff region:
vGS < −VP
Ohmic or triode region: vDS < 0.25(vGS + VP ), vGS > −VP
RDS = V 2

P

2IDSS(vGS + VP ) (equivalent drain-to-source resistance)

iD ≈ vDS

RDS

Saturation region:
vDS ≥ vGS + VP , vGS > −VP

iD = IDSS

V 2
P

(vGS + VP )2

Breakdown region:
vDS > VB
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EXAMPLE 9.11 Determining the Operating Region of a JFET

Problem

Determine the operating region of each of the JFETs in Figure 9.42.

iD

vDS

VDD = 15 V

500 Ω

(a)

+

–

iD

vDS

VDD = 15 V

1.45 kΩ

(b)

+

–

Figure 9.42

Solution

Known Quantities: Drain resistance; JFET parameters IDSS and VP .

Find: Operating region of each JFET.

Schematics, Diagrams, Circuits, and Given Data: VDD = 15 V; RD(a) = 500 �;
RD(b) = 1.45 k�; VP = 4 V; IDSS = 10 mA.

Assumptions: Use the JFET equations of Table 9.2

Analysis:

1. Circuit (a). Since vGS = 0, we know (by definition) that iD = IDSS = 10 mA. We
can therefore write the drain circuit equation:

VDD = RDiD + vDS
and calculate

vDS = VDD − RDiD = 15 − 500 × 10−2 = 10 V

From Table 9.2, we see that the condition for operation in the saturation region is
vDS > VGS + VP . Since 10 > 0 + 4, we conclude that the JFET of circuit (a) is
operating in the active region.

2. Circuit (b). The drain circuit equation is:

VDD = RDiD + vDS
and

vDS = VDD − RDiD = 15 − 1.45 × 103 × 10−2 = 0.5 V

From Table 9.2, we see that the condition for operation in the saturation region is
vDS > vGS + VP , but in this case, 0.5 < 0 + 4, and we therefore conclude that the
JFET is in the ohmic region. We can also directly check the condition for ohmic
operation given in Table 9.2:

|vDS | < 0.25(vGS + VP )
and confirm that, indeed, the JFET operates in the ohmic region since 0.5 < 1.

EXAMPLE 9.12 Biasing a JFET

Problem

Design the JFET bias circuit of Figure 9.43 to operate in the saturation region with a drain
current of 4 mA and a drain-source voltage of 10 V.
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Solution

Known Quantities: Drain resistance; JFET parameters IDSS and VP ; JFET breakdown
voltage.

vDS

VDD

RD

+

–
VG

+

–
RG RS

Figure 9.43

Find: Drain, gate and source resistances, drain supply voltage.

Schematics, Diagrams, Circuits, and Given Data: VP = 3 V; IDSS = 6 mA; iDQ = 4
mA; VB = 30 V.

Assumptions: Use the JFET equations of Table 9.2.

Analysis: The information regarding the breakdown voltage, VB , is useful to select the
drain supply voltage. The drain supply must be less than the breakdown voltage to prevent
device failure; VDD = 24 V is a reasonable choice.

The resistance RG serves the purpose of tying the gate to ground. This is usually
accomplished with a large resistance. Any leakage current would be only of the order of
nanoamperes, so the gate would be at most a few mV above ground. Let’s choose RG = 1
M�.

Using the universal equation for the saturation region from Table 9.2, we write:

iD = IDSS

V 2
P

(vGS + VP )2 = IDSS

(
vGS

VP
+ 1

)2

Knowing the desired drain current, we can expand the above equation to obtain:

IDSS

iDQV
2
P

v2
GS + 2

IDSS

iDQVP
vGS +

(
IDSS

iDQ
− 1

)
= 0

0.166v2
GS + vGS + 0.5 = 0

with roots

vGS = −5.45V vGS = −0.55V

Since the JFET is in the active region only if vGS > −VP , the only acceptable solution is
vGSQ = −0.55 V.

To obtain the desired value of vGSQ we must choose an appropriate value of RS .
Remember that we know the value of the quiescent drain current (we desire 4 mA). Thus,
we desire vGSQ = vG − vS = −0.55 V, and since vG = 0:

vS = 0.55 = iDQRS or RS = 0.55

0.004
= 137.5 �

Now we can write the drain circuit equation to determine the appropriate value of RD to
ensure that vDS = 10 V:

VDD = RDiD + vDS + RSiD
or

24 = 0.004RD + 10 + 0.55

from which equation RD can be computed to be approximately 3.36 k�.
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Comments: The value of source and drain resistance computed in the above example are
not standard resistor values (see Chapter 2, Table 2.1); engineering practice would require
that the nearest available standard values be used: RS = 150 �, RD = 3.33 k�.

EXAMPLE 9.13 JFET Current Source

Problem

Show that the circuit of Figure 9.44 can act as a current source.
ID

VDD

RL

(a)

ID

VDD

RL

(b)

RS

Figure 9.44

Solution

Known Quantities: Drain and source resistance; JFET parameters IDSS and VP ; Drain
supply voltage.

Find: Explain why the circuit of Figure 9.44(a) can be modeled by the circuit of Figure
9.44(b).

Schematics, Diagrams, Circuits, and Given Data: VP = 3 V; IDSS = 6 mA; RS = 1 k�.

Assumptions: Use the JFET equations of Table 9.2.

Analysis: We have already seen in Example 9.12 that a JFET can be biased in the
saturation region with vG = 0. The simple circuit shown in Figure 9.44(a) can therefore
be biased in the saturation region provided that vDS > vGS + VP (see Table 9.2).

Note that if the source resistor, RS , were set equal to zero, then we would have
vGS = 0, and the saturation region equation from Table 9.2 would simplify to iD = IDSS .
Thus, any JFET can be operated as a current source with iD = IDSS simply by tying the
gate and source to ground. Unfortunately, because of the uncertainties in the fabrication
process, the parameter IDSS can vary significantly even among nominally identical
transistors, fabricated in the same batch. The addition of the source resistor permits
adjusting the current source output, as shown below.

With a source resistor in the circuit, as shown in Figure 9.44(a), KVL applied around
the gate-source circuit yields vGS = −iDRGS . Applying the drain current equation for the
saturation region, we have:

iD = IDSS

V 2
P

(vGS + VP )2 = IDSS

(
vGS

VP
+ 1

)2

= IDSS

(−iDRS
VP

+ 1

)2

We can expand the above equation to obtain:

IDSS

V 2
P

R2
Si

2
D −

(
1 + 2IDSSRS

VP

)
iD + IDSS = 0

and solve for the given values to obtain iD = 6 mA and iD = 1.5 mA. These lead to values
of vGS = −6 V and vGS = −1.5 V. Since the condition vGS = −VP is satisfied only for
the second solution, we conclude that the circuit of Figure 9.44(a) indeed operates as a
current source in the saturation region, as indicated in Figure 9.44(b). The strength of the
current source is iD = 1.5 mA. Note that this value is different from the parameter IDSS ,
which is the nominal current source strength when RS = 0.

Comments: The source resistor can be adjusted to yield the desired source current in
spite of variations in IDSS .
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Check Your Understanding
9.14 What is RDS for the circuit of Figure 9.44(b)?

9.15 What is the drain current for the circuit of Figure 9.44(b)?

9.16 Determine the actual operating point of the JFET of Example 9.12, given the
choice of standard resistor values.

9.17 Repeat the design of Example 9.12 (i.e., calculateRS andRD) if the required drain
current is halved.

CONCLUSION

• Transistors are three-terminal electronic semiconductor devices that can serve as
linear amplifiers or switches.

• The bipolar junction transistor (BJT) acts as a current-controlled current source,
amplifying a small base current by a factor ranging from 20 to 200. The operation
of the BJT can be explained in terms of the device base-emitter and collector i-v
characteristics. Large-signal linear circuit models for the BJT can be obtained by
treating the transistor as a controlled current source.

• Field-effect transistors (FETs) can be grouped into three major families:
enhancement MOSFETs, depletion MOSFETs, and JFETs. All FETs behave like
voltage-controlled current sources. FET i-v characteristics are intrinsically
nonlinear, characterized by a quadratic dependence of the drain current on gate
voltage. The nonlinear equations that describe FET drain characteristics can be
summarized in a set of universal curves for each family.

CHECK YOUR UNDERSTANDING ANSWERS

CYU 9.1 A = µ 1
(ri+RS)

RL
(ro+RL) ; ri → 0, ro → 0

CYU 9.2 A = 1
(ri+RS)

roRL
(ro+RL)µ

CYU 9.3 A = µ
ri

(ri+RS)
roRL

(ro+RL)
CYU 9.5 Saturation

CYU 9.6 VBB = 5 V; VCE = 6.44 V

CYU 9.7 3.74%; because RE provides a negative feedback action that will keep IC and IE almost constant.

CYU 9.8 Saturation; 8.5 mA

CYU 9.9 159 mW

CYU 9.10 The MOSFET is in the ohmic region.

CYU 9.11 Choosing the smaller value of vGS ,RS = 20.7 k�, vGS = 2.86 V, iD = 0.586 mA. The answer is not unique:
Selecting the larger gate voltage, we find RS = 11.5 k�.

CYU 9.13 Approximately 400 �

CYU 9.14 200 �

CYU 9.15 Approximately 2.5 mA

CYU 9.16 iD = 3.89 mA; vDS = 10.57 V; vGS = −0.58 V

CYU 9.17 RS = 634 �; RD = 6.366 k�
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HOMEWORK PROBLEMS

Section 1: Bipolar Transistors

9.1 For each transistor shown in Figure P9.1, determine
whether the BE and BC junctions are forward- or
reverse-biased, and determine the operating region.

4 V 0.2 V

0.3 V 5.4 V

0.6 V

0.7 V

0.7 V

(a) (b)

(c) (d)

+

_

_

+

+

_

_

+

+

_

_

+

_
_

+
+

0.6 V

Figure P9.1

9.2 Determine the region of operation for the following
transistors:
a. npn, VBE = 0.8 V, VCE = 0.4 V
b. npn, VCB = 1.4 V, VCE = 2.1 V
c. pnp, VCB = 0.9 V, VCE = 0.4 V
d. npn, VBE = −1.2 V, VCB = 0.6 V

9.3 Given the circuit of Figure P9.3, determine the
operating point of the transistor. Assume the BJT is a
silicon device with β = 100. In what region is the
transistor?

820 kΩ 2.2 kΩ

910 Ω

12 V

Figure P9.3

9.4 The magnitudes of a pnp transistor’s emitter and
base currents are 6 mA and 0.1 mA, respectively. The

magnitudes of the voltages across the emitter-base and
collector-base junctions are 0.65 and 7.3 V. Find
a. VCE .
b. IC .
c. The total power dissipated in the transistor, defined

here as P = VCEIC + VBEIB .

9.5 Given the circuit of Figure P9.5, determine the
emitter current and the collector-base voltage. Assume
the BJT has Vγ = 0.6 V.

15 kΩ

10 V 15 V

30 kΩ

Figure P9.5

9.6 Given the circuit of Figure P9.6, determine the
operating point of the transistor. Assume a 0.6-V offset
voltage and β = 150. In what region is the transistor?

62 kΩ 3.3 kΩ

1.2 kΩ

18 V

15 kΩ

Figure P9.6

9.7 Given the circuit of Figure P9.7, determine the
emitter current and the collector-base voltage. Assume
the BJT has a 0.6-V offset voltage at the BE junction.

20 kΩ

20 V 20 V

39 kΩ

Figure P9.7

9.8 If the emitter resistor in Problem 9.7 (Figure P9.7) is
changed to 22 k�, how does the operating point of the
BJT change?

9.9 The collector characteristics for a certain transistor
are shown in Figure P9.9.
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a. Find the ratio IC/IB for VCE = 10 V and IB = 100
µA, 200 µA, and 600 µA.

b. The maximum allowable collector power
dissipation is 0.5 W for IB = 500 µA. Find VCE .

iC (mA)

100

90

80

70

60

50

40

30

20

10

0 2 4 6 8 10 12 14 16 18 vCE (V)

500 µA

400 µA

300 µA

200 µA

 IB = 100 µA

600 µA

Figure P9.9

[Hint: A reasonable approximation for the power
dissipated at the collector is the product of the
collector voltage and current: P = ICVCE
where P is the permissible power dissipation,

IC is the quiescent collector current,
VCE is the operating point collector-emitter voltage.]

9.10 Given the circuit of Figure P9.10, assume both
transistors are silicon-based with β = 100. Determine:
a. IC1, VC1, VCE1

b. IC2, VC2, VCE2

750 kΩ 6.2 kΩ

+30 V

20 kΩ

4.7 kΩ
Q1

Q2

Figure P9.10

9.11 Use the collector characteristics of the 2N3904
npn transistor to determine the operating point (ICQ,
VCEQ) of the transistor in Figure P9.11. What is the
value of β at this point?

5 kΩ

+
_50 V

20µA

2N3904

Figure P9.11

9.12 For the circuit given in Figure P9.12, verify that the
transistor operates in the saturation region by
computing the ratio of collector current to base current.
(Hint: With reference to Figure 9.22, Vγ = 0.6 V,
Vsat = 0.2 V.)

5.7 V

RB = 50 kΩ

β = 200

RC = 1 kΩ

10 V

β

Figure P9.12

9.13 It has been found that VE in the circuit of Figure
P9.13 is 1 V. If the transistor has Vγ = 0.6 V,
determine:
a. VB
b. IB
c. IE
d. IC
e. β
f. α

5 kΩ

5 kΩ
20 kΩ

+ 5 V

–5 V

Figure P9.13

9.14 The circuit shown in Figure P9.14 is a
common-emitter amplifier stage. Determine the
Thévenin equivalent of the part of the circuit
containing R1, R2, and VCC with respect to the
terminals of R2. Redraw the schematic using the
Thévenin equivalent.
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VCC = 20 V β = 130
R1 = 1.8 M� R2 = 300 k�
RC = 3 k� RE = 1 k�
RL = 1 k� RS = 0.6 k�
vS = 1 cos(6.28 × 103t) mV

Vs

+

_

Vi

+

_

VCC

R1

R2

C
C C

E

B

C

+

_
VoRL

Rs

RC

RE

+

_

Figure P9.14

9.15 Shown in Figure P9.14 is a common-emitter
amplifier stage implemented with an npn silicon
transistor. Determine VCEQ and the region of
operation.

VCC = 15 V β = 100
R1 = 68 k� R2 = 11.7 k�
RC = 200 � RE = 200 �
RL = 1.5 k� RS = 0.9 k�
vS = 1 cos(6.28 × 103t) mV

9.16 Shown in Figure P9.14 is a common-emitter
amplifier stage implemented with an npn silicon
transistor. Determine VCEQ and the region of
operation.

VCC = 15 V β = 100
R1 = 68 k� R2 = 11.7 k�
RC = 4 k� RE = 200 �
RL = 1.5 k� RS = 0.9 k�
vS = 1 cos(6.28 × 103t) mV

9.17 The circuit shown in Figure P9.17 is a
common-collector (also called an emitter follower)
amplifier stage implemented with an npn silicon
transistor. Determine VCEQ at the DC operating orQ
point.

VCC = 12 V β = 130
R1 = 82 k� R2 = 22 k�
RS = 0.7 k� RE = 0.5 k�
RL = 16 �

Vs

+

_

VCCR1

R2

C

C

E

B

+

_

RL

Rs

RE

Figure P9.17

9.18 Shown in Figure P9.18 is a common-emitter
amplifier stage implemented with an npn silicon
transistor and two DC supply voltages (one positive
and one negative) instead of one. The DC bias circuit
connected to the base consists of a single resistor.
Determine VCEQ and the region of operation.

VCC = 12 V VEE = 4 V

β = 100 RB = 100 k�

RC = 3 k� RE = 3 k�

RL = 6 k� RS = 0.6 k�

vS = 1 cos(6.28 × 103t) mV

VS

+

_ VEE

+

_

RB

C

C

C C

E

B

RS
RE RL

RC

VCC

+

_

Figure P9.18

9.19 Shown in Figure P9.19 is a common-emitter
amplifier stage implemented with an npn silicon
transistor. The DC bias circuit connected to the base
consists of a single resistor; however, it is connected
directly between base and collector. Determine VCEQ
and the region of operation.

VCC = 12 V

β = 130 RB = 325 k�

RC = 1.9 k� RE = 2.3 k�

RL = 10 k� RS = 0.5 k�

vS = 1 cos(6.28 × 103t) mV

VS

+

_

RB
C

C

C C

E

B

RS
RE RL

RC VCC

+

_

Figure P9.19
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9.20 Shown in Figure P9.19 is a common-emitter
amplifier stage implemented with an npn silicon
transistor. Determine VCEQ and the region of
operation.

VCC = 15 V C = 0.5 µF

β = 170 RB = 22 k�

RC = 3.3 k� RE = 3.3 k�

RL = 1.7 k� RS = 70 �

vS = 1 cos(6.28 × 103t) mV

9.21 Shown in Figure P9.14 is a common-emitter
amplifier stage with:

VCC = 15 V C = 0.47 µF

R1 = 220 k� R2 = 55 k�

RC = 3 k� RE = 710 �

RL = 3 k� RS = 0.6 k�

vi = Vio sin(ωt) Vio = 10 mV

A DC analysis gives the DC operating point orQ point:

IBQ = 19.9 µA VCEQ = 7.61 V

The transistor is an npn silicon transistor with a
transfer characteristic and beta:

iC ≈ ISe
vBE/VT = ISe

VBEQ+vbe/VT β = 100

The device i-v characteristic is plotted in Figure P9.21.
a. Determine the no-load large signal gain (vo/vi).
b. Sketch the waveform of the output voltage as a

function of time.
c. Discuss how the output voltage is distorted

compared to the input waveform.

0 2 4 6 8 10
VCE(v)

i C
(m

A
)

12 14 16 18

50

40

30

20Q
15
10

5
10

1

2

3

4

5

6
60

ωt = 

ωt = 0, π, 2π

iB(µa)

Saturation

3π
2

ωt = 
∆ic = 2a

∆VCE = 6V

π
2

AC load line (no load)

DC load line

Cutoff

Figure P9.21

Section 2: Field-Effect Transistors

9.22 Shown in Figure P9.22 are the circuit symbols for a
depletion-mode and an enhancement-mode MOSFET.

For the enhancement-mode MOSFET:

IDSS = 7 mA VT = +5 V

For the depletion-mode MOSFET:

IDSS = 7 mA VP = −5 V
a. Are these n- or p-channel devices?
b. Which is the depletion-mode device? The

enhancement-mode device?
c. For each device, state the conditions for the

operation in the active region in terms of the
voltages shown for the device and the threshold or
pinch-off voltages given above.

D
iD

iS

iG

SS
VDS

VGS

VGD

G

S

(a) (b)

+

+

_

_

_

+

D
iD

iS

iG

SS
–VDS

VGS

VGD

G

S

+

+

_

_

_

+

Figure P9.22

9.23 The transistors shown in Figure P9.23 have
|VT | = 3 V. Determine the operating region.

2.5 V +
–

2.5 V

+

–

(a)

2 V –
+

1 V

–

+

(b)

5 V +
–

1 V

+

–

(c)

2 V +
–

6 V

–

+

(d)

Figure P9.23

9.24 The three terminals of an n-channel
enhancement-mode MOSFET are at potentials of 4 V,
5 V, and 10 V with respect to ground. Draw the circuit
symbol, with the appropriate voltages at each terminal,
if the device is operating
a. In the ohmic region.
b. In the active region.

9.25 An enhancement-type NMOS transistor with
VT = 2 V has its source grounded and a 3-VDC source
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connected to the gate. Determine the operating state if
a. vD = 0.5 V
b. vD = 1 V
c. vD = 5 V

9.26 In the circuit shown in Figure P9.26, the p-channel
transistor has VT = 2 V and k = 10 mA/V 2. Find R
and vD for iD = 0.4 mA.

+20 V

R iD

Figure P9.26

9.27 An enhancement-type NMOS transistor has
VT = 2 V and iD = 1 mA when vGS = vDS = 3 V.
Find the value of iD for vGS = 4 V.

9.28 An n-channel enhancement-mode MOSFET is
operated in the ohmic region, with vDS = 0.4 V and
VT = 3.2 V. The effective resistance of the channel is
given by RDS = 500/(VGS − 3.2) �. Find iD when
vGS = 5 V, RDS = 500 �, and vGD = 4 V.

9.29 An n-channel JFET has Vp = −2.8 V. It is
operating in the ohmic region, with vGS = −1 V,
vDS = 0.05 V, and iD = 0.3 mA. Find iD if
a. vGS = −1 V, vDS = 0.08 V
b. vGS = 0 V, vDS = 0.1 V
c. vGS = −3.2 V, vDS = 0.06 V

9.30 An enhancement-type NMOS transistor with
VT = 2.5 V has its source grounded and a 4-VDC
source connected to the gate. Find the operating region
of the device if
a. vD = 0.5 V
b. vD = 1.5 V

9.31 An enhancement-type NMOS transistor has
VT = 4 V, iD = 1 mA when vGS = vDS = 6 V.
Neglecting the dependence of iD on vDS in saturation,
find the value of iD for vGS = 5 V.

9.32 The NMOS transistor shown in Figure P9.32 has
VT = 1.5 V, k = 0.4 mA/V 2. Now if vG is a pulse with
0 V to 5 V, find the voltage levels of the pulse signal at
the drain output.

D

G S

vD

VDD = 5 V

1 kΩ

vG

5 VvG

0

Figure P9.32

9.33 A JFET having Vp = −2 V and IDSS = 8 mA is
operating at vGS = −1 V and a very small vDS . Find
a. rDS
b. vGS at which rDS is half of its value in (a)

9.34 Shown in Figure P9.34 is the schematic for a
common-source amplifier stage. Determine the DC
operating point and verify that the device is operating
in the saturation region.

IDSS = 1.125 mA VT = 1.5 V

R1 = 1.32 M� R2 = 2.2 M�

RD = 4 k� RS = 4 k�

RL = 1.3 k� C = 0.47 µF

RSS = 0.7 k� VDD = 12 V

VS

+

_

R1

C

C

C

RSS

RS

R2

RL

RD VDD

+

_

ii

io

G

S

D

Vi

+

_

Vo
+

_

Figure P9.34

9.35 Shown in Figure P9.35 is the simplified
common-source amplifier stage where the DC bias
network in the gate circuit has already been replaced
by its Thévenin equivalent. Determine the DC
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operating orQ point and the region of operation.

IDSS = 7 mA VP = 2.65 V

RG = 330 k� VGG = 4.7 V

RD = 3.3 k� RS = 3.3 k�

RL = 1.7 k� C = 0.5 µF

RSS = 70 k� VDD = 15 V

VS

+

_
VGG

VDD

+

_

C

C

C

RSS

RS

RG

RL

RD

ii

io

Vi

+

_

Vo

+

+

_

Figure P9.35

9.36 In the circuit of Figure P9.35, a common-source
amplifier stage, RG is an actual component in the
circuit and VGG has been eliminated (i.e., made equal
to zero). A partial solution for the DC operating orQ
point gives:

IDQ = 1.324 mA VGSQ = −4.368 V

IDSS = 18 mA VT = 6 V

RG = 1.7 M� RS = 3.3 k�

RL = 3 k� C = 0.5 µF

VDD = 20 V VGG = 0.0 V

vi[t] = 1 cos(6.28 × 103t) V

Determine RD so that VDSQ = 6 V.

9.37 In the circuit shown in Figure P9.35, a
common-source amplifier stage, RG is an actual
component in the circuit and VGG has been eliminated
(i.e., shorted). A partial solution for theQ point gives:

IDQ = 2.97 mA VGSQ = −3.56 V

Determine RD so that VDSQ = 6 V.

IDSS = 18 mA VP = 6 V

RG = 1.7 M� RS = 1.2 k�

RL = 3 k� C = 0.5 µF

VDD = 20 V VGG = 0.0 V

vi(t) = 1 cos(6.28 × 103t) V

9.38 Shown in Figure P9.38(a) is a common-source
amplifier stage implemented with an n-channel
depletion-mode MOSFET with the static i-v
characteristics shown in Figure P9.38(b). TheQ point
and component values are:

VDSQ = 13.6 V VGSQ = 1.5 V

RD = 1.0 k� RS = 400 �

RL = 3.2 k� RSS = 600 �

vi[t] = 2 sin(ωt) V

Determine the DC supply voltage required for theQ
point and component values specified.

VDD

C

(a)

RSS

RS

R2

R1

RL

RD

ii

io

Vi

Vo

Vi

+

i D
(m

a)

VDS(V)

(b)

0 10 20 30 400

10

20

30
Saturation (ohmic)

2.5

2.0
6.563 ma

5V
1.5 = VGSQ

VGS(V)
IDQ

VDSQ

VDD

1.0

0.5
0

–0.5
-1.5

Cutoff

Q point

AC load line
Slope = 1

760 π

VDD

RD+RS

Figure P9.38
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C H A P T E R

10

Transistor Amplifiers
and Switches

he aim of this chapter is to describe the application of transistors as ampli-
fiers and switches. Small-signal transistor amplifiers can be analyzed by
means of linear small-signal models that make it possible, through the use
of linear circuit analysis techniques, to determine an amplifier’s input and

output impedance and current and voltage gain. Small-signal models of transistor
amplifier circuits also permit analysis of multistage amplifiers.

The chapter begins with the analysis of the BJT h parameters; these are linear
approximations that are valid in the neighborhood of an operating point and are
directly derived from the base and collector characteristic curves. Subsequently,
the common-emitter BJT amplifier is discussed in some detail, and the common-
base and emitter-follower amplifiers are briefly introduced. Next, a similar analysis
is conducted for MOSFET amplifiers. The material on amplifiers closes with a
general discussion of multistage transistor amplifiers and of amplifier frequency
response.

In addition to serving as the essential component of electronic amplifiers,
transistors find common application in switching circuits and logic gates. The
last section of the chapter describes BJT and MOSFET inverters and gates and
introduces the two major families of logic devices, TTL and CMOS.
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Upon completing this chapter, you should be able to:

• Use small signal models of bipolar and field-effect transistors to construct
small signal amplifier models, from which voltage and current gain and
input and output resistance can be computed.

• Qualitatively evaluate the frequency response characteristics of a
transistor amplifier and understand the major mechanisms limiting an
amplifier’s frequency response.

• Understand the major requirements in the design of multistage amplifiers.
• Understand the switching characteristics of BJTs and MOSFETs and be

able to analyze the fundamental behavior of TTL and CMOS logic gates.

10.1 SMALL-SIGNAL MODELS OF THE BJT

Small-signal models for the BJT take advantage of the relative linearity of the
base and collector curves in the vicinity of an operating point. These linear circuit
models work very effectively provided that the transistor voltages and currents
remain within some region around the operating point. This condition is usually
satisfied in small-signal amplifiers used to magnify low-level signals (e.g., sen-
sor signals). For the purpose of our discussion, we use the hybrid-parameter
(h-parameter) small-signal model of the BJT, to be discussed presently.

Note that a small-signal model assumes that the DC bias point of the transistor
has been established. As was done in Chapter 9, the following convention will
be used: each voltage and current is assumed to be the superposition of a DC
component (the quiescent voltage or current) and a small-signal AC component.
The former is denoted by an uppercase letter, and the latter by an uppercase letter
preceded by the symbol �. Thus,

iB = IBQ +�IB

iC = ICQ +�IC

vCE = VCEQ +�VCE

Figure 10.1 depicts the appearance of the collector current iC(t) when ICQ =
5 × 10−3 A and �IC(t) = 0.5 × 10−3 sinωt A.

0 1 2 3
t (s)

i (
t)

 (
m

A
) i (t) = 5 + 0.5 sin (ωt)

4 5 6
0

1

2

3

4

5

6

Figure 10.1 Superposition of
AC and DC signals

Imagine the collector curves of Figure 9.19 magnified about the Q point.
Figure 10.2 graphically depicts the interpretation of each of the h parameters
relative to the operating point of the BJT.

The parameter hie is approximately equal to the ratio �VBE/�IB in the
neighborhood of the Q point; Figure 10.2(a) illustrates how this parameter is
equal to the reciprocal of the slope of the IB-VBE curve at the operating point.
Physically, this parameter represents the forward resistance of the BE junction.

The parameter hre is representative of the fact that the IB-VBE curve is
slightly dependent on the actual value of the collector-emitter voltage, VCE . How-
ever, this effect is virtually negligible in any applications of interest to us. Thus,
we shall assume that hre ≈ 0. Figure 10.2(b) depicts the shift in the IB-VBE curves
represented by hre. A typical value of hre for VCE ≥ 1 V is around 10−2.

The parameter hf e is approximated in Figure 10.2(c) by the current ratio
�IC/�IB . This parameter represents the current gain of the transistor and is
approximately equivalent to the parameter β introduced earlier. For the purpose
of our discussion, β and hf e will be interchangeable, although they are not exactly
identical.
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IB  (µA)

∆VBE

VBE (V)

VBEQ

0

QIBQ∆IB 

VCE = VCEQ

IB  (µA)

∆VBE

VBE (V)

VBEQ

0

Q
IBQ

VCEQ

IC  (mA)

VCE (V)0

Q
ICQ∆IC 

VCEQ

IBQ

IC  (mA)

VCE (V)0

Q

ICQ

∆VCE 
VCEQ

IBQ

∆IC

∆VCE

(a) Interpretation of hie (b) Interpretation of hre

(c) Interpretation of hfe (d) Interpretation of hoe

∆ IB 

Figure 10.2 Graphical interpretation of h parameters

The parameterhoe may be calculated ashoe = �IC/�VCE from the collector
characteristic curves, as shown in Figure 10.2(d). This parameter is a physical
indication of the fact that the IC-VCE curves in the linear active region are not
exactly flat; hoe represents the upward slope of these curves and therefore has
units of conductance (S). Typical values of hoe are around 10−5 S. We shall often
assume that this effect is negligible.

To be more precise, the h parameters are defined by the following set of
equations:

hie = ∂vBE

∂iB

∣∣∣∣
IBQ

(�) (10.1)

hoe = ∂iC

∂vCE

∣∣∣∣
VCEQ

(S) (10.2)

hf e = ∂iC

∂iB

∣∣∣∣
IBQ

(
A

A

)
(10.3)

hre = ∂vBE

∂vCE

∣∣∣∣
VCEQ

(
V

V

)
(10.4)

The circuit of Figure 10.3 illustrates the small-signal model side by side with the
BJT circuit symbol. Representative parameters for a small-signal transistor are
listed in Table 10.1.

hre ∆VCE

1
hoe

B

C

E

C

E

B

∆IB

+

––

+
∆VCE

hfe ∆IB

hie

∆VBE

+ –

Figure 10.3 h-parameter
small-signal model for BJT
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Table 10.1 h parameters for the
2N2222A BJT

Parameter Minimum Maximum

hie (k�) 2 4

hre(× 10−4) 8

hf e 50 300

hoe (µS) 5 35

To illustrate the application of the h-parameter small-signal model of Figure
10.3, consider the transistor amplifier circuit shown in Figure 10.4. This circuit is
most readily analyzed if DC and AC equivalent circuits are treated separately. To
obtain the DC circuit, the AC source is replaced by a short circuit. The resulting
DC circuit is shown in Figure 10.5. The DC circuit may be employed to carry out
a Q-point analysis similar to that of Examples 9.4 and 9.6. Since our objective at
present is to illustrate the AC circuit model for the transistor amplifier, we shall
assume that the DC analysis (i.e., selection of the appropriateQ point) has already
been carried out, and that a suitable operating point has been established.

B

C

E

iB

+

–∆VB

RB

+
~

vCE VCC

RC

RE VBB

  iB = IBQ + ∆IB
  iC = ICQ + ∆IC
vCE = VCEQ + ∆VCE

iC

Figure 10.4 BJT amplifier

B

C

E

RB

VCC

RC

RE 

VBB

Figure 10.5 DC
equivalent circuit for the BJT
amplifier of Figure 10.4

Replacing the DC voltage sources with short circuits, we obtain the AC
equivalent circuit of Figure 10.6. The transistor may now be replaced by its h-
parameter small-signal model, also shown in Figure 10.6. We may simplify the
model by observing that h−1

oe is a very large resistance and that if the load resistance
RL (in parallel with h−1

oe ) is small (i.e., if RLhoe ≤ 0.1), the resistor h−1
oe in the

model may be ignored. The linear AC equivalent circuit makes it possible to
take advantage of the circuit analysis techniques developed in Chapters 2 and 3 to
analyze the operation of the amplifier. For example, application of KVL around
the base circuit loop yields the following equation:

�VB = �IBRB +�IBhie + (hf e + 1)�IBRE (10.5)

which can be solved to obtain

�IB

�VB
= 1

RB + hie + (hf e + 1)RE

(10.6)

and

�VC = −�ICRC

= −hf e�IBRC = −hf eRC

RB + hie + (hf e + 1)RE

�VB
(10.7)

Then, the AC/open-loop voltage gain of the amplifier is given by the expression

µ = �VC

�VB
= −hf eRC

RB + hie + (hf e + 1)RE

(10.8)

You may recall that the open-loop voltage gain µ was introduced in Section 9.1
and Example 9.1. The small-signal model for the BJT will be further explored in
the next section.
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Transconductance

In addition to thehparameters described above, another useful small-signal transis-
tor parameter is the transfer conductance, or transconductance. The transcon-
ductance of a bipolar transistor is defined as the local slope of the collector current
base-emitter voltage curve:

gm = ∂iC

∂vBE
(10.9)

and it can be expressed in terms of the h parameters if we observe that we can
write

gm = ∂iC

∂vBE
= ∂iC

∂iB

∂iB

∂vBE
= hf e

hie
(10.10)

It can be shown that the expression for the transconductance can be approximated
by

gm ∼= ICQ

kT

q

= ICQ

0.026
= 39ICQ

mA

V
(10.11)

at room temperature, where k is Boltzmann’s constant, T is the temperature in
degrees Kelvin, and q the electron charge (see Chapter 8 for a review of the pn
junction equation). Now, the transconductance is an important measure of the
voltage amplification of a BJT amplifier, because it relates small oscillations in
the base-emitter junction voltage to the corresponding oscillations in the collec-
tor current. We shall see in the next sections that this parameter can be related
to the voltage gain of the transistor. Note that the approximation of equation
10.11 suggests that the transconductance parameter is dependent on the operating
point.

B

C

E

RB

RC

RE 

∆VB
+
~–

B

E

RB

RE 

∆VB
+
~–

RC

C∆IB

hfe∆IB

AC equivalent circuit

Small-signal model

hie

Figure 10.6 AC equivalent
circuit and small-signal model
for the amplifier of Figure 10.4

EXAMPLE 10.1 Determining the AC Open-Loop Voltage Gain
of a Common-Emitter Amplifier

Problem

Determine the Q point and AC open-loop voltage gain of the amplifier of Figure 10.4; the
amplifier employs a 2N5088 npn transistor.

Solution

Known Quantities: Amplifier supply voltages; base, collector, and emitter resistances; h
parameters; AC circuit model of Figure 10.3.

Find: Quiescent values of IB , IC , and VCE ; open-loop AC voltage gain, µ.

Schematics, Diagrams, Circuits, and Given Data: VBB = 6 V; VCC = 12 V;
RB = 100 k�; RC = 500 �; RE = 100 �; Vγ = 0.6 V. hf e = 350; hie = 1.4 k�;
hoe = 150 µS.

Assumptions: Use the linear small-signal h-parameter model of the BJT.
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Analysis:

1. Q-point calculation (also see Example 9.4). We first write the collector circuit
equation by applying KVL:

VCC = VCE + RCIC + REIE = VCE + RCIC + RE(IB + IC)

≈ VCE + (RC + RE)IC

where the emitter current has been approximately set equal to the collector current
since the current gain is large and IC 
 IB .

Next, we write the base circuit equation, also via KVL:

VBB = RBIB + VBE + REIE = (RB + (β + 1)RE)IB + Vγ

The above equation can be solved numerically (with hf e = β) to obtain:

IB = VBB − Vγ

RB + (β + 1) RE

= 6 − 0.6

100 × 103 + 351 × 100
= 40µA

Then,

IC = βIB = 350 × 40 × 10−6 = 14 mA

and

VCE = VCC − (RC + RE)IC = 12 − 600 × 14 × 10−3 = 3.6 V

Thus, the Q point for the amplifier is:

IBQ = 40 µA ICQ = 14 mA VCEQ = 3.6 V

confirming that the transistor is indeed in the active region.

2. AC open-loop gain calculation. The AC open-loop gain for the amplifier of Figure
9.4 can be computed by using equation 10.7:

µ = −hf eRC

RB + hie + (
hf e + 1

)
RE

= −350 × 500 × 103

100 × 103 + 1.4 × 103 + 351 × 100

= −1.28
V

V

Comments: You may wish to examine the data sheets for the 2N5088 npn transistor.
They are available in electronic form in the accompanying CD-ROM. Look for the values
of the parameters used in this example.

Note that if the parameter hie were neglected in the expression for µ, the answer
would not change significantly. This is true in this particular case because of the large
values of the base resistor and of hf e, but is not true in the general case.

Check Your Understanding
10.1 Determine the AC/open-loop voltage gain of a 2N2222A transistor, using the
results of Example 10.1 and Table 10.1. Use maximum values of the h parameters, and
assume that ICQ = 50 mA, RC = 1 k�, RB = 100 k�, and RE = 100 �.
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10.2 BJT SMALL-SIGNAL AMPLIFIERS

The h-parameter model developed in the previous section is very useful in the
small-signal analysis of various configurations of BJT amplifiers. In this section,
a set of techniques will be developed to enable you to first establish the Q point
of a transistor amplifier, then construct the small-signal model, and finally use
the small-signal model for analyzing the small-signal behavior of the amplifier. A
major portion of this section will be devoted to the analysis of the common-emitter
amplifier, using this circuit as a case study to illustrate the analysis methods. At
the end of the section, we will look briefly at two other common amplifier circuits:
the voltage follower, or common-collector amplifier; and the common-base
amplifier. The discussion of the common-emitter amplifier will also provide an
occasion to introduce, albeit qualitatively, the important issue of transistor amplifier
frequency response. A detailed treatment of this last topic is beyond the intended
scope of this book.

A complete common-emitter amplifier circuit is shown in Figure 10.7. The
circuit may appear to be significantly different from the simple examples studied in
the previous sections; however, it will soon become apparent that all the machinery
necessary to understand the operation of a complete transistor amplifier is already
available.

C

E

RS

RL

RE 

ro

ri

CB

R1
CC

CE R2 

B

VCC

+

–

vout(t)

RC

vS(t)+~–

Figure 10.7 The BJT common-emitter amplifier

We shall create a small-signal linear AC equivalent-circuit model for the
amplifier based on a two-port1 equivalent circuit; this equivalent circuit can then
be used in connection with equivalent circuits for the load and source to determine
the actual gains of the amplifier as a function of the load and source impedances.

Figure 10.8 depicts the appearance of this simplified representation for a
transistor amplifier, where ri and ro represent the input and output resistance of

1A two-port circuit is a circuit that has an input and an output port, in contrast with the one-port
circuits studied in Chapter 3, which had only a single port connecting the source to a load. The
amplifier configuration shown in Figure 10.7 is representative of a general two-port circuit.
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RS

vS
+~– ri

–

+

vin

ro

µvin RL

–

+

vout
+ –

ioutiin

Two-port circuit

µ

Figure 10.8 Equivalent-circuit model of voltage
amplifier

the amplifier, respectively, and µ is the open-loop voltage gain of the amplifier.
Throughout this section, it will be shown how such a model can be obtained for
a variety of amplifier configurations. You may wish to compare this model with
that shown in Figure 9.3 in Section 9.1. Note that the model of Figure 10.8
makes use of the simple Thévenin equivalent-circuit model developed in Chapter
3 in representing the input to the amplifier as a single equivalent resistance, ri .
Similarly, the circuit seen by the load consists of a Thévenin equivalent circuit.
In the remainder of this section, it will be shown how the values of ri , ro, and µ
may be computed, given a transistor amplifier design. It is also useful to define the
overall voltage and current gains for the amplifier model of Figure 10.8 as follows.
The amplifier voltage gain is defined as

AV = vout

vS
= RL

RL + ro
µ · ri

RS + ri
(10.12)

while the current gain is

AI = iout

iin
= vout/RL

vs/(RS + ri)
= RS + ri

RL

· AV (10.13)

The first observation that can be made regarding the circuit of Figure 10.7
is that the AC input signal, vS(t), has been “coupled” to the remainder of the
circuit through a capacitor, CB (called a coupling capacitor). Similarly, the load
resistance,RL, has been connected to the circuit by means of an identical coupling
capacitor. The reason for the use of coupling capacitors is that they provide separate
paths for DC and AC currents in the circuit. In particular, the quiescent DC currents
cannot reach the source or the load. This is especially useful, since the aim of the
circuit is to amplify the AC input signal only, and it would be undesirable to have
DC currents flowing through the load. In fact, the presence of DC currents would
cause unnecessary and undesired power consumption at the load. The operation
of the coupling capacitors is best explained by observing that a capacitor acts as
an open circuit to DC currents, while—if the capacitance is sufficiently large—it
will act as a short circuit at the frequency of the input signal. Thus, in general,
one wishes to make CC as large as possible, within reason. The emitter bypass
capacitor, CE , serves a similar purpose, by “bypassing” the emitter resistance RE

insofar as AC currents are concerned, since the capacitor acts as a short circuit at
the signal frequency. On the other hand, CE is an open circuit to DC currents, and
therefore the quiescent current will flow through the emitter resistor, RE . Thus,
the emitter resistor can be chosen to select a given Q point, but it will not appear
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in the calculations of the AC gains. This dual role served by coupling and bypass
capacitors in transistor amplifiers is of fundamental importance in their practical
operation.

Figure 10.9 depicts the path taken by AC and DC currents in the circuit of
Figure 10.7. Example 10.2 further explains the use of coupling capacitors.

C

E

RS

RL

RE 

CC

CC

CE R2 

B

VCC

+

–

vout(t)

DC current

AC current

RC

vS(t)+~–

R1

Figure 10.9 Effect of coupling capacitors on DC
and AC current paths

EXAMPLE 10.2 Computing the Value of the AC Coupling
Capacitor for Audio-Range Amplifier
Operation

Problem

Determine the value of the coupling capacitor CC in Figure 10.9 that will permit amplifier
operation in the audio range.

Solution

Known Quantities: Audio-frequency range.

Find: Value of CC such that the series impedance of the capacitors is high at low
frequencies and low at frequencies in the audio range.

Schematics, Diagrams, Circuits, and Given Data: Audio-frequency range:
40π ≤ ω ≤ 40,000π (20 to 20,000 Hz).

Assumptions: The input resistance of the amplifier is in the range of 1 k�.

Analysis: If the input resistance of the amplifier is expected to be around 1 k�, the
impedance of a series capacitor to be used for AC coupling in the amplifier of Figure 10.9
should be significantly smaller in the frequency range of interest, say, 10 �. The
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expression for the impedance of the capacitor is:

ZC = 1

jωC

thus, the capacitor impedance will be larger at the lower frequencies, and we should
require the magnitude of the above impedance to be less than or equal to the desired value
of 10 � at the frequency ω = 40π . We therefore require that

|ZC | = 1

ωC
= 10 at ω = 40π

or

C = 1

ω|ZC | = 1

400π
= 2,190 µF

Comments: The coupling capacitor offers infinite resistance to DC currents (i.e., for
ω = 0). The capacitor value calculated in this example is fairly large; in practice it would
be reasonable to select a somewhat smaller value. A standard value would be 470 µF.

The amplifier of Figure 10.7 employs a single DC supply, VCC , as does the
DC self-bias circuit of Example 9.6. The resistors R1 and R2, in effect, act as
a voltage divider that provides a suitable bias for the BE junction. This effect is
most readily understood if separate DC and AC equivalent circuits for the common-
emitter amplifier are portrayed as in Figure 10.10.

R1

R2

RC

RE

VCC

(a) DC circuit

R1 || R2vS(t)

RC

(b) AC circuit

RL

+
_~

RS

Figure 10.10 DC and AC
circuits for the common-emitter
amplifier

To properly interpret the DC and AC equivalent circuits of Figure 10.10, a
few comments are in order. Consider, first, the DC circuit. As far as DC currents
are concerned, the two coupling capacitors and the emitter bypass capacitor are
open circuits. Further, note that the supply voltage, VCC , appears across two
branches, the first consisting of the emitter and collector resistors and of the CE
“junction,” the second of the base resistors. This DC equivalent circuit is used in
determining the Q point of the amplifier—that is, the quantities IBQ, VCEQ, and
ICQ. In drawing the AC equivalent circuit, each of the capacitors has been replaced
by a short circuit, as has the DC supply. The effect of the latter substitution (which
applies only to AC signals) is to create a direct path to ground for the resistors R1

andRC . Thus,R1 appears in parallel withR2. Note, also, that in the AC equivalent
circuit, the collector resistanceRC appears in parallel with the load. This will have
an important effect on the overall gain of the amplifier.

DC Analysis of the Common-Emitter Amplifier

We redraw the DC circuit of Figure 10.10 in a slightly different form, recognizing
that the Thévenin equivalent circuit seen by the base consists of the equivalent
voltage

VBB = R2

R1 + R2
VCC (10.14)

and of the equivalent resistance

RB = R1 ‖ R2 (10.15)
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The resulting circuit is sketched in Figure 10.11. Application of KVL around the
base and collector-emitter circuits yields the following equations, the solution of
which determines the Q point of the transistor amplifier:

VCEQ = VCC − ICQRC − β + 1

β
ICQRE (10.16)

VBEQ = VBB − IBQRB − β + 1

β
ICQRE (10.17)

In these equations, the quiescent emitter current, IEQ, has been expressed in terms
of the collector current, ICQ, according to the relation

IEQ = β + 1

β
ICQ (10.18)

B

C

E

RB

VCC
RE 

VBB

ICQ

IBQ

VCEQ

_

+

RC

Figure 10.11 DC bias
circuit for the common-emitter
amplifier

The next two examples illustrate a number of practical issues in the choice
of DC bias point, and in the determination of other important features of the
common-emitter transistor amplifier.

EXAMPLE 10.3 Analysis of Common-Emitter Amplifier
Operating Point

Problem

Determine which of the two amplifiers designs, design A and design B, offers the better
choice of operating point for the common-emitter amplifier of Figure 10.12, and explain
why one is superior to the other.

RS

+~– R3

VCC

+

–

R2

RCR1

VoutVin

Figure 10.12 Common-emitter
amplifier for Example 10.3

Solution

Known Quantities: Amplifier supply voltages; base, collector, and emitter resistances;
transistor parameters.

Find: Quiescent values of IB , IC , and VCE for each design.

Schematics, Diagrams, Circuits, and Given Data: Vγ = 0.7 V; β = 100; VCC = 15 V.
Design A: R1 = 68 k�; R2 = 11.7 k�; RC = 200 �; RE = 200 �.
Design B: R1 = 23.7 k�; R2 = 17.3 k�; RC = 200 �; RE = 200 �.

Assumptions: Use the linear small-signal h-parameter model of the BJT.
15 V

68 kΩ

11.7 kΩ

RB

VBB

B

B

Figure 10.13 Equivalent
base supply circuit of design A

Analysis:

1. Design A. The DC equivalent supply seen by the transistor is shown in Figure 10.13.
We can compute the equivalent base supply and resistance as follows (also see
Example 9.6):

VBB = R1

R1 + R2
VCC = 11.7

11.7 + 68
15 = 2.2 V

and the equivalent base resistance from equation 9.7:

RB = R1||R2 = 68 × 11.7

68 + 11.7
≈ 10 k�
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Next, we consider the equivalent base-emitter circuit, shown in Figure 10.14.
Applying KVL we compute the base and collector currents as follows:

VBB = IBRB + Vγ + IERE = IBRB + Vγ + (β + 1)IBRE

IB = VBB − Vγ

RB + (β + 1)RE

= 2.2 − 0.7

10,000 + 101 × 200
= 50 µA

IC = βIB = 5 mA

Next, we turn to the equivalent collector-emitter circuit (see Figure 10.15), and apply
KVL to determine the collector-emitter voltage:

VCC = ICRC + VCE + IERE = ICRC + VCE + (β + 1)

β
ICRE

VCE = VCC − IC

(
RC + (β + 1)

β
RE

)
= 15 − 5 × 10−3

(
200 + 101

100
× 200

)

= 13 V

Thus, the Q point for the amplifier of design A is:

IBO = 50 µA ICO = 5 mA VCEO = 13 V

2. Design B. We repeat the calculations of part 1 for the amplifier of design B:

VBB = R1

R1 + R2
VCC = 17.3

23.7 + 17.3
15 = 6.33 V

RB = R1||R2 = 17.3 × 23.7

17.3 + 23.7
≈ 10 k�

IB = VBB − Vγ

RB + (β + 1)RE

= 6.33 − 0.7

10,000 + 101 × 200
= 186 µA

IC = βIB = 18.6 mA

VCE = VCC − IC

(
RC + (β + 1)

β
RE

)

= 15 − 18.6 × 10−3

(
200 + 101

100
× 200

)
= 7.5 V

Thus, the Q point for the amplifier of design B is:

IBO = 186 µA ICO = 18.6 mA VCEO = 7.5 V

VBB

RB

Vγ

RE

IB

IE

Figure 10.14 Equiva-
lent base-emitter circuit of
design A

RC

VCCVCE

RE

+

_

Figure 10.15 Collector-emitter
circuit of design A

To compare the two designs, we plot the load line in the IC − VCE plane, and observe that
the maximum collector current swing that can be achieved by design B is far greater than
that permitted by design A (Figure 10.16). The reason is quite simply that the Q point of
design B is much closer to the center of the active region of the transistor, while the Q
point of design A will cause the transistor to move into the cutoff region if the collector
current swing is to be more than a couple of milliamperes.
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10VCE sat

Figure 10.16 Operating points for designs A and B

Comments: A simple rule that can be gleaned from this example is that, for linear
amplifier designs, it is desirable to place the Q point near the center of the collector
characteristic active region.

Focus on Computer-Aided Tools: This example is available as an Electronics
WorkbenchTM simulation in the accompanying CD-ROM. Both circuits are simulated, and
you can verify that design A leads to cutoff distortion by applying an AC input signal
larger than a few millivolts to the amplifier of design A. Another virtual experiment that
you can run is to increase the amplitude of the input signal for the amplifier of design B
and determine the maximum sinusoidal input voltage amplitude that can be amplified
without distortion. What causes distortion first: cutoff or saturation?

EXAMPLE 10.4 Compensating for Variation in β
in a Common-Emitter Amplifier

Problem

Current gain variability from transistor to transistor is a practical problem that complicates
amplifier design. In particular, it is desirable to obtain a stable operating point, relatively
independent of variation in β (which can be as much as ±50 percent). A common rule of
thumb to reduce operating point variability is to require that

RB = βminRE

10

1. Find the operating point of the design B amplifier of Example 10.3 if 75 ≤ β ≤ 150.

2. Using the above design rule, design a new amplifier (call it design C) with the same
quiescent collector current as design B.

3. Demonstrate that the operating point of design C is more stable than that of design B.

Solution

Known Quantities: Amplifier supply voltages; base, collector, and emitter resistances;
transistor parameters.

Find:

1. Quiescent values of IB , IC , and VCE for design B amplifier for extreme values of β.

2. Quiescent values of IB , IC , and VCE for design C amplifier.

3. Variation in Q point of design C versus design B.
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Schematics, Diagrams, Circuits, and Given Data: Vγ = 0.7 V; βmin = 75; βmax = 150;
VCC = 15 V.

Design B (Figure 10.17): R1 = 23.7 k�; R2 = 17.3 k�; RC = 200 �; RE = 200 �.

200 Ω

15 V

200 Ω

R1

R2

Figure 10.17 DC
circuit for Example 10.4

Analysis:

1. Design B. We compute the Q point for design B for each of the extreme values of β.
The calculations are identical to those already carried out in Example 10.3. For
β = βmin = 75:

IB = VBB − Vγ

RB + (βmin + 1)RE

= 6.33 − 0.7

10,000 + 76 × 200
= 233 µA

IC = βminIB = 16.7 mA

VCE = VCC − IC

(
RC + βmin + 1

βmin
RE

)

= 15 − 16.7 × 10−3

(
200 + 76

75
× 200

)
= 8.3 V

Thus, the Q point for β = βmin = 75 is:

IBO = 233 µA ICO = 16.7 mA VCEO = 8.3 V

For β = βmax = 150:

IB = VBB − Vγ

RB + (βmax + 1)RE

= 6.33 − 0.7

10,000 + 151 × 200
= 140 µA

IC = βmaxIB = 21 mA

VCE = VCC − IC

(
RC + βmax + 1

βmax
RE

)

= 15 − 21 × 10−3

(
200 + 151

150
× 200

)
= 6.57 V

Thus, the Q point for β = βmax = 150 is:

IBO = 140 µA ICO = 21 mA VCEO = 6.57 V

The change in quiescent base current, relative to the nominal value of design B (for
β = 100) is 50 percent; the changes in quiescent collector current and
collector-emitter voltage (relative to the same quantities for the β = 100 design) are
around 23 percent. Figure 10.18 depicts the location of the two extreme Q points.

2. Design C. Using the design rule stated in the problem statement we compute:

RB = βminRE

10
= 75 × 200

10
= 1.5 k�

RB = R1||R2 is an equivalent resistance; further, the value of VBB depends on R1 and
R2. Thus, we need to select these components in such a way as to satisfy the
requirement that IC = 18.6 mA. We write the base circuit equation in terms of the
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Figure 10.18 Variability in Q point due to change in β

collector current and compute the desired equivalent base supply voltage. Note that
in the calculation below we have used the nominal design value of β = 100.

VBB = IBRB + Vγ + IERE = IC

β
RB + Vγ + (β + 1)

β
ICRE = 4.74 V

Using the following relationships, we can calculate the values of the two resistors R1

and R2:

VBB = R1

R1 + R2
VCC

4.74 (R1 + R2) = 15R1

4.74R2 = 10.26R1

R2 = 2.16R1

and

RB = R1 × R2

R1 + R2
= 1,500 �

1,500 = 2.16R2
1

3.16R1
= 0.68R1

R1 = 2,194 � ≈ 2.2 k�

R2 = 4,740 � ≈ 4.7 k�
4.7 kΩ

15 V

2.2 kΩ

R1

R2

200 Ω

200 Ω

Figure 10.19 DC
circuit resulting from
application of rule of
thumb

Note that we have selected the closest 5 percent tolerance resistor standard values
(see Table 2.1); resistor tolerance is another source of variability in transistor
amplifier design. With the stated value we can now proceed to complete the Q point
determination for the nominal design C. The DC bias circuit is shown in Figure 10.19.

IB = VBB − Vγ

RB + (β + 1)RE

= 4.74 − 0.7

1,500 + 101 × 200
= 186 µA

IC = βIB = 18.6 mA

VCE = VCC − IC

(
RC + (β + 1)

β
RE

)

= 15 − 18.6 × 10−3

(
200 + 101

100
× 200

)
= 7.5 V
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Thus, the Q point for the amplifier of design C is identical to that of design B:

IBO = 186 µA ICO = 18.6 mA VCEO = 7.5 V

3. Q point variability. Now we are ready to determine the Q point variability for design
C amplifier. For β = βmin = 75:

IB = VBB − Vγ

RB + (βmin + 1)RE

= 4.74 − 0.7

1,500 + 76 × 200
= 242 µA

IC = βminIB = 18.1 mA

VCE = VCC − IC

(
RC + βmin + 1

βmin
RE

)

= 15 − 18.1 × 10−3

(
200 + 76

75
× 200

)
= 7.7 V

Thus, the Q point for β = βmin = 75 is:

IBO = 242 µA ICO = 18.1 mA VCEO = 7.7 V

For β = βmax = 150:

IB = VBB − Vγ

RB + (βmax + 1)RE

= 6.33 − 0.7

10, 000 + 151 × 200
= 127 µA

IC = βmaxIB = 19.1 mA

VCE = VCC − IC

(
RC + (βmax + 1)

βmax
RE

)

= 15 − 19.1 × 10−3

(
200 + 151

150
× 200

)
= 7.3 V

Thus, the Q point for β = βmax = 150 is:

IBO = 127 µA ICO = 19.1 mA VCEO = 7.3 V

The change in quiescent base current, relative to the nominal value of design C (for
β = 100) has actually increased to 62 percent; however, the changes in quiescent
collector current and collector-emitter voltage (relative to the same quantities for the
β = 100 design) have decreased, to approximately 5 percent. This is a substantial
improvement (nearly by a factor of 5!). You may wish to approximately locate the
new Q points on the load line of Figure 10.18.
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Comments: This example may have been repetitive, but it presents some very important
points about the importance of biasing and the effect of component variability in transistor
amplifier design.

Check Your Understanding
10.2 Find the operating point of the circuit of design B in Example 10.3 if (a) β = 90
and (b) β = 120.

10.3 Verify that the operating point in design 2 of Example 10.4 is more stable than
that of design 1.

10.4 Repeat all parts of Example 10.4 if β = βmin = 60, β = βmax = 200, and IC =
10 mA.

AC Analysis of the Common-Emitter Amplifier

To analyze the AC circuit of the common-emitter amplifier, we substitute the
hybrid-parameter small-signal model of Figure 10.3 in the AC circuit of Figure
10.10, obtaining the linear AC equivalent circuit of Figure 10.20. Note how the
emitter resistance is bypassed by the emitter capacitor at AC frequencies; this, in
turn, implies that the base-to-emitter (BE) junction appears in parallel with the
equivalent resistance RB = R1 ‖ R2. Similarly, the collector-to-emitter (CE)
junction is replaced by the parallel combination of the controlled current source,
hfe �IB , with the resistance 1/hoe. Once again, since the DC supply provides a
direct path to ground for the AC currents, the collector resistance appears in parallel
with the load. It is important to understand why we have defined input and output
voltages, vin and vout, rather than use the complete circuit containing the source,
vS , its internal resistance, RS , and the load resistance, RL. The AC circuit model
is most useful if an equivalent input resistance and the equivalent output resistance
and amplifier gain are defined as quantities independent of the signal source and
load properties. This approach permits the computation of the parameters ri , ro,
and µ shown in Figure 10.8, and therefore provides a circuit model that may be
called upon for any source-and-load configuration. The equivalent circuit shown
in Figure 10.20 allows viewing the transistor amplifier as a single equivalent circuit
either from the source or from the load end, as will presently be illustrated.

vin RB hie hfe ∆IB

∆IB

RC

ioutiin B C

E

1
hoe

_

+

_

+

vout

Figure 10.20 AC equivalent-circuit model for the
common-emitter amplifier
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First, compute the AC input current,

iin = vin

hie ‖ RB

(10.19)

and the AC base current,

�IB = vin

hie
(10.20)

noting, further, that the input resistance of the circuit consists of the parallel com-
bination of hie and RB :

ri = hie ‖ RB (10.21)

Next, observe that the AC base current is amplified by a factor of hfe and that
it flows through the parallel combination of the collector resistance, RC , and the
CE junction resistance, 1/hoe. The latter term is often, but not always, negligible
with respect to load and collector resistances, since the slope of the collector i-v
curves is very shallow. Thus, the AC short-circuit output current iout is given by
the expression

iout = −hfe �IB = −hfe vin

hie
= −gmvin (10.22)

and the AC open-circuit output voltage is given by the expression

vout = −hfe �IB RC‖ 1

hoe
= −hfe vin

hie
RC‖ 1

hoe

= −gmvinRC‖ 1

hoe

(10.23)

Note the negative sign, due to the direction of the controlled current source. This
sign reversal is a typical characteristic of the common-emitter amplifier. Knowing
the open-circuit output voltage and the short-circuit output current, we can find
the output resistance of the amplifier as the ratio of these two quantities:

ro = vout

iout
= RC‖ 1

hoe
(10.24)

Next, if we define the AC open-circuit voltage gain of the amplifier, µ, by the
expression

µ = vout

vin
(10.25)

we find that

µ = −hfe
RC‖ 1

hoe

hie
= −gmRC‖ 1

hoe
(10.26)

_

+

vin ri µvin

i in

iout
+
_ vout

_

+

ro

Figure 10.21 Simplified
equivalent circuit for the
common-emitter amplifier

At this point, it is possible to take advantage of the equivalent-circuit repre-
sentation of Figure 10.8, with the expressions for µ, ro, and ri just given. Figure
10.21 illustrates the equivalent circuit for the common-emitter amplifier. This cir-
cuit replaces the transistor amplifier and enables us to calculate the actual voltage
and current gain of the amplifier for any given load-and-source pair. Referring to
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the circuit of Figure 10.8 and to equations 10.12 and 10.13, we can compute these
gains to be

AV = vL

vS
= −µ RL

ro + RL

ri

RS + ri

= −hfe RC‖hoe
hie

RL

ro + RL

ri

RS + ri

= −gm RL

ro + RL

ri

RS + ri

(10.27)

and

AI = iout

iin
= vout/RL

vS/(ri + RS)
= ri + RS

RL

AV (10.28)

Example 10.5 provides numerical values for a typical small-signal common-emitter
amplifier.

EXAMPLE 10.5 Common-Emitter Amplifier Analysis

Problem

Compute the input and output resistances and the voltage, current and power gains of the
common-emitter amplifier of Figure 10.9.

Solution

Known Quantities: Amplifier supply voltages; base, collector, and emitter resistances;
source and load resistances; transistor parameters.

Find: ri ; ro; µ;

AV = vout

vS
AI = iout

iS
AP = Pout

PS

Schematics, Diagrams, Circuits, and Given Data: hie = 1,400 �; hfe = 100;
hoe = 125 µS. R1 = 20 k�; R2 = 5 k�; RC = 4 k�; RE = 1 k�; RL = 500 �;
RS = 50 �.

Assumptions: A suitable Q point has already been established. The coupling capacitors
have appropriately been selected to separate the AC circuit from the DC bias circuit.

Analysis: We replace the BJT in the circuit of Figure 10.9 with the BJT h-parameter
circuit model of Figure 10.20. The resulting AC equivalent circuit is shown in Figure
10.22, where RB = R1||R2 = 4 k�.

The input resistance is given by the parallel combination of hie and RB , as stated in
equation 10.21:

ri = hie||RB = 4,000||1,400 = 1.04 k�

To determine the output resistance, we short circuit the voltage source, vS , leading to
vin = 0 as well. Thus,

ro = RC || 1

hoe
= 4 × 8

4 + 8
= 2.67 k�
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+
_

vin

hie hfe ∆IB
1

hoe

RS

vS

B
∆ IB

C

E

RB

_

+

RC RL

ri

_

+

vout

ro

∼

Figure 10.22

The open-circuit voltage gain of the amplifier is found by using equation 10.26:

µ = −hfe RC

hie
= −100 × 4,000

1,400
= −286

V

V

With the above three parameters in place, we can build the equivalent AC circuit model of
the amplifier shown in Figure 10.23. Then we can use equations 10.27 and 10.28 to
compute the actual amplifier gains:

AV = vout

vS
= −µ RL

ro + RL

ri

RS + ri
= −286

0.5

2.67 + 0.5

1.04

0.05 + 1.04
= −43

V

V

AI = iout

iin
=

vout
RL

vS
RS+ri

= RS + ri

RL

AV = −94
A

A

AP = Pout

PS
= ioutvout

iinvS
= AIAV = 4,042

W

W

∼ +
_vS

RS

vin

_

+

RL
vout

_

+

ro

µvin
ri

µ

Figure 10.23

Comments: Although the open-loop voltage gain, µ, is very large, the actual gain of the
amplifier is significantly smaller. You may have already noted that it is the small value of
load resistance as compared to the AC output resistance of the amplifier that causes AV to
be smaller than µ. The current gain is actually quite large because of the relatively large
input resistance of the amplifier. A word of warning is appropriate with regard to the
power gain. While such a large power gain may seem a desirable feature, one always has
to contend with the allowable power dissipation of the transistor. For example, the data
sheets for the 2N3904 general purpose npn transistor show a maximum power dissipation
of 350 mW at room temperature for the TO-236 package, and of 600 mW for the TO-92
package. Thus, a power gain of 4,000 can be meaningful only if the input signal power is
very low (less than 150 µW), or else the transistor will exceed its thermal rating and will
be destroyed.

Focus on Computer-Aided Solutions: An Electronics WorkbenchTM simulation of the
circuit illustrated in this example has been included in the accompanying CD-ROM. You
may wish to compare run the simulation using the “ideal” transistor model, as well as the
models for the 2N3904 and 2N2222 transistors, to observe the difference in voltage gains.

Check Your Understanding
10.5 Compute the actual voltage gain, vout/vS , of the amplifier of Example 10.5 for the
following source-load pairs:

a. RS = 50 �, RL = 150 �
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b. RS = 50 �, RL = 1,500 �

c. RS = 500 �, RL = 150 �

What conclusions can you draw from these results?

10.6 Calculate the current gains for the amplifier parameters of Check Your Under-
standing 10.5.

10.7 Repeat Example 10.5 for hie = 2 k� and hf e = 60.

Other BJT Amplifier Circuits

The common-emitter amplifier is a commonly employed configuration but is by
no means the only type of BJT amplifier. Other amplifier configurations are also
used, depending on the specific application requirements. Each type of amplifier
is classified in terms of properties such as input and output resistance, and voltage
and current gain. Rather than duplicate the detailed analysis just conducted for
the common-emitter amplifier, we summarize the properties of the three more
common BJT amplifier circuits in Table 10.2, which depicts the amplifier circuits
and summarizes their properties. The methodology employed to derive these
results is completely analogous to that surveyed in the previous section. Examples
and analysis of these amplifiers may be found in the homework problems.

Table 10.2 BJT amplifier configurations

Amplifier

VCC

+

–

R2

RCR1

vout

+

vin

+

vin

RE

VCC –VCC +VCC

+

–
R2

R1

vout

RE

CE

CBRB

CC

RC

+

–

vin

+

–

vout

––

circuit

Properties Input impedance: medium Input impedance: high Input impedance: low
Output impedance: medium Output impedance: low Output impedance: high
Voltage gain: high Voltage gain: low Voltage gain: high
Current gain: high Current gain: medium Current gain: low
Phase shift: 180◦ Phase shift: 0◦ Phase shift: 0◦

10.3 FET SMALL-SIGNAL AMPLIFIERS

The discussion of FETs as amplifiers is analogous to that of BJT amplifiers. In
particular, the common-source amplifier circuit is equivalent in structure to the
common-emitter amplifier circuit studied earlier, and the common-drain ampli-
fier (source follower) is analogous to the common-collector amplifier (emitter
follower). In this section, we discuss the general features of FET amplifiers; to
simplify the discussion, we have selected the n-channel enhancement MOSFET
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to represent the FET family. Although some of the details differ depending on the
specific device, the discussion that follows applies in general to all FET amplifiers.
A summary of FET symbols was given in Figure 9.30 in Chapter 9; reviewing it
will help you recognize a specific device in a circuit diagram.

Figure 10.24 depicts typical common-drain and common-source amplifiers,
including coupling and bypass capacitors. One of the great features of FETs, and
especially MOSFETs, is the high input impedance that can be achieved because
the gate is effectively insulated from the substrate material. We shall illustrate
this property in analyzing the source-follower circuit. Before proceeding with
the analysis of FET amplifiers, though, we shall discuss how one can construct a
small-signal model analogous to the one that was obtained for the BJT.

+
_~

+
_~

VDD

R1

D

v(t)

RS

G S

C

C

R

R2

RL

(a) Common-drain amplifier

VDD

R1

D

v(t)

RS

G S

CR

R2

RL

(b) Common-source amplifier

CS

C

RD

Figure 10.24 Typical
common-drain and
common-source MOSFET
amplifiers

In the case of MOSFETs, we can make use of the analytic relation between
drain current and gate-source voltage,

iD = k(vGS − VT )
2 k = IDSS/V

2
T (10.29)

to establish theQpoint for the transistor, which is defined by the quiescent voltages,
VGSQ and VDSQ, and by the quiescent current, IDQ. The quadratic relationship
allows us to determine the drain current, IDQ, that will flow, given that vGS =
VGSQ; the parameters k and VT are a property of any given device. Thus,

IDQ = k(VGSQ − VT )
2 (10.30)

and it is now possible to determine the quiescent drain-to-source voltage from the
load-line equation for the drain circuit:

VDD = VDSQ + RDIDQ (10.31)

In a MOSFET, it is possible to approximate the small-signal behavior of the
device as a linear relationship by using the transconductance parameter gm, where
gm is the slope of the iD-vGS curve at the Q point, as shown in Figure 10.25.
Formally, we can write

gm = ∂iD

∂vGS

∣∣∣∣
IDQ,VGSQ

(10.32)

Since an analytical expression for the drain current is known (equation 10.26), we
can actually determine gm as given by

gm = ∂

∂vGS
[k(vGS − VT )

2] (10.33)

at the operating point (IDQ, VCSQ). Thus, evaluating the expression for the
transconductance parameter, we obtain the expression

gm = 2k (vGS − VT )|IDQ,VGSQ

= 2
√
kIDQ = 2

√
IDSSIDQ

VT

(10.34)

where gm is a function of the quiescent drain current, as expected, since the tangent
to the iD-vGS curve of Figure 10.25 has a slope that is dependent on the value of
IDQ. The next two examples illustrate the calculation and significance of the
transconductor parameter in MOSFETs.

0

iD

gmIDQ

VT VGSQ vGS

Figure 10.25 MOSFET
transconductance parameter
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EXAMPLE 10.6 MOSFET Transconductance Calculation

Problem

Compute the value of the transconductance parameter for a MOSFET.

Solution

Known Quantities: MOSFET quiescent voltage and current values; MOSFET
parameters.

Find: gm.

Schematics, Diagrams, Circuits, and Given Data: VDSQ = 3.5 V; VGSQ = 2.4 V;
VT = 1.0 V; k = 0.125 mA/V2.

Assumptions: Use the MOSFET model of equation 10.29.

Analysis: First, we compute the quiescent drain current:

IDQ = k
(
VGSQ − VT

)2 = 0.125 (2.4 − 1)2 = 0.245 mA

Next, we evaluate the transconductance parameter.

gm = 2
√
kIDQ = 2

√
0.125 × 0.245 × 10−3 = 0.35

mA

V

Comments: The transconductance parameter tells us that for every volt increase in
gate-source voltage, the drain current will increase by 0.35 mA. The MOSFET clearly
acts as a voltage-controlled current source.

EXAMPLE 10.7 Analysis of MOSFET Amplifier

Problem

Determine the gate and drain-source voltage and the drain current for the MOSFET
amplifier of Figure 10.26.

R1

vG

S

RS

VDD

vD

R2

G

D

RD

vS

Figure 10.26

Solution

Known Quantities: Drain, source, and gate resistors; drain supply voltage; MOSFET
parameters.

Find: vGS ; vDS ; iD .

Schematics, Diagrams, Circuits, and Given Data: R1 = R2 = 1 M�; RD = 6 k�;
RS = 6 k�; VDD = 10 V. VT = 1 V; k = 0.5 mA/V2.

Assumptions: The MOSFET is operating in the saturation region. All currents are
expressed in mA and all resistors in k�.

Analysis: The gate voltage is computed by applying the voltage divider rule between
resistors R1 and R2 (remember that no current flows into the transistor):

vG = R2

R1 + R2
VDD = 1

2
VDD = 5 V
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Assuming saturation region operation, we write:

vGS = vG − vS = vG − RSiD = 5 − 6iD

The drain current can be computed from equation 10.29:

iD = k (vGS − VT )
2 = 0.5 (5 − 6iD − 1)2

leading to

36i2
D − 50iD + 16 = 0

with solutions:

iD = 0.89 mA and iD = 0.5 mA

To determine which of the two solutions should be chosen, we compute the gate-source
voltage for each. For iD = 0.89 mA, vGS = 5 − 6iD = −0.34 V. For iD = 0.5 mA,
vGS = 5 − 6iD = 2 V. Since vGS must be greater than VT for the MOSFET to be in the
saturation region, we select the solution:

iD = 0.5 mA vGS = 2 V

The corresponding drain voltage is therefore found to be:

vD = vDD − RDiD = 10 − 6iD = 7 V

And therefore

vDS = vD − vS = 7 − 3 = 4 V

Comments: Now that we have computed the desired voltages and current, we can verify
that the condition for operation in the saturation region is indeed satisfied:
vDS > vGS − VT leads to 4 > 2 − 1; since the inequality is satisfied, the MOSFET is
indeed operating in the saturation region.

The transconductance parameter allows us to define a very simple model for
the MOSFET during small-signal operation: we replace the input circuit (gate) by
an open circuit, since no current can flow into the insulated gate, and model the
drain-to-source circuit by a controlled current source, gm �VGS . This small-signal
model is depicted in Figure 10.27.

D

+

–
∆VGS

gm ∆VGS = ∆ID

MOSFET small-signal model

S

G

MOSFET circuit symbol

D

S

G

Figure 10.27 MOSFET small-signal model

It is important to appreciate the fact that the transconductance, gm, is de-
pendent on the quiescent value of the drain current, and therefore any MOSFET
amplifier design is going to be very strongly dependent on the operating point.
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The MOSFET Common-Source Amplifier

It is useful at this stage to compare the performance of the common-source ampli-
fier of Figure 10.24(b) with that of the BJT common-emitter amplifier. The DC
equivalent circuit is shown in Figure 10.28; note the remarkable similarity with
the BJT common-emitter amplifier DC circuit.

The equations for the DC equivalent circuit are obtained most easily by
reducing the gate circuit to a Thévenin equivalent with VGG = R2/R1 + R2VDD
and RG = R1 ‖ R2. Then the gate circuit is described by the equation

VGG = VGSQ + IDQRS (10.35)

and the drain circuit by

VDD = VDSQ + IDQ(RD + RS) (10.36)

Note that, given VDD , any value for VGG may be achieved by appropriate selection
of R1 and R2. Example 10.8 illustrates the computation of the Q point for a
MOSFET amplifier.

R1 G

VGSQ

+

–

RD

R2

D

S

RSVDD

VDSQ

+

–
VDD

Figure 10.28 DC circuit for
the common-source amplifier

EXAMPLE 10.8 Analysis of MOSFET Common-Source
Amplifier

Problem

Design a common-source MOSFET amplifier (Figure 10.24(b)) to operate at a specified
Q point.

Solution

Known Quantities: Drain supply voltage; MOSFET threshold voltage and k; desired
gate-source and drain-source voltages.

Find: R1, R2, RD , RS .

Schematics, Diagrams, Circuits, and Given Data: VGSQ = 2.4 V; VDSQ = 4.5 V;
VDD = 10 V. VT = 1.4 V; k = 95 mA/V2.

Assumptions: All currents are expressed in mA and all resistors in k�.

Analysis: First, we compute the quiescent drain current for operation in the saturation
region; we know that the MOSFET is operating in the saturation region from the
equations of Table 9.1, since

vDS > vGS − VT and vGS > VT .

IDQ = k
(
VGSQ − VT

)2 = 95 × (2.4 − 1.4)2 = 95 mA

Applying KVL around the gate loop requires that:

VGG = VGSQ + IDQRS = 2.4 − 95RS

while the drain circuit imposes the condition:

VDD = VDSQ + IDQ (RD + RS) = 4.5 + 95 (RD + RS)

or

10 = 4.5 + 95 (RD + RS)

(RD + RS) = 0.058 k�
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Since the choice of drain and source resistors is arbitrary at this point, we select
RD = 11 � and RS = 47 �. Then we can solve for VGG in the first equation:

VGG = 6.865 V

To achieve the desired value of VGG we need to select resistors R1 and R2 such that

VGG = R2

R1 + R2
VDD = 6.865 V

To formulate a problem with a unique solution, we can also (arbitrarily) impose the
condition that R1||R2 = 100 k�. Then we can solve the two equations to obtain R1 =
319 k�, R2 = 146 k�. The nearest standard 5 percent resistor values will be: R1 =
333 k�, R2 = 150 k�, resulting in R1||R2 = 103.4 k�.

Comments: Since the role of the resistors R1 and R2 is simply to serve as a voltage
divider, you should not be overly concerned with the arbitrariness of the choice made in the
example. In general, one selects rather large values to reduce current flow and therefore
power consumption. On the other hand, the choice of the drain and source resistances may
be more delicate, as it affects the output resistance and gain of the amplifier.

Focus on Computer-Aided Solutions: The calculations carried out in the present
example may also be found in electronic form in a MathcadTM file in the accompanying
CD-ROM.

Substituting the small-signal model in the common-source amplifier circuit
of Figure 10.24(b), we obtain the small-signal AC equivalent circuit of Figure
10.29, where we have assumed the coupling and bypass capacitors to be short
circuits at the frequency of the input signal v(t). The circuit is analyzed as follows.
The load voltage, vL(t), is given by the expression

vL(t) = −�ID · (RD ‖ RL) (10.37)

where

�ID = gm�VGS (10.38)

Thus, we need to determine�VGS to write expressions for the voltage and current
gains of the amplifier. Since the gate circuit is equivalent to an open circuit, we

+
_~

gm ∆VGS

∆VGSR1  R2

D

v(t)

G

S

R
RD RL

+

–

∆ID

vL(t)

+

–

Figure 10.29 AC circuit for the common-source MOSFET
amplifier
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have:

�VGS(t) = (R1 ‖ R2)

R + (R1 ‖ R2)
v(t) (10.39)

and

�VGS(t) ≈ v(t) (10.40)

because we have purposely selected R1 and R2 to be quite large in the design of
the DC bias circuit and therefore R1 ‖ R2 
 R. Thus, we can express the load
(output) voltage in terms of the input voltage v(t) as

vL(t) = −gm · (RD ‖ RL) · v(t) (10.41)

This expression corresponds to a voltage gain of

AV = vL(t)

v(t)
= −gm(RD ‖ RL) (10.42)

Note that we have an upper bound on the voltage gain for this amplifier,AVmax , that
is independent of the value of the load resistance:

|AVmax | ≤ gmRD (10.43)

This upper bound is achieved, of course, only when the load is an open circuit.
This open-circuit voltage gain plays the same role in the analysis of the MOSFET
amplifier as the parameter µ we defined in equation 10.26 for BJT amplifiers:

µ = −gmRD (10.44)

If we compute the value of gm for the MOSFET amplifier of Example 10.8
(gm = 0.1033 A/V), we find that the open-loop voltage gain of this amplifier is
µ = −gmRD = −10.33. If we computed a typical value of transconductance,
a comparable BJT design could yield a voltage gain around −200. A further
disadvantage of the MOSFET amplifier is, of course, the much more nonlinear
drain characteristic. Why then use MOSFETs as amplifiers if a BJT can supply both
higher gain and improved linearity? The answer lies in the large input impedance
of FET amplifiers (theoretically infinite in MOSFETs).

In the MOSFET common-source amplifier, the current drawn by the input
is given by the expression

iin = v(t)

R + RG

≈ v(t)

RG

(10.45)

while the output current is given by

iL(t) = vL(t)

RL

= AV · v(t)
RL

(10.46)

Thus, the current gain is given by the following expression:

AI = iL

iin
= AV · RG

RL

= −gm RDRL

RD + RL

RG

RL

= −gm RDRG

RD + RL

(10.47)
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Note that we have purposely madeRG large (100 k�), to limit the current required
of the signal source, v(t). Thus, the current gain for a common-source amplifier
can be significant. For a 100-� load, we find that the effective voltage gain for the
common-source amplifier is

AV = −gmRD ‖ RL ≈ −5

and the corresponding current gain is

AI = −gm RDRG

RD + RL

= −5,000

for the design values quoted in Example 10.8. Thus, the net power gain of the
transistor, AP , is quite significant.

AP = AV · AI = 25,000

This brief discussion of the common-source amplifier has pointed to some
important features of MOSFETs. We first noted that the transconductance of a
MOSFET is highly variable. However, MOSFETs make up for this drawback by
their inherently high input impedance, which requires very little current of a signal
source and thus affords substantial current gains. Finally, the output resistance of
this amplifier can be made quite small by design. Example 10.9 provides an
illustration of the amplification characteristics of a power MOSFET.

EXAMPLE 10.9 Analysis of a Power MOSFET
Common-Source Amplifier

Problem

Design a common-source power MOSFET amplifier (Figure 10.24(b)) using a BS170
transistor to operate at a specified Q point. Compute the voltage and current gain of the
amplifier.

Solution

Known Quantities: Drain supply voltage; load resistance; MOSFET transconductance
and threshold voltage; desired drain currrent and drain-source voltage.

Find: R1, R2, RD , RS , AV , and AI .

Schematics, Diagrams, Circuits, and Given Data: VDD = 25 V; RL = 80 �; gm = 200
mA/V for VDS = 10 V and ID = 250 mA; VT = 0.8 V. The device data sheets for the
BS170 transistor may be found in the accompanying CD-ROM.

Assumptions: All currents are expressed in mA and all resistors in k�.

Analysis: Knowing the transconductance and threshold voltage of the MOSFET allows
us to compute the values of k and IDSS (see equations in Table 9.1 and in the following
paragraph):

k = 1

4

(
gm

mA
V

)2

IDQ mA
= 1

4

2002

250
= 40

mA

V2
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IDSS = k × V 2
T = 40

mA

V2
× (0.8)2 V2 = 25.6 mA

Next, we calculate VGSQ using the equation for operation in the saturation region in Table
9.1:

VGSQ =
√
V 2
T × IDQ

IDSS
+ VT = 3.3 V

Since the conditions for saturation region operation are satisfied (vDS > vGS − VT ;
vGS > VT ), we can use the above result to calculate the desired resistances. Applying
KVL around the gate loop requires that:

VGG = VGSQ + IDQRS = 3.3 + 250RS

while the drain circuit imposes the condition:

VDD = VDSQ + IDQ (RD + RS) = 10 + 250 (RD + RS)

or

25 = 10 + 250 (RD + RS)

(RD + RS) = 0.06 k�

We select RD = 22 � and RS = 39 � (note that these are both standard 5 percent resistor
values—they add up to 61 �, a small error). Then we can solve for VGG in the first
equation: VGG = 10 V.

To achieve the desired value of VGG we need to select resistors R1 and R2 such that

VGG = R2

R1 + R2
VDD = 13.05 V

To formulate a problem with a unique solution, we can also (arbitrarily) impose the
condition that RG = R1||R2 = 100 k�. Then we can solve the two equations to obtain:
R1 = 196 k�; R2 = 209 k�. The nearest standard 5 percent resistor values are 180 k�
and 220 k�, leading to an equivalent resistance RG = R1||R2 = 99 k�.

Now we can compute the amplifier voltage and current gains from equations 10.42
and 10.47:

AV = −gm (RD||RL) = −200 (0.022||0.08) ≈ −3.5
V

V

AI = −gm
(

RDRG

RD + RL

)
= −200

(
0.022 × 99

0.022 + 0.08

)
≈ −4300

A

A

Comments: Note that we assumed saturation region operation in calculating the
quiescent gate-source voltage. If the resulting calculation had yielded a value of VGSQ that
did not match the conditions for active region operation (see Table 9.1), we would have
had to recompute VGSQ using the ohmic region equations.

Focus on Computer-Aided Solutions: The calculations carried out in the present
example may also be found in electronic form in a MathcadTM file in the accompanying
CD-ROM.

The MOSFET Source Follower

FET source followers are commonly used as input stages to many common in-
struments, because of their very high input impedance. A commonly used source
follower is shown in Figure 10.30. The desirable feature of this amplifier config-
uration is that, as we shall soon verify, it provides a high input impedance and a

http://www.mhhe.com/engcs/electrical/rizzoni/examples.mhtml
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low output impedance. These features are both very useful and compensate for
the fact that the voltage gain of the device is at most unity.

+
_~

VDD

R1
D

v(t)

RS

G

S

C

C

R

R2

vout

Source follower

RG = R1  R2

+

–

VGG =
R2

R1 + R2
VDD

VGG

VGSQ

VDSQ
VDD

ID

RS

RG

+

–+ –

DC circuit

Figure 10.30 MOSFET
source follower and DC circuit

As usual, the Q point of the amplifier is found by writing KVL around the
drain circuit:

VDSQ = VDD − IDQRS (10.48)

and by assuming that no current flows into the gate. The voltage VGSQ, which
controls the gate-to-source bias, is then given by the expression

VGSQ = VGG − IDQRS (10.49)

so that the desired Q point may be established by selecting appropriate values of
R1,R2, andRS (Example 10.10 will illustrate a typical design). The AC equivalent
circuit is shown in Figure 10.31.

+
_~

G

∆VGS

RG

gm ∆VGS

vout

+

–

S

D
+

–

RS

vin

Figure 10.31 AC
equivalent circuit for the
MOSFET source follower

Since it is possible to select R1 and R2 arbitrarily, we see that the input
resistance,RG, of the source follower can be made quite large. Another observation
is that, for this type of amplifier, the voltage gain is always less than 1. This fact
may be verified by considering that

�VGS = vin(t)− gm�VGSRS (10.50)

which implies

�VGS

vin(t)
= 1

1 + gmRS

(10.51)

Since the AC output voltage is related to �VGS by

vout = gm�VGSRS (10.52)

it follows that
vout

�VGS
= gmRS (10.53)

Thus, the open-circuit voltage gain, µ, may be obtained as follows:

vout

vin
= vout

�VGS
= (gmRS)

(
1

1 + gmRS

)

= gmRS

gmRS + 1
< 1

(10.54)

We can see that the open-circuit voltage gain will always be less than 1. The output
resistance can be found by inspection from the circuit of Figure 10.31 to be equal
to RS .

In summary, the source-follower amplifier has an input resistance, ri =
RG = R1 ‖ R2, which can be made arbitrarily large; a voltage gain less than unity;
and an output resistance, ro = RS , which can be made small by appropriate design.

EXAMPLE 10.10 Analysis of MOSFET Source Follower

Problem

Find the small-signal voltage gain and the input resistance of the enhancement MOSFET
source follower amplifier of Figure 10.32.
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Solution

Known Quantities: Drain, source and gate resistors; drain supply voltage; MOSFET k

and threshold voltage parameters.
VDD

RD

R1

G
C

v(t)

vout

+

–

RL

D

S

C

+
_~

Figure 10.32

Find: VGSQ; VDSQ; IDQ. AV and ri .

Schematics, Diagrams, Circuits, and Given Data: RG = 10 M�; RD = 10 k�;
RL = 10 k�; VDD = 15 V; VT = 1.5 V; k = 0.125 mA/V2.

Assumptions: All currents are expressed in mA and all resistors in k�.

VDD

RD

RG
VSDQ

IDQ

VGSQ

+

+ –

–

IGQ

Figure 10.33 DC
equivalent circuit for Example
10.10

Analysis: To determine the Q point of the amplifier we use the DC equivalent circuit
shown in Figure 10.33. We immediately observe that, since the input resistance of the
transistor is infinite, the current IGQ must be zero. Thus, there is no voltage drop across
resistor RG. If there is no voltage drop across RG, then the gate and drain must be at the
same potential, and VGSQ = VDQ = VDSQ, since the source is grounded. The drain current
equation for the MOSFET in the active region is:

IDQ = k
(
VGSQ − VT

)2 = 0.125
(
VGSQ − 1.5

)2 = 0.125
(
VDSQ − 1.5

)2

The drain circuit imposes the condition:

VDD = VDSQ + RDIDQ

or

15 = VDSQ + 10IDQ

Solving the two above equations we obtain the quiescent operating point of the amplifier:
IDQ = 1.06 mA; VDSQ = 4.4 V. Note that for these quiescent values, the MOSFET is,
indeed, operating in the saturation region, since vDS > vGS − VT and vGS > VT . Next, we
compute the transconductance parameter from equation 10.34:

gm = 2k
(
VGSQ − VT

) = 2 × 0.125 × (4.4 − 1.5) = 0.725
mA

V

With the above parameter we can finally construct the AC equivalent circuit, shown in
Figure 10.34, and derive an expression for the output voltage:

vout = �VDS = −gm�VGS (RD||RL)

and since �VGS = vin, the AC small signal voltage gain of the amplifier is:

AV = vout

vin
= �VDS

�VGS
= −gm (RD||RL) = −0.725 × 5 = −3.625

V

V

To determine the input resistance of this amplifier, we determine the input current:

iin = vin − vout

RG

= vin

RG

(
1 − vout

vin

)
= vin

RG

(1 − AV )

Since the input resistance is defined as the ratio of input voltage to input current, we have:

Ri = vin

iin
= vin

vin

RG

(1 − AV )
= RG

(1 − AV )
= 106

4.625
= 2.16 M�

+
_~

G

RG

gm ∆VGS

vout

+

–

S

D

RD RL
vin

ri

iin

Figure 10.34

Comments: By selecting a very large value for RG (with no effect on the Q point) it is
possible to design MOSFET amplifiers that have remarkably high input impedance,
though their voltage gain is modest. This is a very useful feature in designing input stages
for multistage amplifiers, as we shall see in the next section.
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Check Your Understanding
10.8 Compute the quiescent drain current and the small-signal transconductance pa-
rameter for a MOSFET with VT = 1.4 V, k = 2 mA/V2, for the following values of VGS :
1.8 V, 2.0 V, 2.2 V, 2.4 V, 2.6 V, 2.8 V, 3.0 V.

10.9 Find the open-circuit AC voltage gain, µ, for the amplifier design of Example
10.8. What is the effective voltage gain of the amplifier if the load resistance is 1 k�?

10.10 Repeat Exercise 10.9 for the values of gm found in Exercise 10.8.

10.4 TRANSISTOR AMPLIFIERS

The design of a practical transistor amplifier is a more complex process than what
has been described in the preceding sections. A number of issues must be addressed
in order to produce a useful amplifier design; such a detailed discussion is beyond
the scope of this book, primarily because the intended audience of this text is not
likely to be involved in the design of advanced amplifier circuits. However, it is im-
portant to briefly mention two topics: frequency response limitations of transistor
amplifiers; and the need for multistage amplifiers consisting of several transistor
amplifier stages—that is, several individual amplifiers like the ones described in
the preceding sections. Other issues that will not be addressed in greater detail
in this book include: amplifier input and output impedance; impedance matching
between amplifier stages, and between source, amplifier and load; direct-coupled
and transformer-coupled amplifiers; differential amplifiers; and feedback. How-
ever, some of these issues will be indirectly addressed in Chapter 12, devoted
to operational amplifiers, where it will be shown that for many instrumentation
and signal-conditioning needs, a non–electrical engineer can be satisfied with the
use of integrated circuit amplifiers, consisting of multistage transistor amplifiers
completely assembled into an integrated circuit “chip.”

Frequency Response of Small-Signal Amplifiers

When the idea of a coupling capacitor was introduced earlier in this chapter, the
observation was made that the input and output coupling capacitors (see Figure
10.7, for example) acted very nearly like a short circuit at AC frequencies. In fact,
the presence of a series capacitor in the AC small-signal equivalent input circuit
has very much the effect of a high-pass filter. Consider the small-signal equivalent
circuit of Figure 10.35, which corresponds to a BJT common-emitter amplifier. In
this circuit, a single coupling capacitor has been placed at the input, for simplicity.
Let us compute the frequency response of the small-signal equivalent circuit of
Figure 10.34. If we assume thatRB 
 RS andRB 
 hie, then we can approximate
the base current by

�iB = vin

hie
(10.55)

and

vin = hie

hie + RS + 1

jωCB

vS (10.56)
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Figure 10.35 Small-signal equivalent circuit

so that the output voltage is given by

vout = −RC ‖ RLhf e�iB = RC ‖ RL

vin

hie
(10.57)

or

vout

vS
= RC ‖ RL

hf e

hie + RS + 1

jωCB

(10.58)

This expression for vout is clearly a function of frequency, approaching a constant
as ω tends to infinity. Note that, in effect, the cutoff frequency is determined at
the input circuit by the effective RC combination of equation 10.59:

ωB = 1

(RS + hie)CB
(10.59)

Clearly, if we wished to design an audio amplifier (that is, an amplifier that can
provide an undistorted frequency response over the range of frequencies audible
to the human ear), we would select a coupling capacitor such that the lower cutoff
frequency in the circuit of Figure 10.35 would be greater than 2π × 20 rad/s. A
similar effect can be attributed to the output coupling capacitor,CC , in Figure 10.7,
and to the emitter bypass capacitor, CE , resulting in the cutoff frequencies

ωC = 1

(RC + RL)CC
(10.60)

and

ωE = 1

roCE
(10.61)

where ro is the output impedance of the amplifier. The highest of the three frequen-
cies given in equations 10.59 through 10.61 is often ωE , and this is therefore the
lower cutoff frequency of the amplifier. Figure 10.36 illustrates the general effect
of a nonideal coupling capacitor on the frequency response of the common-emitter
amplifier.

0
0 ω1

ro CE

Vout
V S

( jω)

Figure 10.36 Approximate
low-end frequency response of a
common-emitter amplifier, assuming
finite coupling capacitors

The frequency response of a bipolar transistor amplifier is generally limited
at the high-frequency end by the so-called parasitic capacitance present between
pairs of terminals at the transistor (don’t forget that any two conductors separated
by a dielectric—air, for example—form a capacitor). Figure 10.37 depicts a high-
frequency small-signal model (called the hybrid-pi model) of the BJT, which
includes the effect of two capacitances, CBE andCCB . These two capacitances can
be safely ignored (by treating them as open circuits) at low and mid frequencies.
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Figure 10.37 High-frequency BJT model and equivalent circuit

It can be shown that at high frequency both capacitances contribute to a low-pass
response with cutoff frequency given by:

ωT = 1

RTCT
(10.62)

where RT = RS ‖ R1 ‖ R2 ‖ rπ and CT is an equivalent capacitance related to
CCB and CBE . The calculation of CT requires making use of Miller’s theorem,
which is well beyond the scope of this book. The effect of these capacitances on
the frequency response of the amplifier is depicted in Figure 10.38. Figure 10.39
summarizes the discussion by illustrating that a practical BJT common-emitter
amplifier stage will be characterized by a band-pass frequency response with low
cutoff frequency ωlow and high cutoff frequency ωhigh.

Vout
VS

ω1/RT CT

( jω)ω

Figure 10.38 Low-pass filter effect of
parasitic capacitance in a common-emitter amplifier

AV

0
0 ωlow ωhigh

Vout
VS

( jω)ω

ω ω ω

Figure 10.39 Frequency response of a common-emitter
amplifier

A completely analogous discussion could be made for FET amplifiers, where
the effect of the input and output coupling capacitors and of the source bypass
capacitor is to reduce the amplifier frequency response at the low end, creating a
high-pass effect. Similarly, a high-frequency small-signal model valid for all FETs
will include the effect of parasitic capacitances between gate, drain, and source
terminals. This model is shown in Figure 10.40.

G D

S

CGD

CGS CDS

Figure 10.40 High-frequency
FET model

Multistage Amplifiers

The design of a practical amplifier involves a variety of issues, as mentioned earlier
in this chapter. To resolve the various design trade-offs and to obtain acceptable
performance characteristics, it is usually necessary (except in the simplest applica-
tions) to design an amplifier in various stages. In general, three stages are needed
to address three important issues:
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1. Choosing an appropriate input impedance for the amplifier, so as not to load
the small-signal source. The input impedance should, in general, be large.

2. Providing suitable gain.

3. Matching the output impedance of the amplifier to the load. This usually
requires choosing a low output impedance.

Each of these tasks can be accomplished in a different manner and with more than
one amplifier stage, depending on the intended application. Although the task
of designing a multistage amplifier is very advanced, and beyond the scope of
this book, the minimum necessary tools to understand such a design process have
already been introduced. Each amplifier stage can, through the use of small-signal
models, be represented in the form of a two-port circuit and characterized by a gain
and an input and an output impedance; the overall response of the amplifier can
then be obtained by cascading the individual two-port blocks, as shown in Figure
10.41.

vS

RS

vin

Input stage Gain stage Output stage

µvin

+

–
+
_

ro

ri µvin
+
_

ro

ri~ voutµvin
+
_

ro

RL
–

+
ri µ µ µ

Figure 10.41 Block diagram of a multistage amplifier

A three-stage amplifier is shown in Figure 10.42. The input stage consists
of a MOSFET amplifier; the choice of a MOSFET for the input stage is quite

~
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R4RD RC

C3

rS
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Figure 10.42 Three-stage amplifier
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natural, because of the high input impedance of this device. Note that the first
stage is AC-coupled; thus, the amplifier will have a band-pass characteristic, as
discussed in the preceding section. The choice of a MOSFET as the input stage of
a linear amplifier is acceptable in spite of the nonlinearity of the MOSFET transfer
characteristic, because the role of the first stage is to amplify a very low-amplitude
signal, and therefore the MOSFET is required to amplify in only a relatively small
operating region. Thus, the linear transconductance approximation will be valid,
and relatively little distortion should be expected. The second stage consists of
a BJT common-emitter stage, which is also AC-coupled to the first stage and
provides most of the gain. The output stage is a BJT emitter follower, which
produces no additional gain but has a relatively low output impedance, needed to
match the load. Note that this last stage is DC-coupled to the preceding stage but
is AC-coupled to the load. The amplifier of Figure 10.42 will be further explored
in the homework problems.

10.5 TRANSISTOR GATES AND SWITCHES

In describing the properties of transistors in Chapter 9, it was suggested that, in
addition to serving as amplifiers, three-terminal devices can be used as electronic
switches in which one terminal controls the flow of current between the other two.
It had also been hinted in Chapter 8 that diodes can act as on-off devices as well.
In this section, we discuss the operation of diodes and transistors as electronic
switches, illustrating the use of these electronic devices as the switching circuits
that are at the heart of analog and digital gates. Transistor switching circuits
form the basis of digital logic circuits, which will be discussed in more detail in
the next chapter. The objective of this section is to discuss the internal operation
of these circuits and to provide the reader interested in the internal workings of
digital circuits with an adequate understanding of the basic principles.

An electronic gate is a device that, on the basis of one or more input sig-
nals, produces one of two or more prescribed outputs; as will be seen shortly, one
can construct both digital and analog gates. A word of explanation is required,
first, regarding the meaning of the words analog and digital. An analog voltage
or current—or, more generally, an analog signal—is one that varies in a continu-
ous fashion over time, in analogy (hence the expression analog) with a physical
quantity. An example of an analog signal is a sensor voltage corresponding to
ambient temperature on any given day, which may fluctuate between, say, 30◦ and
50◦F. A digital signal, on the other hand, is a signal that can take only a finite
number of values; in particular, a commonly encountered class of digital signals
consists of binary signals, which can take only one of two values (for example,
1 and 0). A typical example of a binary signal would be the control signal for
the furnace in a home heating system controlled by a conventional thermostat,
where one can think of this signal as being “on” (or 1) if the temperature of the
house has dropped below the thermostat setting (desired value), or “off” (or 0) if
the house temperature is greater than or equal to the set temperature (say, 68◦F).
Figure 10.43 illustrates the appearance of the analog and digital signals in this
furnace example.
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Figure 10.43 Illustration of
analog and digital signals

The discussion of digital signals will be continued and expanded in Chapters
13, 14, and 15. Digital circuits are an especially important topic, because a large
part of today’s industrial and consumer electronics is realized in digital form.
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Analog Gates

A common form of analog gate employs an FET and takes advantage of the
fact that current can flow in either direction in an FET biased in the ohmic re-
gion. Recall that the drain characteristic of the MOSFET discussed in Chapter
9 consists of three regions: ohmic, active, and breakdown. A MOSFET am-
plifier is operated in the active region, where the drain current is nearly con-
stant for any given value of vGS . On the other hand, a MOSFET biased in the
ohmic state acts very much as a linear resistor. For example, for an n-channel
enhancement MOSFET, the conditions for the transistor to be in the ohmic region
are:

vGS > VT and |vDS | ≤ 1

4
(vGS − VT ) (10.63)

As long as the FET is biased within these conditions, it acts simply as a linear
resistor, and it can conduct current in either direction (provided that vDS does not
exceed the limits stated in equation 10.63). In particular, the resistance of the
channel in the ohmic region is found to be

RDS = V 2
T

2IDSS(vGS − VT )
(10.64)

so that the drain current is equal to

iD ≈ vDS

rDS
for |vDS | ≤ 1

4
(vGS − VT ) and vGS > VT (10.65)

The most important feature of the MOSFET operating in the ohmic region, then,
is that it acts as a voltage-controlled resistor, with the gate-source voltage, vGS ,
controlling the channel resistance, RDS . The use of the MOSFET as a switch
in the ohmic region, then, consists of providing a gate-source voltage that can
either hold the MOSFET in the cutoff region (vGS ≤ VT ) or bring it into the
ohmic region. In this fashion, vGS acts as a control voltage for the transis-
tor.

Consider the circuit shown in Figure 10.44, where we presume that vC
can be varied externally and that vin is some analog signal source that we may
wish to connect to the load RL at some appropriate time. The operation of the
switch is as follows. When vC ≤ VT , the FET is in the cutoff region and acts
as an open circuit. When vC > VT (with a value of vGS such that the MOS-
FET is in the ohmic region), the transistor acts as a linear resistance, RDS . If
RDS � RL, then vout ≈ vin. By using a pair of MOSFETs, it is possible
to improve the dynamic range of signals one can transmit through this analog
gate.

vC

vin

RL vout

+

–

vin vout

vC

vC ≤ VT switch “off ”
vC > VT switch “on”

Functional model

MOSFET analog switch

+

–
vGS

Figure 10.44 MOSFET
analog switch

MOSFET analog switches are usually produced in integrated circuit (IC)
form and denoted by the symbol shown in Figure 10.45. A CMOS gate is described
in Chapter 9 in a “Focus on Measurements” section. �

�

�
�

vin vout

vC

vC = V ⇒  on state
vC = –V ⇒  off state

�
��
�

Figure 10.45 Symbol for
bilateral FET analog gate

Digital Gates

In this section, we explore the operation of diodes, BJTs, and FETs as digital
gates. Digital circuits are simpler to analyze than analog circuits, because one is
only interested in determining whether a given device is conducting or not.
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Diode Gates

You will recall that a diode conducts current when it is forward-biased and other-
wise acts very much as an open circuit. Thus, the diode can serve as a switch if
properly employed. The circuit of Figure 10.46 is called an OR gate; it operates
as follows. Let voltage levels greater than, say, 2 V correspond to a “logic 1” and
voltages less than 2 V represent a “logic 0.” Suppose, then, that the input voltages
vA and vB can be equal to either 0 V or 5 V. If vA = 5 V, diode DA will conduct;
if vA = 0 V, DA will act as an open circuit. The same argument holds for DB .
It should be apparent, then, that the voltage across the resistor R will be 0 V, or
logic 0, if both vA and vB are 0. If either vA or vB is equal to 5 V, though, the
corresponding diode will conduct, and—assuming an offset model for the diode
with Vγ = 0.6 V—we find that vout = 4.4 V, or logic 1. Similar analysis yields an
equivalent result if both vA and vB are equal to 5 V.

This type of gate is called an OR gate, because vout is equal to logic 1 (or
“high”) if either vA or vB is on, while it is logic 0 (or “low”) if neither vA nor vB
is on. Other functions can also be implemented; however, the discussion of diode
gates will be limited to this simple introduction, because diode gate circuits, such
as the one of Figure 10.46, are rarely if ever employed in practice. Most modern
digital circuits employ transistors to implement switching and gate functions.

DA
vA

DB
vout

R

vB

vA = vB = 0 V

vA = 5 V
vB = 0 V

DB
vout

R

vout = 5 – 0.6 = 4.4 V

0.6 V

5 V

+ –

OR gate 

OR gate operation 

diodes are off
and vout = 0

DA is on, DB is off

Equivalent circuit

+

–

Figure 10.46 Diode OR
gate

BJT Gates

In discussing large-signal models for the BJT, we observed that the i-v character-
istic of this family of devices includes a cutoff region, where virtually no current
flows through the transistor. On the other hand, when a sufficient amount of current
is injected into the base of the transistor, a bipolar transistor will reach saturation,
and a substantial amount of collector current will flow. This behavior is quite
well suited to the design of electronic gates and switches and can be visualized
by superimposing a load line on the collector characteristic, as shown in Figure
10.47.
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Figure 10.47 BJT
switching characteristic

The operation of the simple BJT switch is illustrated in Figure 10.47, by
means of load-line analysis. Writing the load-line equation at the collector circuit,
we have

vCE = VCC − iCRC (10.66)

and

vout = vCE (10.67)

Thus, when the input voltage, vin, is low (say, 0 V, for example) the transistor is in
the cutoff region and little or no current flows, and

vout = vCE = VCC (10.68)

so that the output is “logic high.”
When vin is large enough to drive the transistor into the saturation region, a

substantial amount of collector current will flow and the collector-emitter voltage
will be reduced to the small saturation value, VCE sat, which is typically a fraction
of a volt. This corresponds to the point labeled B on the load line. For the
input voltage vin to drive the BJT of Figure 10.47 into saturation, a base current
of approximately 50 µA will be required. Suppose, then, that the voltage vin
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could take the values 0 V or 5 V. Then, if vin = 0 V, vout will be nearly equal
to VCC , or, again, 5 V. If, on the other hand, vin = 5 V and RB is, say, equal
to 89 k� (so that the base current required for saturation flows into the base:
iB = (vin −Vγ )/RB = (5−.06)/89,000 ≈ 50µA), we have the BJT in saturation,
and vout = VCE sat ≈ 0.2 V.

Thus, you see that whenever vin corresponds to a logic high (or logic 1), vout

takes a value close to 0 V, or logic low (or 0); conversely, vin = “0” (logic “low”)
leads to vout = “1.” The values of 5 V and 0 V for the two logic levels 1 and 0
are quite common in practice and are the standard values used in a family of logic
circuits denoted by the acronym TTL, which stands for transistor-transistor
logic.2 One of the more common TTL blocks is the inverter shown in Figure
10.47, so called because it “inverts” the input by providing a low output for a high
input, and vice versa. This type of inverting, or “negative,” logic behavior is quite
typical of BJT gates (and of transistor gates in general).

In the following paragraphs, we introduce some elementary BJT logic gates,
similar to the diode gates described previously; the theory and application of digital
logic circuits is discussed in Chapter 13. Example 10.11 illustrates the operation
of a NAND gate, that is, a logic gate that acts as an inverted AND gate (thus the
prefix N in NAND, which stands for NOT).

EXAMPLE 10.11 TTL NAND Gate

Problem

Complete the table below to determine the logic gate operation of the TTL NAND gate of
Figure 10.48.

vout

R1

VCC

R2 R3

R4

v1

v2

Q1 Q2

Q3

Figure 10.48 TTL NAND
gate

v1 v2 State of Q1 State of Q2 vout

0 V 0 V

0 V 5 V

5 V 0 V

5 V 5 V

Solution

Known Quantities: Resistor values; VBE on and VCE sat for each transistor.

Find: vout for each of the four combinations of v1 and v2.

Schematics, Diagrams, Circuits, and Given Data: R1 = 5.7 k�; R2 = 2.2 k�;
R3 = 2.2 k�; R4 = 1.8 k�; VCC = 5 V; VBE on = Vγ = 0.7 V; VCE sat = 0.2 V.

Assumptions: Treat the BE and BC junctions of Q1 as offset diodes. Assume that the
transistors are in saturation when conducting.

2TTL logic values are actually quite flexible, with vHIGH as low as 2.4 V and vLOW as high as 0.4 V.



476 Chapter 10 Transistor Amplifiers and Switches

Analysis: The inputs to the TTL gate, v1 and v2, are applied to the emitter of transistor
Q1. The transistor is designed so as to have two emitter circuits in parallel. Q1 is modeled
by the offset diode model, as shown in Figure 10.49. We shall now consider each of the
four cases.v1

v2

v1

v2

D3D2

D1

Figure 10.49

1. v1 = v2 = 0 V. With the emitters of Q1 connected to ground and the base of Q1 at 5
V, the BE junction will clearly be forward biased and Q1 is on. This result means
that the base current of Q2 (equal to the collector current of Q1) is negative, and
therefore Q2 must be off. If Q2 is off, its emitter current must be zero, and therefore
no base current can flow into Q3, which is in turn also off. With Q3 off, no current
flows through R3, and therefore vout = 5 − vR3 = 5 V.

2. v1 = 5 V; v2 = 0 V. Now, with reference to Figure 10.49, we see that diode D1 is still
forward-biased, but D2 is now reverse-biased because of the 5-V potential at v2.
Since one of the two emitter branches is capable of conducting, base current will
flow and Q1 will be on. The remainder of the analysis is the same as in case (1), and
Q2 and Q3 will both be off, leading to vout = 5 V.

3. v1 = 0 V; v2 = 5 V. By symmetry with case (2), we conclude that, again, one emitter
branch is conducting, and therefore Q1 will be on, Q2 and Q3 will both be off, and
vout = 5 V.

4. v1 = 5 V; v2 = 5 V. When both v1 and v2 are at 5 V, diodes D1 and D2 are both
strongly reverse-biased, and therefore no emitter current can flow. Thus, Q1 must be
off. Note, however, that while D1 and D2 are reverse-biased, D3 is forward-biased,
and therefore a current will flow into the base of Q2; thus, Q2 is on and since the
emitter of Q2 is connected to the base of Q3, Q3 will also see a positive base current
and will be on. To determine the output voltage, we assume that Q3 is operating in
saturation. Then, applying KVL to the collector circuit we have:

VCC = IC3R3 + VCE3

or

IC3 = VCC − VCE3

RC

= VCC − VCE sat

RC

= 5 − 0.2

2,200
= 2.2 mA

and

vout = VCC − ICR3 = 5 − 2.2 × 10−3 × 2.2 × 10−3 = 5 − 4.84 = 0.16 V

These results are summarized in the table below. The output values are consistent
with TTL logic; the output voltage for case (4) is sufficiently close to zero to be
considered zero for logic purposes.

v1 v2 State of Q2 State of Q3 vout

0 V 0 V Off Off 5 V

0 V 5 V Off Off 5 V

5 V 0 V Off Off 5 V

5 V 5 V On On 0.16 V

Comments: While exact analysis of TTL logic gate circuits could be tedious and
involved, the method demonstrated in this example—to determine whether transistors are
on or off—leads to very simple analysis. Since in logic devices one is interested primarily
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in logic levels and not in exact values, this approximate analysis method is very
appropriate.

Focus on Computer-Aided Solutions: An Electronics WorkbenchTM simulation of the
TTL NAND gate may be found in the accompanying CD-ROM. You may wish to validate
the saturation assumption for transistors Q2 and Q3 by “measuring” VCE2 and VCE3 in the
simulation.

The analysis method employed in Example 10.11 can be used to analyze
any TTL gate. With a little practice, the calculations of this example will become
familiar. The Check Your Understanding exercises and homework problems will
reinforce the concepts developed in this section.

MOSFET Logic Gates

Having discussed the BJT as a switching element, we might suspect that FETs
may similarly serve as logic gates. In fact, in some respects, FETs are better suited
to be employed as logic gates than BJTs. The n-channel enhancement MOSFET,
discussed in Chapter 9, serves as an excellent illustration: because of its physical
construction, it is normally off (that is, it is off until a sufficient gate voltage is
provided), and therefore it does not require much current from the input signal
source. Further, MOS devices offer the additional advantage of easy fabrication
into integrated circuit form, making production economical in large volume. On
the other hand, MOS devices cannot provide as much current as BJTs, and their
switching speeds are not quite as fast—although these last statements may not hold
true for long, because great improvements are taking place in MOS technology.
Overall, it is certainly true that in recent years it has become increasingly common
to design logic circuits based on MOS technology. In particular, a successful fam-
ily of logic gates called CMOS (for complementary metal-oxide-semiconductor)
takes advantage of both p- and n-channel enhancement-mode MOSFETs to ex-
ploit the best features of both types of transistors. CMOS logic gates (and many
other types of digital circuits constructed by using the same technology) consume
very little supply power, and have become the mainstay in pocket calculators,
wristwatches, portable computers, and many other consumer electronics products.
Without delving into the details of CMOS technology (a brief introduction is pro-
vided in Chapter 9), we shall briefly illustrate the properties of MOSFET logic
gates and of CMOS gates in the remainder of this section.

Figure 10.50 depicts a MOSFET switch with its drain i-v characteristic.
Note the general similarity with the switching characteristic of the BJT shown in
the previous section. When the input voltage, vin, is zero, the MOSFET conducts
virtually no current, and the output voltage, vout, is equal to VDD . When vin is
equal to 5 V, the MOSFET Q point moves from point A to point B along the load
line, with vDS = 0.5 V. Thus, the circuit acts as an inverter. Much as in the case
of the BJT, the inverter forms the basis of all MOS logic gates.

vin

vout

VDD

MOSFET inverter

Switching characteristic

0 1 2 3 4 5 

VDD = 5 V

VDD

RD
4 VB

–
3 V

2 V

1 V

VGS = 5 ViD

vDS
 (V)

1
RD

A

RD

Figure 10.50 MOSFET
switching characteristic

An elementary CMOS inverter is shown in Figure 10.51. Note first the
simplicity of this configuration, which simply employs two enhancement-mode
MOSFETs: p-channel at the top, denoted by the symbolQp, and n-channel at the
bottom, denoted by Qn. Recall from Chapter 9 that when vin is low, transistor Qn
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voutvin

VDD

Simplified CMOS Inverter model

vin = Low

vout

vin = High

vout

VDD

VDD
Qp

Qn

Qn

Qp

vGS

–

–

vGS

Qp

Qn

+

+

CMOS Inverter

Figure 10.51 CMOS Inverter and circuit model

is off. However, transistor Qp sees a gate-to-source voltage vGS = vin − VDD =
−VDD; in ap-channel device, this condition is the counterpart of having vGS = VDD
for an n-channel MOSFET. Thus, when Qn is off, Qp is on and acts very much
as a small resistance. In summary, when vin is low, the output is vout ≈ VDD .
When vin is high, the situation is reversed: Qn is now on and acts nearly as a
short circuit, while Qp is open (since vGS = 0 for Qp). Thus, vout ≈ 0. The
complementary MOS operation is depicted in Figure 10.51 in simplified form by
showing each transistor as either a short or an open circuit, depending on its state.
This simplified analysis is sufficient for the purpose of a qualitative analysis. The
following examples illustrate methods for analyzing MOS switches and gates.

EXAMPLE 10.12 MOSFET Switch

Problem

Determine the operating points of the MOSFET switch of Figure 10.52 when the signal
source outputs zero volts and 2.5 volts, respectively.

+
_

RD

vsignal (t)

vDD

Figure 10.52

Solution

Known Quantities: Drain resistor; VDD; signal source output voltage as a function of
time.

Find: Q point for each value of the signal source output voltage.

Schematics, Diagrams, Circuits, and Given Data: RD = 125 �; VDD = 10 V;
vsignal(t) = 0 V for t < 0; vsignal(t) = 2.5 V for t = 0.

Assumptions: Use the drain characteristic curves for the MOSFET (Figure 10.53).

Analysis: We first draw the load line using the drain circuit equation:

VDD = RDID + VDS 10 = 125ID + VDS

recognizing a VDS axis intercept at 10 V and an ID axis intercept at 10/125 = 80 mA.
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2.4 V

2.2 V

2.0 V

1.8 V
1.6 V

vGS = 2.6 V

iD mA
80

60

0
0

2 4 6 8 10
VDD

vDS (V)2.5

Figure 10.53 Drain curves for MOSFET of Figure 10.52

1. t < 0 s. When the signal source output is zero, the gate voltage is zero and the
MOSFET is in the cutoff region. The Q point is:

VGSQ = 0 V IDQ = 0 mA VDSQ = 10 V

2. t ≥ 0 s. When the signal source output is 2.5 V, the gate voltage is 2.5 V and the
MOSFET is in the saturation region. The Q point is:

VGSQ = 0 V IDQ = 60 mA VDSQ = 2.5 V

This result satisfies the drain equation, since RDID = 0.06 × 125 = 7.5 V.

Comments: The simple MOSFET configuration shown can quite effectively serve as a
switch, conducting 60 mA when the gate voltage is switched to 2.5 V.

EXAMPLE 10.13 CMOS Gate

Problem

Determine the logic function implemented by the CMOS gate of Figure 10.54. Use the
table below to summarize the behavior of the circuit.

v1 v2 State of M1 State of M2 State of M3 State of M4 vout

0 V 0 V

0 V 5 V

5 V 0 V

5 V 5 V

Solution

Find: vout for each of the four combinations of v1 and v2.
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VDD

v1

v2

M1

M2

vout

M4M3

The transistors in this cir-
cuit show the substrate for
each transistor connected to
its respective gate. In a true
CMOS IC, the substrates for 
the p-channel transistors are 
connected to 5 V and the
substrates of the n-channel
transistors are connected to
ground.

Figure 10.54

Schematics, Diagrams, Circuits, and Given Data: VT = 1.7 V; VDD = 5 V.

Assumptions: Treat the MOSFETs as open circuits when off and as linear resistors
when on.

Analysis:

1. v1 = v2 = 0 V. With both input voltages equal to zero, neither M3 nor M4 can
conduct, since the gate voltage is less than the threshold voltage for both transistors.
M1 and M2 will similarly be off, and no current will flow through the drain-source
circuits of M1 and M2. Thus, vout = VDD = 5 V. This condition is depicted in Figure
10.55.

vout

v1

VDD

vout

M4M3

M1

M2

5 V

M1

v2
M2

v1

M3
v2

M4

With both v1 and v2  at zero volts, 
M3 and M4 will be turned off (in 
cutoff), since vGS  is less than VT 
(0 V < 1.7 V). M1 and M2 will be 
turned on, since the gate-to-source 
voltages will be greater than VT .

Figure 10.55

2. v1 = 5 V; v2 = 0 V. Now M2 and M4 are off because of the zero gate voltage, while
M1 and M3 are on. Figure 10.56 depicts this condition.

3. v1 = 0 V; v2 = 5 V. By symmetry with case (2), we conclude that, again, one emitter
branch is conducting, and therefore Q1 will be on, Q2 and Q3 will both be off, and
vout = 5 V. See Figure 10.57.

4. v1 = 5 V; v2 = 5 V. When both v1 and v2 are at 5 V, diodes D1 and D2 are both
strongly reverse-biased, and therefore no emitter current can flow. Thus, Q1 must be
off. Note, however, that while D1 and D2 are reverse-biased, D3 is forward-biased,
and therefore a current will flow into the base of Q2; thus, Q2 is on, and, since the
emitter of Q2 is connected to the base of Q3, Q3 will also see a positive base current

vout

M4M3

M1

M2

5 V

Figure 10.56

vout

M4M3

M1

M2

5 V

Figure 10.57

vout

M4

M1

M2

5 V

M3

Figure 10.58
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and will be on. See Figure 10.58. To determine the output voltage, we assume that
Q3 is operating in saturation. Then, applying KVL to the collector circuit we have:

VCC = IC3R3 + VCE3

or

IC3 = VCC − VCE3

RC

= VCC − VCE sat

RC

= 5 − 0.2

2,200
= 2.2 mA

and

vout = VCC − ICR3 = 5 − 2.2 × 10−3 × 2.2 × 10−3 = 5 − 4.84 = 0.16 V

These results are summarized in the table below. The output values are consistent with
TTL logic; the output voltage for case (4) is sufficiently close to zero to be considered
zero for logic purposes.

v1 v2 State of Q2 State of Q3 vout

0 V 0 V Off Off 5 V

0 V 5 V Off Off 5 V

5 V 0 V Off Off 5 V

5 V 5 V On On 0.16 V

Comments: While exact analysis of TTL logic gate circuits could be tedious and
involved, the method demonstrated in this example—to determine whether transistors are
on or off—leads to very simple analysis. Since in logic devices one is interested primarily
in logic levels and not in exact values, this approximate analysis method is very
appropriate.

Focus on Computer-Aided Solutions: An Electronics WorkbenchTM simulation of the
TTL NAND gate may be found in the accompanying CD-ROM. You may wish to validate
the saturation assumption for transistors Q2 and Q3 by “measuring” VCE2 and VCE3 in the
simulation.

Check Your Understanding
10.11 Show that both v1 and v2 must be high for the AND gate circuit shown in Figure
10.59 to give a logic high output.

10.12 Show that the circuit in Figure 10.60 acts as an AND gate, and construct a truth
table as in Example 10.11.

10.13 What value of RD would ensure a drain-to-source voltage, vDS , of 5 V in the
circuit of Example 10.12?

10.14 Analyze the CMOS gate of Figure 10.61 and find the output voltages for the
following conditions: (a) v1 = 0, v2 = 0; (b) v1 = 5 V, v2 = 0; (c) v1 = 0, v2 = 5 V; (d)
v1 = 5 V, v2 = 5 V. Identify the logic function accomplished by the circuit.
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D2

v2

RL

+

–

D1

vout

v1

5 V

Figure 10.59 Diode
AND gate

vout

5.7 kΩ

5 V

2 kΩ 2.4 kΩ

1.8 kΩ

v1

v2

2.7 kΩ

(AND gate)

Figure 10.60 TTL AND gate

VDD

v1

v2

vout

VT = 1.5 V

Figure 10.61 CMOS
NAND gate

CONCLUSION

• Small-signal models of transistors permit linear circuit analysis of amplifier
circuits, using the well-established techniques of Chapters 3 and 4.

• Small-signal, or h-parameter, BJT models take into account the base and collector
i-v characteristics in terms of linearized resistance parameters and controlled
sources. These models can be used to analyze the operation of the BJT as a linear
amplifier. Various amplifier configurations exist, each of which can be
characterized by an equivalent input and output resistance and by an open-circuit
voltage gain.

• Field-effect transistors can also be modeled by means of small-signal parameters
and controlled sources. Small-signal FET amplifiers can be designed on the basis
of linear circuit models in a manner similar to BJT amplifiers.

• BJTs are characterized by a more linear transfer characteristic than FETs and
provide, in general, greater current output. However, the input impedance of
FETs is significantly larger. In general, the favorable features of each family of
transistors can be exploited when multistage amplifiers are designed.

• All transistor amplifiers are limited in their frequency response by the presence of
coupling capacitors and by internal transistor parasitic capacitances.

• Transistors form the basis of many switching circuits. Transistor switching
circuits can employ either BJT or FET circuits, giving rise to two very large
families of digital logic circuits: TTL and CMOS. Each family is characterized by
certain advantages; in particular, TTL circuits are faster and can provide greater
load currents, while CMOS circuits are characterized by extremely low power
consumption and are more easily fabricated. Transistor switching circuits can be
analyzed more easily than linear amplifier circuits, since one is usually concerned
only with whether the device is on or off.

CHECK YOUR UNDERSTANDING ANSWERS

CYU 10.1 µ = 2.24

CYU 10.2 (a) IBQ = 199.6 µA, ICQ = 17.96 mA, VCEQ = 7.77 V

(b) IBQ = 164.6 µA, ICQ = 19.75 mA, VCEQ = 7.065 V
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CYU 10.3 Design A: �VCEQ = 1.73 V, �ICQ = 4.25 mA
Design B: �VCER = 0.37 V, �ICQ = 0.99 mA

CYU 10.4 For β = βmin: IBQ = 254 µA, ICQ = 15.2 mA, VCEQ = 8.87 V
For β = βmax: IBQ = 112 µ A, ICQ = 22 mA, VCEQ = 6.01 V
For IC = 10 mA: RB = 1.2 k�, R1 = 6.14 k�, R2 = 1.49 k�

CYU 10.5 (a) −14.5; (b) −98; (c) −10.25. The amplifier behaves more closely to the ideal model if the source
resistance is small and the load resistance is large.

CYU 10.6 (a) −105; (b) −71; (c) −105

CYU 10.7 AV = −51.39; AI = −34.17

CYU 10.8 IDQ = 0.32, 0.72, 1.28, 2, 2.88, 3.92, 5.12 mA; gm = 1.6, 2.4, 3.2, 4, 4.8, 5.6, 6.4 mA/V

CYU 10.9 µ = −10.3; AV = −9.36

CYU 10.10 µ = −0.16, −0.24, −0.32, −0.4, −0.48, −0.56, −0.64. AV = −0.146, −0.218, −0.291, −0.364, −0.436,
−0.509, −0.582

CYU 10.13 62.5 �

CYU 10.14
v1 v2 vout

0 V 0 V 5 V

5 V 0 V 5 V

0 V 5 V 5 V

5 V 5 V 0 V

NAND gate

HOMEWORK PROBLEMS

Section 1: Bipolar Transistor Amplifiers

10.1 The circuit shown in Figure P10.1 is a simplified
common-base circuit.

a. Determine the operating point of the transistor
circuit.

b. Draw the h-parameter model for this circuit.

+
_

RE RC

RE = 200 Ω
RC = 400 Ω

vS (t)

– 5 V
_

+

+ _
vout (t)

15 V
_

+

β = 150

∼

β

Figure P10.1

10.2 Consider a common-emitter amplifier circuit with
the following parameter values (see Figure 10.7):
VCC = 10 V, R1 = 3000 �, R2 = 3000 �, RS = 50 �,
RC = RE = 100 �, RL = 150 �, β = 100.
a. Find the operating point of the transistor.
b. Draw the AC equivalent circuit of the amplifier.

c. If hoe = 10−5 S and hf e = β, determine the voltage
gain as defined by vout/vin.

d. Find the input resistance, ri .
e. Find the output resistance, ro.

10.3 The transistor shown in the amplifier circuit in
Figure P10.3 has hie = 1.3 k�, hf e = 90, and
hoe = 120 µS. Find the voltage gain.

∼+_

47 kΩ

3.3 kΩ

Q

vS

VCC

Figure P10.3

10.4 The circuit shown in Figure P10.4 is a variation of
the common-base amplifier.
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a. Find the Q point of the transistor.
b. Draw the AC equivalent circuit, using h parameters.
c. Find the voltage gain vL/vin.
d. Find the input resistance, ri .
e. Find the output resistance, ro.

∼

Rin

RE
iE iC iL

RL

iB RB2

VCCRB1CB

vin

_

+

+ _VL

RE = 50 Ω
RL = 100 Ω
     = 75 = hfe

VCC = 10 V
RB1 = 513 Ω
RB2 = 2730 Ω

Source

Amplifier

β

Figure P10.4

10.5 For the circuit shown in Figure P10.5, vS is a small
sine wave signal with average value of 3 V. If β = 100
and RB = 60 k�,
a. Find the value of RE so that IE is 1 mA.
b. Find RC so that VC is 5 V.
c. For RL = 5 k�, find the small-signal equivalent

circuit of the amplifier.
d. Find the voltage gain.

+
_∼

RE

β = 100

C = ∞

C = ∞

+ 15 V

RL+
_∼ vS

B

E

C

RC

RE

β = 100

C = ∞

C = ∞

+ 15 V

RL

RB
β

Figure P10.5

10.6 The circuit in Figure P10.6 is in a common-
collector configuration. Using Table 10.2 and
assuming RC = 200 �:
a. Find the operating point of the transistor.
b. Draw the AC equivalent circuit for hoe = 10−4 S.
c. If the voltage gain is defined as vout/vin, find the

voltage gain. If the current gain is defined as
iout/iin, find the current gain.

d. Find the input resistance, ri .
e. Find the output resistance, ro.

∼

ri

vS

RS

Cb

iin

R1

R2 RE

RC

iout

vin

_

+

vout

+

_

β = 250 = hfe

VCC

RE   = 250 Ω
VCC = 15 V
R2   = 6320 Ω

R1 = 9221 Ω
CB = ∞

β

Figure P10.6

10.7 The circuit that supplies energy to an automobile’s
fuel injector is shown in Figure P10.7(a). The internal
circuitry of the injector can be modeled as shown in
Figure P10.7(b). The injector will inject gasoline into
the intake manifold when Iinj ≥ 0.1 A. The voltage
Vsignal is a pulse train whose shape is as shown in
Figure P10.7(c). If the engine is cold and under
start-up conditions, the signal duration, τ , is
determined by the equation

τ = BIT ×KC + VCIT

where

BIT = Basic injection time = 1 ms

KC = Compensation constant of temperature

of coolant (TC)

VCIT = Voltage-compensated injection time

The characteristics of VCIT and KC are shown in
Figure P10.7(d).

��� Spark plug

Cylinder

Intake
manifold

Valve

Injector

Ra

80 Ω

Q1
β = 40

Vinj

Vbatt

Vsignal Air
_

+

(a)

β

Figure P10.7
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(b)

_

+

Vinj

Iinj

Iinj

10 Ω

1 mH

_

+

Vinj

(c)

τ τ
t

Vsignal

Vbatt

0

(d)

2 ms

0 8 12 16 Vbatt

VCIT
(ms)

VCIT = 16 mS–V
Vbatt

2

–20 20 100 TC (C°)60

KC

Figure P10.7 (Continued)

If the transistor, Q1, saturates at VCE = 0.3 V and
VBE = 0.9 V, find the duration of the fuel injector pulse if

a. Vbatt = 13 V, TC = 100◦ C
b. Vbatt = 8.6 V, TC = 20◦ C

10.8 A DC relay coil can be modeled as an inductor
with series resistance due to the windings, as shown in
Figure P10.8(a). The relay in Figure P10.8(b) is being
driven by a transistor circuit. When VR is greater than
7.2 VDC, the relay switch will close if it is in the open
state. If the switch is closed, it will open when VR is
less than 2.4 VDC. The diode on resistance is 10 �,
and its off resistance is ∞. The relay is rated to

dissipate 0.5 W when VR = 10 V. If RE = 40 �,
RB = 450 �, RS = 20 �, L = 100 mH,
Rw1 = Rw2 = 100 �, VCE sat = 0.3 V, Vγ = 0.75 V,
and VS(t) is a square wave that ranges from 0 volts to
4.8 volts and has a maximum current of 20 mA.
a. Determine the maximum power dissipated by this

circuit.
b. Determine the time it takes for the relay to switch

from the closed to the open position if VS has been
at 4.8 V for a very long time.

Relay
coil

Switch

Relay

VR

_

+
Rw1

Rw2

LVR

_

+

Relay model
(a)

+
_∼

L

Rw1

Rw2

VR(t)

_

+

VCC = 12 V

VS(t)

RS RB

RE

β = 100

(b)

β

Figure P10.8

10.9 The circuit shown in Figure P10.9 is used to switch
a relay that turns a light off and on under the control of
a computer. The relay dissipates 0.5 W at 5 VDC. It
switches on at 3 VDC and off at 1.0 VDC. What is the
maximum frequency with which the light can be
switched? The inductance of the relay is 5 mH, and the
transistor saturates at 0.2 V, Vγ = 0.8 V.

+
_

RW L

D1
β = 75

RB = 200 Ω
VS(t) RDON = 25 Ω

5.5 V

0

+5 V

β

Figure P10.9
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10.10 A Darlington pair of transistors is connected as
shown in Figure P10.10. The transistor parameters for
small-signal operation are Q1: hie = 1.5 k�,
hre = 4 × 10−4, hoe = 110 µA/V, and hf e = 130; Q2:
hie = 200 �, hre = 10−3, hoe = 500 µA/V, and
hf e = 70. Calculate:
a. The overall current gain.
b. The input impedance.

I = IC1 + IC2

IC2

Q2

IE3

IE1 = IB2

IB1

B'

C'

E'

Q1

IC1

Figure P10.10

10.11 Given the common-emitter amplifier shown in
Figure P10.11, where the transistor has the following h
parameters:

Maximum Minimum

hie 15 k� 1 k�

hfe 500 40

hre 8 × 10−4 0.1 × 10−4

hoe 30 µS 1 × 10−6 µS

Determine maximum and minimum values for:
a. The open-circuit voltage gain AV .
b. The open-circuit current gain AI .

+
_∼

+30 V

20 kΩ 6 kΩ

2 µF
3 kΩ

1 µF

1 kΩ

10 kΩ 5 kΩ 50 µF

Figure P10.11

10.12 The transistor shown in Figure P10.12 has
Vx = 0.6 V. Determine values for R1 and R2 such that

a. The quiescent collector-emitter voltage, VCEQ, is
5V.

b. The quiescent collector current, ICQ, will vary no
more than 10 percent as β varies from 20 to 50.

+25 V

R2 1.5 kΩ

1 kΩR1

Figure P10.12

10.13 Consider again the amplifier of Figure P10.12.
Determine values of R1 and R2 which will permit
maximum symmetrical swing in the collector current.
Assume δ = 100.

10.14 In the small-signal analysis of circuits with
transistors, the transistor is modeled as a small-signal
AC circuit. The model shown in Figure P10.14 (the
“hybrid pi” model) is valid for any BJT, npn or pnp.
a. The capacitors are internal to the device. Their

capacitance can be determined only from the
transistor specification sheet. In a mid-frequency
analysis, they are modeled as open circuits. Why
can this be done?

b. State the definitions of and determine expressions
for the transconductance and rπ .

c. Illustrate graphically the definition of the
transconductance and rπ and the significance of the
Q point in determining their values.

d. The small signal output resistance of a transistor is
determined either by a graphical analysis or from
the transistor specification sheet. It is normally
large and is often modeled as an open circuit. State
its definition and determine its value using the i-v
characteristic for the 2N3904 transistor for a Q
point at a base current of 30 µA and a
collector-emitter voltage of 8 V.

+

–

B

E

C

Cbe

Ccb

ymyπrπ vπ rO

Figure P10.14
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10.15 The circuit shown in Figure P10.15 is a
common-collector (also called an emitter follower)
amplifier stage. The transistor is fabricated from
silicon. A DC analysis gives the Q or DC operating
point:

VCEQ = 10.21 V IC = 358 µA β = 130

At mid-frequency, determine the small signal AC
model of the transistor and draw the AC small-signal
equivalent circuit.

R1

R2

vs

Rs

RLRE

C

C

+
_

Vcc
+
_

Figure P10.15

10.16 Using the AC small-signal mid-frequency
equivalent circuit shown in Figure P10.16 to specify
the voltages, currents, etc. used in your definitions and
conditions:
a. Define the input resistance, output resistance and

no-load voltage gain of an amplifier stage. Include
the conditions required to determine each.

b. Draw a simplified model using these three circuit
parameters. Include the signal source and gain and
derive an expression for the overall gain.

RB

gmvπ

RE RL

rπ vπ

vs

Rs

CB

E
+
_

+

_

Figure P10.16

10.17 The circuit shown in Figure P10.15 is a
common-collector (or emitter follower) amplifier
stage. The transistor is fabricated from silicon. A
solution for the DC operating (Q or bias) point gives:

ICQ = 2.5 mA β = 70

R1 = 330 k� R2 = 100 k�

RL = 16 � RS = 0.6 k�

RE = 1.7 k� C = 0.47 µF

Determine, at mid-frequency, the AC small-signal
mid-frequency equivalent circuit.

10.18 The AC small-signal mid-frequency equivalent
circuit for a common collector [or emitter follower]
amplifier stage is shown in Figure P10.18. The DC
bias point is:

ICQ = 717 µA β = 70

VCC = 20 V VBB = 6.5 V

RB = 1.7 k� RE = 1.9 k�

RL = 3 k� RS = 0.6 k�

C = 0.47 µF

Determine, the no-load voltage gain vo/vi ; i.e., do not
include the loading effects of the source and load
resistance.

RB

gmvπ

RE RL

rπ vπ

vs

Rs

CB

E
+
_

+

_

Figure P10.18

10.19 The circuit shown in Figure P10.18 is the
small-signal equivalent circuit of a common-collector
(or emitter follower) amplifier stage. The transistor is
fabricated from silicon.

gm = 96.15 mS β = 70

rπ = 728.0 � RB = 74.76 k�

RL = 16 � RS = 0.6 k�

RE = 1.7 k�

Determine, at mid-frequency, the output resistance.

10.20 Shown in Figure P10.18 is the AC small-signal
mid-frequency equivalent circuit of a common
collector [or emitter follower] amplifier stage. The Q
point and the parameters for the small-signal AC
model of the transistor are:

gm = 14.3 mS rπ = 9.09 k�

β = 130 RS = 6.8 k�

RB = 17.35 k� RE = 5 k�

RL = 16 � C = 0.47 µF

The input resistance (you may wish to verify it),
including the effect of the load resistor, is 6.80 k�.
Determine, at mid-frequency, the power gain Po/Pi (in
dB).

10.21 The circuit shown in Figure P10.18 is the
mid-frequency, AC small-signal equivalent circuit for a
common-collector (or emitter follower) amplifier stage.
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The small-signal AC parameters of the transistor are:

gm = 40 mS r7 = 1.25 k�
RB = 50 k� RE = 1.7 k�
RL = 2 k� RS = 7 k�
C = 0.47 µF

Determine input resistance.

10.22 Shown in Figure P10.22 is the schematic of a
common-emitter amplifier stage, the most common
BJT amplifier state. The DC operating (Q or bias)
point is:

ICQ = 2.5 mA β = 70
R1 = 330 k� R2 = 100 k�
RC = 3.3 k� RE = 1.7 k�
RL = 16 � RS = 0.6 k�
C = 0.47 µF

Determine the mid-frequency
a. AC small-signal equivalent circuit.
b. Input resistance.
c. Output resistance.
d. No load voltage gain vo/vi .
e. Power gain in dB.

R2

R1

vs

+VCC

Rs

RC

RL

RE
+
_

Figure P10.22

10.23 Shown in Figure P10.23 is the small-signal
high-frequency AC equivalent circuit for a
common-emitter BJT amplifier stage. Coupling and
bypass capacitors have been modeled as short circuits
and are not shown. For simplicity only one of the two
internal BJT capacitances C (= Ccb) is included.
Recall that, at high frequencies, the impedance of these
capacitances decreases and this affects the input and
output resistance and the gain. The no-load gain at
mid-frequency, the small signal AC transistor
parameters, and component values are:

Avo = vo

vi
= −120 gm = 40 mS rπ = 2.5 k�

C = Ccb = 3 pF RB = 44 k� RC = 3 k�

Determine the frequency at which the magnitude of the
no-load gain decreases to 0.707 of its value at

mid-frequency, or 3 dB below the mid-frequency gain.
This frequency is the same as the cutoff frequency in a
filter.

+

–

+

–

+

–
RB

C

RCvi gmVπrπ vπ Vo

Figure P10.23

Section 2:
Field-Effect Transistor Amplifiers

10.24 The i-v characteristic of a depletion MOSFET is
shown in Figure P10.24(a) and an amplifier circuit
based on the MOSFET is shown in Figure P10.24(b).
Determine the quiescent operating point if VDD = 30
V and RD = 500 �.
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–40
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0
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(a)

(b)

–20 –25 –30

i D
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)
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–2

–1

vGS = 0 V

1
2
3
4

vDS (V)

+
_

D

S

G

RD

VDDvGS

Figure P10.24

10.25 Consider again the amplifier of Figure P10.24.
Determine the quiescent operating point if VDD = 15
V and RD = 330 �.
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10.26 Again consider the amplifier of Figure P10.24.
Determine the quiescent operating point if VDD = 50
V and RD = 1.5 k�.

10.27 Consider the amplifier of Figure P10.24. Let
RD = 1 k�. If the quiescent operating point is
IDQ = −25 mA, VDSQ = −12.5 V, determine the
value of VDD .

10.28 Consider the amplifier of Figure P10.24. Let
RD = 2 k�. If the quiescent operating point is
IDQ = −25 mA, VDSQ = −12.5 V, determine the
value of VDD .

10.29 Consider again the amplifier of Figure P10.24
with component values as specified in Problem 10.24.
Let vGS = 1 sinωt V. Sketch the output voltage and
current, and estimate the voltage amplification.

10.30 Consider again the amplifier of Figure P10.24
with component values as specified in Problem 10.24.
Let vGS = 3 sinωt V. Sketch the output voltage and
current, and estimate the voltage amplification.

10.31 Consider again the amplifier of Figure P10.24
with component values as specified in Problem 10.25.
Let vGS = 1 sinωt V. Sketch the output voltage and
current, and estimate the voltage amplification.

10.32 Consider again the amplifier of Figure P10.24
with component values as specified in Problem 10.25.
Let vGS = 3 sinωt V. Sketch the output voltage and
current, and estimate the voltage amplification.

10.33 Consider again the amplifier of Figure P10.24
with component values as specified in Problem 10.24.
Estimate µ and gm at the quiescent operating point.

10.34 Shown in Figure P10.34 is a common-source
amplifier stage implemented with an n-channel
depletion mode MOSFET with the static i-v
characteristics shown in Chapter 9. The Q point and
component values are:

VDSQ = 13.6 V VGSQ = 1.5 V

RD = 1.0 k� RS = 400 �

RL = 3.2 k� RSS = 600 �

VDD = 35 V vi(t) = 2 sin(ωt) V
a. Construct the DC load line.
b. Construct the AC load line.
c. Using values along the AC load line, plot (do not

sketch) the transfer characteristic, i.e., the drain
current as a function of the gate-source voltage.

d. Using the transfer function, sketch the output
voltage as a function of ωt for 0 < ωt < 2π .
Recall: vI = VIQ + vi .

e. Determine the loaded gain of the stage.

R2

R1

vi

+VDD

Rss

RD

RL

RS C

ii

io

+
_

vi

+

–

vo
+

–

Figure P10.34

10.35 Shown in Figure P10.34 is a common-source
amplifier stage implemented with an n-channel
depletion MOSFET with the static i-v characteristics
shown in Chapter 9. Assume that the Q point and
component values are:

VGSQ = 1.5 V VDSQ = 13.6 V

IDQ = 15.3 mA

RD = 1 k� RS = 400 �

RL = 3.2 k� RSS = 600 �

VDD = 35 V vi(t) = 1 sin(ωt) V

a. For loaded conditions (include the effects of the
load resistance), construct the AC load line, plot the
output voltage as a function of ωt , and determine
the large-signal voltage gain.

b. Repeat without including the loading effect of the
load resistance.

10.36 In the small-signal analysis of circuits with
transistors, the transistor is replaced with a
small-signal AC model or equivalent circuit. A
simplified version of this model is shown in Figure
P10.36. It is valid for any FET, n- or p-channel,
junction, depletion, or enhancement. Assume here it is
for a depletion MOSFET.
a. In a mid-frequency analysis the capacitors which

are internal to the device are modeled as open
circuits. Explain why this can be done.

b. State the definition of and determine an expression
for the transconductance.

c. Illustrate graphically the definition of the
transconductance and the significance of the Q
point in determining its value.

d. The small-signal output resistance of a transistor
normally very large and in a very simple model can
be approximated as an open circuit. State its
definition and determine its value using the i-v
characteristic (given in Chapter 9 for depletion
MOSFETs) at the Q point:

VGSQ = 0.5 V VDSQ = 20V
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G

S

D
Cgd

gmvgsCgs rovgs

+

–

Figure P10.36

10.37 An n-channel enhancement-mode MOSFET has
the parameters

IDSS = 7 mA VT = 5 V

It is operated at the Q point:

VGSQ = 7 V IDQ = 1.120 mA

a. Draw the symbol for the transistor.
b. Determine numerically the parameters for the

simplest small-signal AC model of the transistor.
c. Draw the small-signal AC model.

10.38 In a small-signal AC equivalent circuit of a
circuit containing FETs, AC coupling or DC blocking
capacitors, bypass capacitors, internal transistor
capacitance, and ideal DC sources, how are the
following components in the circuit modeled in the
mid-frequency range:
a. Transistors?
b. AC coupling or DC blocking capacitors?
c. Bypass capacitors?
d. Internal capacitances in the transistor? There is a

small internal capacitance between the gate and
drain terminals and another between the gate and
source terminals.

e. Ideal DC source?

10.39 Given below are the transistor parameters, a
hypothetical Q point for the transistor, and the
component values in the circuit shown in Figure
P10.39.

IDSS = 0.5 mA VT = 1 V

IDQ = 0.5 mA VGSQ = 2 V

R1 = 10 M� R2 = 10 M�

RD = 6 k� RS = 6 k�

RSS = 50 � RL = 3 k�

a. Determine the AC model for the transistor
including numerical values.

b. Draw the small-signal AC equivalent circuit.
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Figure P10.39

10.40 Given below are the transistor parameters, a
hypothetical Q point for the transistor, and the
component values in the circuit shown in Figure
P10.40.

IDSS = 0.5 mA VT = 1 V
IDQ = 0.5 mA VGSQ = 2 V
R1 = 10 M�

RD = 6 k� RS = 6 k�
RSS = 50 � RL = 3 k�

a. Determine the AC model for the transistor
including numerical values.

b. Draw the small-signal AC equivalent circuit.

R1
C

C

C

Vs

Rss

RL

RS+
_

RD

+
VDD_

Figure P10.40

10.41 Define the input resistance, output resistance, and
no-load voltage gain of an amplifier stage. Include the
conditions required for determining each. Use the AC
small-signal equivalent circuit shown in Figure P10.41
to specify the voltages, currents, etc. used in your
definitions and conditions. Draw a simplified model
using these three circuit parameters. Include the signal
source and load and derive an expression for the
overall gain.

D

S

G
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Rss Vgs gmvgs

R1

+
_

RLRD

+

_

Figure P10.41
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10.42 The circuit shown in Figure P10.39 is a
common-source stage. The transistor parameters, Q
point, and component values in the circuit are:

IDSS = 1.125 mA VT = 1.5 V

IDQ = 1.125 mA VGSQ = 3 V

R1 = 1.32 M� R2 = 2.2 M�

RD = 4 k� RS = 4 k�

RL = 1.3 k� RSS = 700 �

VDD = 12 V
a. Determine all the component values for and draw

the AC small-signal equivalent circuit (for
mid-frequencies, of course).

b. Derive expressions for and determine the values of
the input resistance Ri , the output resistance Ro,
and the no-load voltage gain Avo.

c. Determine the overall voltage gain vo/vs (which
accounts for the effects of the load and signal
source resistance) in dB.

10.43 The circuit shown in Figure P10.43 is a
common-drain (or source follower) amplifier stage.
The transistor parameters, the Q point, and component
values are:

IDSS = 1.125 mA VT = 1.5 V

IDQ = 1.125 mA VGSQ = 3 V

R1 = 1.32 M� R2 = 2.2 M�

RS = 4 k�

RL = 1.3 k� RSS = 700 �

VDD = 12 V
a. Draw the AC small-signal equivalent circuit.
b. Derive expressions for and determine the values of

the input resistance Ri , the output resistance Ro,
and the no-load voltage gain Avo.

c. Determine the overall voltage gain vo/vs (which
accounts for the effects of the load and signal
source resistance) in dB.
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Figure P10.43

Section 3: Gates and Switches

10.44 Show that the circuit of Figure P10.44 functions
as an OR gate if the output is taken at vo1.

VCC

RC

RB3
Q3RC

vo1

vo2

Q2Q1

RB1 RB2
v2v1

Figure P10.44

10.45 Show that the circuit of Figure P10.44 functions
as a NOR gate if the output is taken at vo2.

10.46 Show that the circuit of Figure P10.46 functions
as an AND gate if the output is taken at vo1.

Q2

RB2
v2

Q1

RB1
v1

Q3

RB3
Rc

Rc

Vcc

vo2

vo1

Figure P10.46

10.47 Show that the circuit of Figure P10.46 functions
as a NAND gate if the output is taken at vo2.

10.48 In Figure P10.48, the minimum value of vin for a
high input is 2.0 V. Assume that transistor Q1 has a β
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of at least 10. Find the range for resistor RB that can
guarantee that the transistor Q1 is on.

vout

2 kΩ

–

+

+VCC = 5 V

RB
vin 

vBE

Q1

Figure P10.48

10.49 Figure P10.49 shows a circuit with two transistor
inverters connected in series, where R1C = R2C = 10
k� and R1B = R2B = 27 k�.
a. Find vB , vout, and the state of transistor Q1 when vin

is low.
b. Find vB , vout, and the state of transistor Q1 when vin

is high.

vB

R1C

–

+

+VCC = 5 V

R1B
vin 

vBE

Q1

vout

R2C

–

+

+VCC = 5 V

R2B

vBE

Q2

Figure P10.49

10.50 For the inverter of Figure P10.50, RB = 5 k�
and RC1 = RC2 = 2 k�. Find the minimum values of
β1 and β2 to ensure that Q1 and Q2 saturate when vin is
high.

vout

RB

5 V

RC1 RC2

0.5 kΩ

Q1

Q2

vin

D1 D2

Figure P10.50

10.51 For the inverter of Figure P10.50, RB = 4 k�,
RC1 = 2.5 k�, and β1 = β2 = 4. Show that Q1

saturates when vin is high. Find a condition for RC2 to
ensure that Q2 also saturates.

10.52 The basic circuit of a TTL gate is shown in the
circuit of Figure P10.52. Determine the logic function
performed by this circuit.

vo

R

VCC

Rc

vA

vB

Figure P10.52

10.53 Figure P10.53 is a circuit diagram for a
three-input TTL NAND gate. Assuming that all the
input voltages are high, find vB1, vB2, vB3, vC2, and vout.
Also, indicate the operating region of each transistor.

Q4

vout

4 kΩ

5 V

1.6 kΩ 150 kΩ

1 kΩ

v1

v2

Q1 Q2

Q3

vB2

vB3

vB1

D1

vC2

v3

Figure P10.53

10.54 Show that when two or more emitter-follower
outputs are connected to a common load, as shown in
the circuit of Figure P10.54, the OR operation results;
that is, vo = v1 OR v2.
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v2v1

vo

VCC

Figure P10.54

10.55 For the CMOS NAND gate of Check Your
Understanding Exercise 10.14 identify the state of
each transistor for v1 = v2 = 5 V.

10.56 Repeat Problem 10.55 for v1 = 5 V and v2 = 0 V.

10.57 Draw the schematic diagram of a two-input
CMOS OR gate.

10.58 Draw the schematic diagram of a two-input
CMOS AND gate.

10.59 Draw the schematic diagram of a two-input TTL
OR gate.

10.60 Draw the schematic diagram of a two-input TTL
AND gate.

10.61 Show that the circuit of Figure P10.61 functions
as a logic inverter.

VDD

voutvin

Q1

Q2

Figure P10.61

10.62 Show that the circuit of Figure P10.62 functions
as a NOR gate.

VDD

vout

v2v1

Q3

Q1 Q2

Figure P10.62

10.63 Show that the circuit of Figure P10.63 functions
as a NAND gate.

Q3

Q1

Q2

VDD

vout

v1

v2

Figure P10.63
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C H A P T E R

11

Power Electronics

he objective of this chapter is to present a survey of power electronic de-
vices and systems. Power electronic devices form the “muscle” of many
electromechanical systems. For example, one finds such devices in many
appliances, in industrial machinery, and virtually wherever an electric mo-

tor is found, since one of the foremost applications of power electronic devices is to
supply and control the currents and voltages required to power electric machines,
such as those introduced in Part III of this book.

Power electronic devices are specially designed diodes and transistors that
have the ability to carry large currents and sustain large voltages; thus, the basis
for this chapter is the material on diodes and transistors introduced in Chapters 8
through 10. A detailed understanding of diode and transistor small-signal models
is not necessary for acquiring an essential knowledge of power semiconductor
devices.

This chapter will describe the basic properties of each type of power elec-
tronic device, and it will illustrate the application of a selected few, especially in
electric motor power supplies. After completing the chapter, you should be able
to recognize the symbols for the major power semiconductor devices and under-
stand their principles of operation. You should also understand the operation of
the principal electronic power supplies for DC and AC motors.
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Upon completing this chapter, you should be able to:

• Provide a classification of power electronic devices and circuits.
• Understand the operation of voltage regulators, transistor power
amplifiers, and power switches.

• Analyze rectifier and controlled rectifier circuits.
• Understand the basic principles behind DC and AC electric motor drives.

11.1 CLASSIFICATION OF POWER
ELECTRONIC DEVICES

Power semiconductors can be broadly subdivided into five groups: (1) power
diodes, (2) thyristors, (3) power bipolar junction transistors (BJTs), (4) insulated-
gate bipolar transistors (IGBTs), and (5) static induction transistors (SITs). Figure
11.1 depicts the symbols for the most common power electronic devices.Device

Diode

Device symbol

C

E

B

A

G

K

iA

A

iD

K

vAK
+ –

Thyristor

Gate turn-off
thyristor
(GTO)

Triac

npn BJT

IGBT

G

D

S

n-channel
MOSFET

C

E

G

A

iA

K

G

A

iA

K

G

Figure 11.1 Classification of
power electronic devices

Power diodes are functionally identical to the diodes introduced in Chapter
8, except for their ability to carry much larger currents. You will recall that a diode
conducts in the forward-biased mode when the anode voltage (VA) is higher than
the cathode voltage (VK). Three types of power diodes exist: general-purpose,
high-speed (fast-recovery), and Schottky. Typical ranges of voltage and current
are 3,000 V and 3,500 A for general-purpose diodes and 3,000 V and 1,000 A
for high-speed devices. The latter have switching times as low as a fraction of a
microsecond. Schottky diodes can switch much faster (in the nanosecond range)
but are limited to around 100 V and 300 A. The forward voltage drop of power
diodes is not much higher than that of low-power diodes, being between 0.5 and
1.2 V. Since power diodes are used with rather large voltages, the forward bias
voltage is usually considered negligible relative to other voltages in the circuit,
and the switching characteristics of power diodes may be considered near ideal.
The principal consideration in choosing power diodes is their power rating.

Thyristors function like power diodes with an additional gate terminal that
controls the time when the device begins conducting; a thyristor starts to conduct
when a small gate current is injected into the gate terminal, provided that the anode
voltage is greater than the cathode voltage (or VAK > 0 V). The forward voltage
drop of a thyristor is of the order of 0.5 to 2 V. Once conduction is initiated,
the gate current has no further control. To stop conduction, the device must be
reverse-biased; that is, one must ensure that VAK ≤ 0 V. Thyristors can be rated
at up to 6,000 V and 3,500 A. The turn-off time is an important characteristic of
thyristors; it represents the time required for the device current to return to zero
after external switching of VAK . The fastest turn-off times available are in the
range of 10 µs; however, such turn-off times are achieved only in devices with
slightly lower power ratings (1,200 V, 1,000 A). Thyristors can be subclassified
into the following groups: force-commutated and line-commutated thyristors, gate
turn-off thyristors (GTOs), reverse-conducting thyristors (RCTs), static induction
thyristors (SITs), gate-assisted turn-off thyristors (GATTs), light-activated silicon
controlled rectifiers (LASCRs), and MOS controlled thyristors (MCTs). It is
beyond the scope of this chapter to go into a detailed description of each of these
types of devices; their operation is typically a slight modification of the basic
operation of the thyristor. The reader who wishes to gain greater insight into this
topic may refer to one of a number of excellent books specifically devoted to the
subject of power electronics.



Part II Electronics 497

Two types of thyristor-based device deserve some more attention. The triac,
as can be seen in Figure 11.1, consists of a pair of thyristors connected back to back,
with a single gate; this allows for current control in either direction. Thus, a triac
may be thought of as a bidirectional thyristor. The gate turn-off thyristor (GTO),
on the other hand, can be turned on by applying a short positive pulse to the gate,
like a thyristor, and can also be turned off by application of a short negative pulse.
Thus, GTOs are very convenient in that they do not require separate commutation
circuits to be turned on and off.

Power BJTs can reach ratings up to 1,200 V and 400 A, and they operate in
much the same way as a conventional BJT. Power BJTs are used in power converter
applications at frequencies up to around 10 kHz. Power MOSFETs can operate at
somewhat higher frequencies (a few to several tens of kHz), but are limited in power
(typically up to 1,000 V, 50 A). Insulated-gate bipolar transistors (IGBTs) are
voltage-controlled (because of their insulated gate, reminiscent of insulated-gate
FETs) power transistors that offer superior speed with respect to BJTs but are not
quite as fast as power MOSFETs.

11.2 CLASSIFICATION OF POWER
ELECTRONIC CIRCUITS

The devices that will be discussed in the present chapter find application in a
variety of power electronic circuits. This section will briefly summarize the
principal types of power electronic circuits and will qualitatively describe their
operation. The following sections will describe the devices and their operation in
these circuits in more detail.

One possible classification of power electronic circuits is given in Table
11.1. Many of the types of circuits are similar to circuits that were introduced
in earlier chapters. Voltage regulators were introduced in Chapter 8 (see Fig.
8.52); this chapter will present a more detailed discussion of practical regulators.
Power electronic switches function exactly like the transistor switches described
in Chapter 10 (see Figures 10.47 and 10.55); their function is to act as voltage- or

Table 11.1 Power electronic circuits

Circuit type Essential features

Voltage regulators Regulate a DC supply to a fixed voltage output

Power amplifiers Large-signal amplification of voltages and currents

Switches Electronic switches (for example, transistor
switches)

Diode rectifier Converts fixed AC voltage (single- or multiphase)
to fixed DC voltage

AC-DC converter (controlled rectifier) Converts fixed AC voltage (single- or multiphase)
to variable DC voltage

AC-AC converter (AC voltage controller) Converts fixed AC voltage to variable AC voltage
(single- or multiphase)

DC-DC converter (chopper) Converts fixed DC voltage to variable DC voltage

DC-AC converter (inverter) Converts fixed DC voltage to variable AC voltage
(single- or multiphase)
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current-controlled switches to turn AC or DC supplies on and off. Transistor power
amplifiers are the high-power version of the BJT and MOSFET amplifiers studied
in Chapters 9 and 10; it is important to consider power limitations and signal
distortion more carefully in power amplifiers than in the small-signal amplifiers
described in Chapter 10.

Diode rectifiers were discussed in Chapter 8 in their single-phase form (see
Figures 8.20, 8.42, and 8.44); similar rectifiers can also be designed to operate
with three-phase sources. The operation of a single-phase full-wave rectifier was
summarized in Figure 8.43. AC-DC converters are also rectifiers, but they take
advantage of the controlled properties of thyristors. The thyristor gate current can
be timed to “fi re” conduction at variable times, resulting in a variable DC output,
as illustrated in Figure 11.2, which shows the circuit and behavior of a single-phase
AC-DC converter. This type of converter is very commonly used as a supply for
DC electric motors. In Figure 11.2, α is the firing angle of thyristor T1, where the
device starts to conduct.
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Figure 11.2 AC-DC converter
circuit and waveform

AC-AC converters are used to obtain a variable AC voltage from a fixed AC
source. Figure 11.3 shows a triac-based AC-AC converter, which takes advantage
of the bidirectional capability of triacs to control the rms value of an alternating
voltage. Note in particular that the resulting AC waveform is no
longer a pure sinusoid even though its fundamental period
(frequency) is unchanged. A DC-DC converter, also known as a
chopper, or switching regulator, permits conversion of a fixed DC
source to a variable DC supply. Figure 11.4 shows how such an effect may be
obtained by controlling the base-emitter voltage of a bipolar transistor, enabling
conduction at the desired time. This results in the conversion of the DC input volt-
age to a variable–duty-cycle output voltage, whose average value can be controlled
by selecting the “on” time of the transistor. DC-DC converters find application as
variable voltage supplies for DC electric motors used in electric vehicles.
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Figure 11.3 AC-AC converter circuit and waveform

Finally, DC-AC converters, or inverters, are used to convert a fixed DC
supply to a variable AC supply; they find application in AC motor control. The op-
eration of these circuits is rather complex; it is illustrated conceptually in the wave-

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw11.htm
http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw11.htm
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Figure 11.4 DC-DC converter circuit and waveform

forms of Figure 11.5, where it is shown that by appropriately switching two pairs of
transistors it is possible to generate an alternating current waveform (square wave).
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Figure 11.5 DC-AC converter circuit and waveform

Each of the circuits of Table 11.1 will be analyzed in greater detail later in
this chapter.
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Figure 11.6 Zener diode
characteristic and voltage
regulator circuit

11.3 VOLTAGE REGULATORS

You will recall the discussion of the Zener diode as a voltage regulator in Chapter
8, where we introduced a voltage regulator as a three-terminal device that acts
nearly as an ideal battery. Figure 11.6 depicts the appearance of a Zener diode i-v
characteristic and shows a block diagram of a three-terminal regulator.

A simple Zener diode is often inadequate for practical voltage regulation.
In some cases, the Zener resistance alone might cause excessive power dissipation
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in the Zener diode (especially when little current is required by the load). A
more practical—and often-used—circuit is a regulator that includes a series pass
transistor, shown in Figure 11.7. The operation of this voltage regulator is as
follows. If the unregulated supply voltage, vS , exceeds the Zener voltage, vZ , by
an amount sufficient to maintain the BJT in the active region, then vBE ≈ Vγ and
vZ ≈ VZ , the Zener voltage. Thus, the load voltage is equal to

vL = VZ − Vγ = Constant (11.1)

and is relatively independent of fluctuations in the unregulated source voltage, or in
the required load current. The difference between the unregulated source voltage
and the load voltage will appear across the CE “ junction.” Thus, the required
power rating of the BJT may be determined by considering the largest unregulated
voltage, VSmax:

PBJT = (VSmax − VL)iC
≈ (VSmax − VL)iL

(11.2)

The operation of a practical voltage regulator is discussed in more detail in
Example 11.1.

EXAMPLE 11.1 Analysis of Voltage Regulator

Problem

Determine the maximum allowable load current and the required Zener diode rating for
the Zener regulator of Figure 11.7.

+
_ VS

iC

VBE

RB

+

_
VCE+ _

iZ VZ

+

_

+

_

VL RL

IL

Figure 11.7 Practical
voltage regulator

Solution

Known Quantities: Transistor parameters; Zener voltage; unregulated source voltage;
BJT base and load resistors.

Find: ILmax and PZ .

Schematics, Diagrams, Circuits, and Given Data: VS = 20 V; VZ = 12.7 V;
RB = 47 �; RL = 10 �. Transistor data: TIP31 (see Table 11.2).

Assumptions: Use the large-signal model of the BJT. Assume that the BJT is in the
active region and the Zener diode is on and therefore regulating to the nominal voltage.

RB +

–
12.7 V I

RLVL

+

–

Figure 11.8

Analysis: Figure 11.8 depicts the equivalent load circuit. Applying KVL we obtain:

VZ = VBE + RLI
From which we can compute the load current:

I = VZ − Vγ
RL

= 12.7 − 1.3

10
= 1.14 A

We then note that I is also the BJT emitter current, IE .
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Applying KVL to the base circuit, shown in Figure 11.9, we compute the current
through the base resistor:

IRB = VS − VZ
RB

= 20 − 12.7

47
= 0.155 A

Knowing the base and emitter currents, we can determine whether the transistor is indeed
is the active region, as assumed. With reference to Figure 11.10, we do so by computing
VCB and VBE to determine the value of VCE :

The base voltage is fixed by the presence of the Zener diode:

VB = VZ = 12.7 V

VCB = IRBRB = 0.155 × 47 = 7.3 V

VE = ILRL = 1.14 × 10 = 11.4 V

Thus,

VCE = VCB + VBE = VCB + (VB − VE) = 7.3 + (12.7 − 11.4) = 8.6 V

This value of the collector-emitter voltage indicates that the BJT is in the active region.
Thus, we can use the large-signal model and compute the base current and subsequently
the Zener current:

IB = IE

β + 1
= 1.14

10 + 1
= 103.6 mA

Applying KVL at the base junction (see Figure 11.11), we find

IRB − IB − IZ = 0

IZ = IRB − IB = 0.155 − 0.1036 = 51.4 mA

and the power dissipated by the Zener diode is:

PZ = IZ × VZ = 0.0514 × 12.7 = 0.652 W

+
_

RB

+

–
12.7 V

IRB

20 V

Figure 11.9
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IRB
IZ
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Figure 11.11

Comments: It will be instructive to compare these results with the Zener regulator
examples of Chapter 8 (Examples 8.8, 8.9, and 8.10). Note that the Zener current is kept
at a reasonably low level by the presence of the BJT (the load current is an amplified
version of the base current). Further, disconnecting the load would result in cutting off the
BJT, thus resulting in no Zener power dissipation. This is a significant advantage over the
designs of Chapter 8.

Focus on Computer-Aided Solutions: An Electronics WorkbenchTM simulation of the
practical Zener regulator analyzed in this example is included in the accompanying
CD-ROM. You may wish to disconnect the load and verify that the Zener diode consumes
no power.

Three-terminal voltage regulators are available in packaged form to include
all the necessary circuitry (often including protection against excess heat dissipa-
tion). Regulators are rated in terms of the regulated voltage and power dissipation.
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Some types provide a variable regulated voltage by means of an external adjust-
ment. Because of their requirement for relatively large power (and therefore heat)
dissipation, voltage regulators often need to be attached to a heat sink, a thermally
conductive assembly that aids in the cooling process. Figure 11.12 depicts the
appearance of typical heat sinks. Heat sinking is a common procedure with many
power electronic devices.
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Low-power
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High-power
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Figure 11.12 Heat-sink construction for voltage regulators

Check Your Understanding
11.1 Repeat Example 10.1 using the TIP31 transistor (see Table 11.2).

11.4 POWER AMPLIFIERS AND TRANSISTOR
SWITCHES

So far, we have primarily considered low-power electronic devices, either in the
form of small-signal linear amplifiers, or as switches and digital logic gates (the
latter will be discussed in more detail in Chapter 13). There are many applications,
however, in which it is desirable to provide a substantial amount of power to a
load. Among the most common applications are loudspeakers (these can draw
several amperes); electric motors and electromechanical actuators, which will be
considered in greater detail in Chapters 16 through 18, and DC power supplies,
which have already been analyzed to some extent in Chapter 8. In addition to such
applications, the usage and control of electric power in industry requires electronic
devices that can carry currents as high as hundreds of amperes, and voltages up to
thousands of volts. Examples are readily found in the control of large motors and
heavy industrial machinery.

The aim of the present section is to discuss some of the more relevant issues
in the design of power amplifiers, such as distortion and heat dissipation, and to
introduce power switching transistors.

Power Amplifiers

The brief discussion of power amplifiers in this section makes reference exclusively
to the BJTs; this family of devices has traditionally dominated the field of power
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amplifiers, although in recent years semiconductor technology has made power
MOSFETs competitive with the performance of bipolar devices.

You may recall the notion of breakdown from the introductory discussion of
BJTs. In practice, a bipolar transistor is limited in its operation by three factors:
the maximum collector current, the maximum collector-emitter voltage, and the
maximum power dissipation, which is the product of IC and VCE . Figure 11.13
illustrates graphically the power limitation of a BJT by showing the regions where
the maximum capabilities of the transistor are exceeded:
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(1)

Cutoff

(3)

(2)

iC
ICmax

Pmax

vCE
VCE maxVCE sat

iB1

iB2

iB3

iB4

Figure 11.13 Limitations of a
BJT amplifier

1. Exceeding the maximum allowable current IC max on a continuous basis will
result in melting the wires that bond the device to the package terminals.

2. Maximum power dissipation is the locus of points for which VCEIC = Pmax

at a case temperature of 25◦C. The average power dissipation should not
exceed Pmax.

3. The instantaneous value of vCE should not exceed VCEmax; otherwise,
avalanche breakdown of the collector-base junction may occur.

It is important to note that the linear operation of the transistor as an amplifier
is also limited by the saturation and cutoff limits.

The operation of a BJT as a linear amplifier is rather severely limited by
these factors. Consider, first, the effect of driving an amplifier beyond the limits
of the linear active region, into saturation or cutoff. The result will be signal
distortion. For example, a sinusoid amplified by a transistor amplifier that is
forced into saturation, either by a large input or by an excessive gain, will be
compressed around the peaks, because of the decreasing device gain in the extreme
regions. Thus, to satisfy these limitations—and to fully take advantage of the
relatively distortion-free linear active region of operation for a BJT—the Q point
should be placed in the center of the device characteristic to obtain the maximum
symmetrical swing. This point has already been discussed in Chapter 10 (see
Example 10.3 and Figure 10.16, in particular).

The maximum power dissipation of the device, of course, presents a more
drastic limitation on the performance of the amplifier, in that the transistor can
be irreparably damaged if its power rating is exceeded. Values of the maximum
allowable collector current, IC max, of the maximum allowable transistor power
dissipation, Pmax, and of other relevant power BJT parameters are given in Table
11.2 for a few typical devices. Because of their large geometry and high operating

Table 11.2 Typical parameters for representative power BJTs

MJE3055T TIP31 MJE170

Type npn npn pnp

Maximum IC 10 A 3 A −3 A
(continuous)

VCEO 60 V 40 V −40 A

Power rating 75 W 40 W 12.5 W

β 20@ IC = 4 A 10 @ IC = 3 A 30 @ IC = −0.5 A

VCE sat 1.1 V 1.3 V −1.7 V

VBE on 8 V 1.8 V −2 V
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currents, power transistors have typical parameters quite different from those of
small-signal transistors.

From Table 11.2, we can find some of these differences:

1. β is low. It can be as low as 5; the typical value is 20 to 80.

2. IC max is typically in the ampere range; it can be as high as 100 A.

3. VCEO is usually 40 to 100 V, but it can reach 500 V.

EXAMPLE 11.2 Power Amplifier Limitations

Problem

Verify the limitations imposed by the power dissipation, saturation, and cutoff limits of
the TIP31 power BJT on a linear power amplifier design. The amplifier is in the
(DC-coupled) common-emitter configuration.

Solution

Known Quantities: Amplifier component values.

Find: Approximate values of maximum gain for distortionless operation.

Schematics, Diagrams, Circuits, and Given Data: Data sheets for the 2N6306 amplifier
may be found in the accompanying CD-ROM.

Focus on Computer-Aided Solutions: The analysis of this design has been conducted in
simulation, using Electronics WorkbenchTM. The simulation may be found in the
accompanying CD-ROM.

Comments: You may wish to progressively increase the input signal amplitude to see the
effects of cutoff and saturation. Monitor transistor power dissipation to ensure that the
limit is not exceeded.

BJT Switching Characteristics

In addition to their application in power amplifiers, power BJTs can also serve
as controlled power switches, taking advantage of the switching characteristic
described in Chapter 10 (see Figure 10.47). In addition to the properties already
discussed, it is important to understand the phenomena that limit the switching
speed of bipolar devices. The parasitic capacitances CCB and CBE that exist at
the CB and BE junctions have the effect of imposing a charging time constant;
since the transistor is also characterized by an internal resistance, you see that it
is impossible for the transistor to switch from the cutoff to the saturation region
instantaneously, because the inherent RC circuits physically present inside the
transistor must first be charged. Figure 11.14 illustrates the behavior of the base
and collector currents in response to a step change in base voltage. If a step voltage
up to amplitude V1 is applied to the base of the transistor and a base current begins
to flow, the collector current will not begin to flow until after a delay, because
the base capacitance needs to charge up before the BE junction voltage reaches
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Vγ ; this delay time, td , is an important parameter. After the BE junction finally
becomes forward-biased, the collector current will rise to the final value in a finite
time, called rise time, tr . An analogous process (though the physics are different)
takes place when the base voltage is reversed to drive the BJT into cutoff. Now the
excess charge that had been accumulated in the base must be discharged before
the BE junction can be reverse-biased. This discharge takes place over a storage
time, ts . To accelerate this process, the base voltage is usually driven to negative
values (−V2), so that the negative base current can accelerate the discharge of the
charge stored in the base. Finally, the reverse-biasedBE junction capacitance must
now be charged to the negative base voltage value before the switching transient
is complete; this process takes place during the fall time, tf . In the figure, ICS
represents the collector saturation current. Thus, the turn-on time of the BJT is
given by:

ton = td + tr (11.3)

and the turn-off time by

toff = ts + tf (11.4)
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Figure 11.14 BJT
switching waveforms

EXAMPLE 11.3 Power BJT Switching Characteristics

Problem

The MJE170 power BJT is now used as a switch. Determine the delay time, rise time, and
turn-off time for this transistor switch.

Solution

Known Quantities: BJT switch component values.

Find: td , tr , ts , and tf , as defined in Figure 11.14.

Schematics, Diagrams, Circuits, and Given Data: Data sheets for the MJE170 amplifier
may be found in the accompanying CD-ROM.

Focus on Computer-Aided Solutions: The analysis of this design has been conducted in
simulation, using Electronics WorkbenchTM. The simulation of this circuit may be found
in the accompanying CD-ROM.

Comments: You may wish to substitute a power MOSFET or an IGBT in the same
circuit to explore differences in switching behavior between devices.

Power MOSFETs

MOSFETs can also be used as power switches, like BJTs. The preferred mode of
operation of a power MOSFET when operated as a switch is in the ohmic region,
where substantial drain current can flow for relatively low drain voltages (see Table
9.1 and Figure 10.55). Thus, a MOSFET switch is driven from cutoff to the ohmic
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state by the gate voltage. In an enhancement MOSFET, positive gate voltages
are required to turn the transistor on; in depletion MOSFETs, either positive or
negative voltages can be used.

To understand the switching behavior of MOSFETs, recall once again the
parasitic capacitances that exist between pairs of terminals: CGS , CGD , and CDS .
As a consequence of these capacitances, the transistor experiences a turn-on delay,
td(on), corresponding to the time required to charge the equivalent input capacitance
to the threshold voltage, VT . As shown in Figure 11.15, the rise time, tr , is defined
as the time it takes to charge the gate from the threshold voltage to the gate voltage
required to have the MOSFET in the ohmic state, VGSP . The turn-off delay time,
td(off), is the time required for the input capacitance to discharge, so that the gate
voltage can drop and vDS can begin to rise. As vGS continues to decrease, we define
the fall time, tf , which is the time required for vGS to drop below the threshold
voltage and turn the transistor off.
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V1

Figure 11.15 MOSFET
switching waveforms

F O C U S O N M E T H O D O L O G Y

Using Device Data Sheets

One of the most important design tools available to engineers is the device data sheet. In this
box we illustrate the use of a device data sheet for the NDS8410 power MOSFET transistor.
Excerpts from the data sheet are shown below, with some words of explanation. The complete
data sheet can be found in the accompanying CD-ROM.

NDS8410
Single N-Channel Enhancement Mode Field Effect Transistor

General Description
These N-Channel enhancement mode power field effect transistors are produced using Fairchild’s proprietary,
high cell density, DMOS technology. This very high density process is especially tailored to minimize on-state
resistance and provide superior switching performance. These devices are particularly suited for low voltage
applications such as notebook computer power management and other battery powered circuits where fast
switching, low in-line power loss, and resistance to transients are needed.

Features

• 10A, 30V. RDS(ON) = 0.015�@ VGS = 10V.

RDS(ON) = 0.020�@ VGS = 4.5V.
• High density cell design for extremely low RDS(ON).
• High power and current handling capability in a widely used surface mount package.

ABSOLUTE MAXIMUM RATINGS

This table summarizes the limitations of the device. For example, one can find the maximum allowable
gate-source and drain source voltages, and the power rating.

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw11.htm
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Absolute Maximum Ratings TA = 25◦C unless otherwise noted

Symbol Parameter NDS8410 Units

VDSS Drain-Source Voltage 30 V

VGSS Gate-Source Voltage 20 V

ID Drain Current-Continuous ±10 A

- Pulsed ± 50

PD Maximum Power Dissipation 2.5 W

1.2

1

TJ, TSTG Operating and Storage Temperature Range −55 to 150 ◦C

ELECTRICAL CHARACTERISTICS:

The table summarizing electrical characteristics is divided into various sections, including “on” characteristics,
“off” characteristics, dynamic characteristics, and switching characteristics. We focus on the last of these,
and make reference to Figure 11.15. Note how all of the relevant parameters shown in this figure are listed in
the data sheet.

ELECTRICAL CHARACTERISTICS TA = 25◦C unless otherwise noted

Symbol Parameter Conditions Min Typ Max Units

OFF CHARACTERISTICS

BVDSS Drain-Source Breakdown Voltage VGS = 0 V, ID = 250 µA 30 V

IDSS Zero Gate Voltage Drain Current VDS = 24 V, VGS = 0 V 1 µA

Tj = 55◦C 10 µA

IGSSF Gate-Body Leakage, Forward VGS = 20 V, VDS = 0 V 100 nA

IGSSR Gate-Body Leakage, Reverse VGS = −20 V, VDS = 0 V −100 nA

ON CHARACTERISTICS (Note 2)

VGS(ON) Gate-Threshold Voltage VDS = VGS, ID = 250 µA 1 1.5 V

RDS(ON) Static Drain-Source On-Resistance VGS = 10 V, ID = 10 A 0.013 0.015 �

VGS = 4.5 V, ID = 9 A 0.018 0.02

ID(ON) On-State Drain Current VGS = 10 V, VDS = 5 V 20 A

gFS Forward Transconductance VDS = 10 V, ID = 10 A 22 S

DYNAMIC CHARACTERISTICS

CISS Input Capacitance VDS = 15 V, VGS = 0 V, 1350 pF

CDSS Output Capacitance f= 1.0 MHz 800 pF

CISS Reverse Transfer Capacitance 300 pf

(Continued)
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(Concluded)

ELECTRICAL CHARACTERISTICS (Continued) TA = 25◦C unless otherwise noted

Symbol Parameter Conditions Min Typ Max Units

SWITCHING CHARACTERISTICS (Note 2)

tD(on) Turn-On Delay Time VDD = 10 V, ID = 1 A, 14 30 ns

tT Turn-On Rise Time VGEN = 10 V, RGEN = 6 � 20 25 ns

tD(off) Turn-Off Delay Time 56 100 ns

tF Turn-Off Fall Time 31 80 ns

Qg Total Gate Charge VDS = 15 V, 46 60 nC

Qgs Gate-Source Charge ID = 10 A, VGS = 10 V 5.6 nC

Qgd Gate-Drain Charge 14 nC

Insulated-Gate Bipolar Transistors (IGBTs)

The insulated-gate bipolar transistor, or IGBT, is a hybrid device, combining fea-
tures of both field-effect and bipolar devices. The circuit symbol of the IGBT is
shown in Figure 11.1; a simplified equivalent circuit is shown in Figure 11.16.
The IGBT is a voltage-controlled device, like a MOSFET, but its performance is
closer to that of a BJT. The switching and conduction losses of the IGBT are lower
than those of a MOSFET, and the switching speed is greater than that of a BJT
(but somewhat lower than that of a MOSFET); the convenience of a MOSFET-like
gate drive is an advantage over BJTs.

G

C

E

RMOD

RBE

Figure 11.16 IGBT
simplified equivalent circuit

IGBTs can be rated up to 400 A and 1,200 V, and can have switching fre-
quencies as high as 20 kHz. These devices have in recent years found increasing
application in medium-power applications, such as AC and DC motor drives.

11.5 RECTIFIERS AND CONTROLLED
RECTIFIERS (AC-DC CONVERTERS)

As explained in Chapter 8, one of the most immediate applications of the semicon-
ductor diode is rectification of AC voltages and currents, to convert AC waveforms
to DC. Rectification can be achieved both with conventional diodes and with con-
trolled diodes, such as thyristors. A simple diode rectifier can provide only a fixed
DC voltage level; however, variable DC supplies can be easily obtained with the
aid of thyristors. The aim of this section is to illustrate the basic features of diode
rectifiers, and to introduce thyristor-based controlled rectifiers.

The basic diode half-wave rectifier and also full-wave and bridge rectifiers
were discussed in Sections 8.3 and 8.4. In addition to the considerations noted in
Chapter 8, one often has to take into account the nature of the load seen by such
DC supplies.
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In practice, loads are not always resistive, as will be seen in Chapters 16
through 18, where circuit models for electromechanical actuators and electric
motors are introduced. A very common occurrence consists of a DC voltage supply
providing current to a DC motor. For the purpose of the present discussion, it will
suffice to state that a DC motor presents an inductive impedance to the voltage
supply and requires a constant current from the supply to operate at a constant
speed. The circuit of Figure 11.17 illustrates, as an example, a simple half-wave
rectifier connected to an RL load.
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Figure 11.17 Rectifier
connected to an inductive load

The circuit on top in Figure 11.17, assuming an ideal diode, would present
a serious problem during the negative half-cycle of the source voltage, since the
requirement for continuity of current in the inductor (recall the discussion on
continuity of inductor currents and capacitor voltages in Chapter 5) would be
violated withD1 off. Whenever the current flow through the inductor is interrupted
(during the negative half-cycles of vAC), the inductor attempts to build a flyback
voltage proportional to diL/dt . Since the rectifier does not provide any current
during the negative half-cycle of the source voltage, the instantaneous inductor
voltage could be very large and could lead to serious damage to either the motor
or the rectifier.

The circuit shown on the bottom in Figure 11.17 contains a so-called free-
wheeling diode, D2. The role of D2 is to provide continuity of current when D1

is in the off state. D2 is off during the positive half-cycle but turns on when D1

ceases to conduct, because of the flyback voltage, LdiL/dt . Rather than build up
a large voltage, the inductor now has a path for current to flow, through D2, when
D1 is off. Thus, the energy stored by the inductor during the positive half-cycle of
vAC is utilized to preserve a continuous current through the inductor during the off
period. Figure 11.18 depicts the load current for the circuit including the diode.
Note that D2 allows the energy-storage properties of the inductor to be utilized to
smooth the pulselike supply current and to produce a nearly constant load current. vL

(t)

AVL

0
π

t

vL

A

VL =

vAC

iL
(t)

R

IL

0 t

IL =
VL

Figure 11.18 Operation of
a free-wheeling diode

Analyzing the circuit on the bottom of Figure 11.17, with

vAC(t) = A sin(ωt) (11.5)

(and assuming that bothD1 andD2 are ideal), we conclude that the DC component
of the load voltage, VL, must appear across the load resistor, R (no steady-state
DC voltage can appear across the inductor, since vL = LdiL/dt). Thus, the
approximate DC current flowing through the load is given by

IL = A

πR
(11.6)

since the average output voltage of a half-wave rectifier isA/π V for an AC source
of peak amplitude A (see Chapter 8). The AC component of the load current (or
“ ripple” current) is not as simple to compute, since it is due to the AC component
of vL, which is not a pure sinusoid. The exact analysis would require the use of a
Fourier series expansion. For the purposes of this discussion, it is not unreasonable
to assume that most of the energy is at a frequency equal to that of the AC source:

iL(t) ≈ IL + IAC cos (ωt + θ) (11.7)

where IL is the average load current, IAC is the peak value of the ripple current,
and θ is its phase. An acceptable approximation from which the amplitude of IAC
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may be computed is

vL(t) ≈ A

2π
+ A

2π
sinωt (11.8)

Figure 11.19 graphically illustrates the extent of this approximation.
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Figure 11.19 Approximation of ripple
voltage for a half-wave rectifier

A common alternative to the half-wave rectifier is the full-wave rectifier,
which was discussed in Chapter 8.

EXAMPLE 11.4 Rectifiers and Inductive Loads

Problem

Analyze the circuit depicted in the lower half of Figure 11.17 to determine the rms
amplitude of the ripple in the load voltage.

Solution

Known Quantities: Source voltage; load resistance and inductance.

Find: Ṽripple.

Schematics, Diagrams, Circuits, and Given Data: vAC = 100 V rms, 60 Hz. The load is
a DC motor with Ra = 1.1 � and La = 0.001 H. The motor specifications may be found
in the DC motor template in Electronics WorkbenchTM.

Assumptions: Ignore the DC motor mechanical load.

Focus on Computer-Aided Solutions: The analysis of this design has been conducted in
simulation, using Electronics WorkbenchTM. The simulation of this circuit may be found
in the accompanying CD-ROM.

Comments: What happens if the freewheeling diode is not in the circuit? You may try to
run a simulation without diode D2 in the circuit.
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Three-Phase Rectifiers

It is important to realize that the same type of circuit that can be used for single-
phase rectifiers can also be employed to design multiphase rectifiers. Recall the
analysis of three-phase AC power systems in Section 7.4. In many high-power
applications, three-phase voltages need to be rectified to give rise to a single DC
supply; such rectification can be achieved by means of an extension of the bridge
rectifier. Consider the balanced three-phase circuit shown in Figure 11.20. The
three-phase wye-connected source is connected to a resistive load by means of
a three-phase transformer, with a delta-connected primary and a wye-connected
secondary. The circuit could also operate without the transformer. The three
secondary currents, ia , ib, and ic, flow through pairs of diodesD1 toD6 in a manner
very similar to the single-phase bridge rectifier described in Figure 8.45. The
diodes will conduct in pairs depending on the relative line voltages, according to the
following sequence: D1-D2, D2-D3, D3-D4, D4-D5, D5-D6, and D6-D1. Recall
from the analysis of Section 7.4, equation 7.54, that the line-to-line voltage is

√
3

times the phase voltage in a three-phase wye-connected source. The instantaneous
source voltages and the related diode conduction periods, as well as the load
voltage, are shown in Figure 11.21.

It can be shown that the average output voltage is given by the expression:

VL = 2

2π/6

∫ π/6

0

√
3Vm cosωt d(ωt) = 3

√
3

π
Vm = 1.654Vm (11.9)

where Vm is the peak phase voltage. The rms output voltage can be calculated to
be

Vrms =
√

2

2π/6

∫ π/6

0

√
3V 2
m cos2 ωt d(ωt) =

(
3

2
+ 9

√
3

4π

)

Vm = 1.6554Vm

(11.10)
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Figure 11.20 Three-phase diode bridge rectifier
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Figure 11.21 Waveforms and conduction times of
three-phase bridge rectifier
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EXAMPLE 11.5 Three-phase Bridge Rectifier

Problem

Simulate the three-phase bridge rectifier of Figure 11.20 and verify numerically that the
average and rms output voltages are given by equations 11.9 and 11.10, respectively.

Solution

Known Quantities: Source voltage; load resistance.

Find: Ṽripple

Schematics, Diagrams, Circuits, and Given Data: The load resistance is R = 1.2 �;
the source is 208 V, 3 phase.

Focus on Computer-Aided Solutions: The analysis of this design has been conducted in
simulation, using Electronics WorkbenchTM. The simulation of this circuit may be found
in the accompanying CD-ROM.

Comments: What is the effect of an inductive load on the load current and voltage
waveforms? Try adding a 0.01-H series inductance to the load circuit.

Thyristors and Controlled Rectifiers

In a number of applications, it is useful to be able to externally control the amount
of current flowing from an AC source to the load. A family of power semiconductor
devices called controlled rectifiers allows for control of the rectifier state by means
of a third input, called the gate. Figure 11.22 depicts the appearance of a thyristor,
or silicon controlled rectifier (SCR), illustrating how the physical structure of this
device consists of four layers, alternating p-type and n-type material. Note that
the circuit symbol for the thyristor suggests that this device acts as a diode, with
provision for an additional external control signal.

A (anode)

K (cathode)

G
(gate)

A

vAK

+

–

iA

K

G

P

N

P

N

Figure 11.22 Thyristor
structure and circuit symbol

The operation of the thyristor can be explained in an intuitive fashion as fol-
lows. When the voltage vAK is negative (i.e., providing reverse bias), the thyristor
acts just like a conventional pn junction in the off state. When vAK is forward-
biased and a small amount of current is injected into the gate, the thyristor conducts
forward current. The thyristor then continues to conduct (even in the absence of
gate current), provided that vAK remains positive. Figure 11.23 depicts the i-v
curve for the thyristor. Note that the thyristor has two stable states, determined
by the bias vAK and by the gate current. In summary, the thyristor acts as a diode
with a control gate that determines the time when conduction begins.

A somewhat more accurate description of thyristor operation may be pro-
vided if we realize that the four-layer pnpn device can be modeled as a pnp
transistor connected to an npn transistor. Figure 11.24 clearly shows that, phys-
ically, this is a realistic representation. Note that the anode current, iA, is equal
to the emitter current of the pnp transistor (labeled Qp) and the base current of
Qp is equal to the collector current of the npn transistor, Qn. Likewise, the base
current of Qn is the sum of the gate current and the collector current of Qp. The
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Figure 11.23 Thyristor i-v characteristic

behavior of this transistor model is explained as follows. Suppose, initially, iG
and iBn are both zero. Then it follows that Qn is in cutoff, and therefore iCn = 0.
But if iCn = 0, then the base current going into Qp is also zero and Qp is also in
cutoff, and iCp = 0, consistent with our initial assumption. Thus, this is a stable
state, in the sense that unless an external condition perturbs the thyristor, it will
remain off.
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P

N
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 = iCnQp

Qn
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N

N

Figure 11.24 Thyristor
two-transistor model

Now, suppose a small pulse of current is injected at the gate. Then iBn > 0,
and Qn starts to conduct, provided, of course, that vAK > 0. At this point, iCn ,
and therefore iBp , must be greater than zero, so that Qp conducts. It is important
to note that once the gate current has turned Qn on, Qp also conducts, so that
iCP > 0. Thus, even though iG may cease, once this “on” state is reached, iCp = iBn
continues to driveQn so that the on state is also self-sustaining. The only condition
that will cause the thyristor to revert to the off state is the condition in which vAK
becomes negative; in this case, both transistors return to the cutoff state.

In a typical controlled rectifier application, the device is used as a half-wave
rectifier that conducts only after a trigger pulse is applied to the gate. Without
concerning ourselves with how the trigger pulse is generated, we can analyze the
general waveforms for the circuit of Figure 11.25 as follows. Let the voltage vtrigger

be applied to the gate of the thyristor at t = τ . The voltage vtrigger can be a short
pulse, provided by a suitable trigger-timing circuit (Chapter 13 will discuss timing
and switching circuits). At t = τ , the thyristor begins to conduct, and it continues
to do so until the AC source enters its negative cycle. Figure 11.26 depicts the
relevant waveforms.

+
_~ LoadvAC(t)

vtrigger

+

–

iL(t) vL(t)

Figure 11.25 Controlled
rectifier circuit

Note how the DC load voltage is controlled by the firing time τ , according
to the following expression:

〈vL〉 = VL = 1

T

∫ T/2

τ

vAC(t) dt (11.11)

where T is the period of vAC(t). Now, if we let

vAC(t) = A sinωt (11.12)

we can express the average (DC) value of the load voltage

VL = 1

T

∫ T/2

τ

A sinωt dt = (1 + cosωt)
A

2π
(11.13)
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in terms of the firing angle, α, defined as

α = ωτ (11.14)

By evaluating the integral of equation 10.13, we can see that the (DC) load voltage
amplitude depends on the firing angle, α:

VL = (1 + cosα)
A

2π
(11.15)

vtrigger

Vm
vs

–Vm

vo

ωt

ωt

ωt

2ππ

α

Vm

2ππ

0

0

Figure 11.26 Half-wave
controlled rectifier waveforms

The following examples illustrate applications of thyristor circuits.

EXAMPLE 11.6 Thyristor-based Variable Voltage Supply

Problem

Analyze the thyristor-based variable voltage supply shown in Figure 11.27. Determine:
(1) the rms load voltage as a function of the firing angle and (2) the power supplied to the
resistive load at zero firing angle and at firing angles equal to π/2 and π .

Control
circuitry

+
_~

+

–
vL(t)

Control120 V
AC π

2

0 θ

π

iG(t)

iAK(t)

vAK(t)
+

–

Figure 11.27

Solution

Known Quantities: Load resistance.

Find: ṼL, PL|α=0, PL|α=π/2, PL|α=π .

Schematics, Diagrams, Circuits, and Given Data: VAK on = 0 V; RL = 240 �. The
pulsed gate current, iG(t), is timed as shown in Figure 11.28.

Assumptions: The thyristor acts as an ideal diode when on (VAK > 0).
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vS(t)

120 √2

0
ωt

T

I

α

iG(t)

0
ωt

T + α

Figure 11.28

Analysis:

1. Load voltage calculation. As explained in the preceding section, the load voltage
will have the appearance shown in Figure 11.29. The rms value of the load voltage as
a function of the firing angle, α, is therefore computed as follows:

ṼL(α) =
√
(120

√
2)2

2π

∫ π

α

sin2 ωt ′ d(ωt ′)

= (120
√

2)

2

√
1

π

∫ π

α

(1 − cos(2ωt ′))d(ωt ′)

= (120
√

2)

2

√
1 − α

π
+ 1

2
sin(2α)

2. Load power calculation. We can now compute the load power for each of the three
values of α:

PL = Ṽ 2

RL

For α = 0:

PL = Ṽ 2

RL
=

(
120

√
2

2

)2

240
= 30 W;

vL(t)

120 √2

α ωtα

2π

Figure 11.29
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for α = π/2:

PL = Ṽ 2

RL
=

(
120

√
2

2

√
1 − 1

2

)2

240
= 15 W

for α = π :

PL = Ṽ 2

RL
=

(
120

√
2

2

√
1 − 1

)2

240
= 0 W

Comments: Note that no power is wasted when the firing angle is set for zero load
voltage. This would not be the case if a resistive voltage divider were used to adjust the
load voltage.

EXAMPLE 11.7 Automotive Battery Charger

Problem

Qualitatively explain the operation of the automotive battery charger shown in Figure
11.30.

12 V

120 VAC

D1

D2

T1

+

–

D3

R4

Rp

VR

Z

C

R1

R3

T2
+

–

R2

Figure 11.30 Automotive battery charger

Solution

Analysis: The charging circuit is connected to a standard 110-V single-phase supply.
Diodes D1 and D2 form a full-wave rectifier (see Figure 8.42); resistors R1 and R2 and
thyristor T2 form a variable voltage divider.

Assume that thyristor T2 is not in the conducting state and that the anode voltage of
D3 is such that D3 conducts. Then T1 will be fired near the beginning of the positive
half-cycle of the AC source voltage, and its period of conduction will be long, providing a
substantial current to the battery (resistors R4 and Rp are sufficiently large that most of the
current flowing through T1 will go to the battery).

The potentiometer Rp is set so that when the battery voltage is low, the voltage VR is
not sufficient to turn on the Zener diode, Z. Thus, Z is effectively an open circuit, and T2

remains off (recall that we had initially assumed T2 to be off—this confirms the
correctness of the assumption). As the battery charges to a progressively higher value, Z

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw11.htm
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will eventually conduct; when Z conducts, a gate current is injected into T2, which is then
turned on.

When T2 conducts, the voltage across the R2-T2 series connection becomes
significantly lower, because T2 is now nearly a short circuit. Resistors R1 and R2 are
selected so that when T2 conducts, D3 becomes reverse-biased. Once this condition
occurs, T1 is turned off and charging stops. You see that the circuit has built-in
overcharging protection.

EXAMPLE 11.8 Thyristor Circuit

Problem

Determine the value of R on the circuit of Figure 11.31 such that the average load current
through the thyristor is 1 A.

~vS

+

–

R1

T1

RG

iL
R

vt

C

Figure 11.31

Solution

Known Quantities: Resistances and source voltage.

Find: Resistor R such that 〈iL〉 = 1 A.

Schematics, Diagrams, Circuits, and Given Data: vS = 200 V rms, 250 Hz; VAK on = 0
V; R1 = 75 �; RG = 1 k�; C = 1 µF.

Assumptions: The thyristor acts as an ideal diode when on (VAK > 0).

Analysis: Figure 11.32 depicts the relative timing of the source voltage, vS(t), thyristor
current, iL(t), and triggering voltage, vt (t). The expression for the source voltage is:

vS(t) =
√

2 × 200 sin (2π × 250t)

The load current through the 74-� resistor is:

iL(t) =




√
2 × 200

75
sin (2π × 250t) α ≤ ωt ≤ π

0 π ≤ ωt ≤ 2π

and the triggering voltage is:

vt (t) = Vt sin [(2π × 250t)− α]

The triggering voltage will go positive at the desired firing angle, α, thus injecting a
current into the gate of the thyristor, turning it on. Thus, the requirement that the average
load current be equal to 1 A is equivalent to requiring that

〈iL(t)〉 = 1

1π

∫ π

α

√
2 × 200

75
sin
(
2πωt ′

)
d
(
ωt ′
) = 1 A

Performing the integration, we determine that the requirement is
√

2 × 200

2π × 75
(1 + cos(α)) = 1

Solving for α, we find α = 48.23◦.

0

Vm

vs

–Vm

iL

ωt

ωt

2ππα

vC

0

0

πα

ωtπα

Figure 11.32

Now, to determine the value of R, we observe that the AC source voltage appears
across the RC circuit; thus, vt can be computed from an impedance voltage divider by
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using phasor methods:

Vt (jω) =
1

jωC

R + 1

jωC

VS(jω) = VS√
1 + ω2R2C2

∠ − arctan (ωRC) .

We then observe that the phase of Vt (jω) is the firing angle α, and we can therefore
determine α by setting

− arctan(ωRC) = α = 48.23◦

R = tan(α)

ωC
= tan(48.23)

2π × 250 × 10−6
= 713 �

Focus on Computer-Aided Solutions: An Electronics WorkbenchTM simulation of the
circuit analyzed in this example is supplied in the accompanying CD-ROM. You may wish
to experiment with changing the value of R to see its effect on the average load current.

Check Your Understanding
11.2 Using the approximation given in equation 11.8, find the DC and AC load currents
for the circuit of Figure 11.17 if R = 10 �, L = 0.3 H, A = 170 V, and ω = 377 rad/s.

11.3 Calculate the load voltage in Figure 11.26 for A = 100, α = π/3.

11.4 For the circuit in Example 11.6, the input AC voltage is 240 V. Find the rms value
of the load voltage and the power at the firing angle α = π/4.

11.6 ELECTRIC MOTOR DRIVES

The advent of high-power semiconductor devices has made it pos-
sible to design effective and relatively low-cost electronic supplies
that take full advantage of the capabilities of the devices introduced in
this chapter. Electronic power supplies for DC and AC motors have become one
of the major fields of application of power electronic devices. The last section
of this chapter is devoted to an introduction to two families of power supplies,
or electric drives: choppers, or DC-DC converters; and inverters, or DC-AC
converters. These circuits find widespread use in the control of AC and DC motors
in a variety of applications and power ranges.

Before we delve into the discussion of the electronic supplies, it will be
helpful to introduce the concept of quadrants of operation of a drive. Depending
on the direction of current flow, and on the polarity of the voltage, an electronic
drive can operate in one of four possible modes, as indicated in Figure 11.33.

i
III

III IV

v

Reverse
braking

(generation)

Motoring
(forward)

Motoring
(reverse)

Forward
braking

(generation)

Figure 11.33 The four
quadrants of an electric drive

Tm

ωm

Va

Ia

–

+

Figure 11.34 DC
motor

Choppers (DC-DC Converters)

As the name suggests, a DC-DC converter is capable of converting a fixed DC
supply to a variable DC supply. This feature is particularly useful in the control of
the speed of a DC motor (described in greater detail in Chapter 17). In a DC motor,
shown schematically in Figure 11.34, the developed torque, Tm, is proportional

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw11.htm
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to the current supplied to the motor armature, Ia , while the electromotive force
(emf), Ea , which is the voltage developed across the armature, is proportional
to the speed of rotation of the motor, ωm. A DC motor is an electromechanical
energy-conversion system; that is, it converts electrical to mechanical energy (or
vice versa if it is used as a generator). If we recall that the product of torque and
speed is equal to power in the mechanical domain, and that current times voltage
is equal to power in the electrical domain, we conclude that in the ideal case of
complete energy conversion, we have

Ea × Ia = Tm × ωm (11.16)

Naturally, such ideal energy conversion cannot take place; however we can see
that there is a correspondence between the four electrical quadrants of Figure
11.33 and the mechanical power output of the motor: namely, if the voltage and
current are both positive or both negative, the electrical power will be positive,
and so will the mechanical power. This corresponds to the forward (i, v both
positive) and reverse (i, v both negative) motoring operation. Forward motoring
corresponds to quadrant I, and reverse motoring to quadrant III in Figure 11.33.
If the voltage and current are of opposite polarity (quadrants II and IV), electrical
energy is flowing back to the electric drive; in mechanical terms this corresponds
to a braking condition. Operation in the fourth quadrant can lead to regenerative
braking, so called because power is regenerated by making current flow back to
the source. This mode could be useful, for example, to recharge a battery supply,
because the braking energy can be regenerated by returning it to the electric supply.

A simple circuit that can accomplish the task of providing a variable DC
supply from a fixed DC source is the step-down chopper (buck converter), shown
in Figure 11.35. The circuit consists of a “chopper” switch, denoted by the symbol
S, and a free-wheeling diode, such as the one described in Section 11.5. The switch
can be any of the power switches described in this chapter, for example, a power
BJT or MOSFET, or a thyristor; see, for example, the BJT switch of Figure 11.4.
The circuit to the right of the diode is a model of a DC motor, including the
inductance and resistance of the armature windings, and the effect of the back emf
Ea . When the switch is turned on (say, at t = 0), the supply VS is connected to the
load and vo = VS . The load current, io, is determined by the motor parameters.
When the switch is turned off, the load current continues to flow through the free-
wheeling diode, but the output voltage is now vo = 0. At time T , the switch is
turned on again, and the cycle repeats.

Tm

ωm

vo

–

+

S

Chopper

io

Ea

La

RaVS

–

+

–

+

Figure 11.35 Step-down
chopper (buck converter)

Figure 11.36 depicts the vo and io waveforms. The average value of the
output voltage, 〈vo〉, is given by the expression

〈vo〉 = t1

T
VS = δVS (11.17)

where δ is the duty cycle of the chopper. The step-down chopper has a useful
range

0 ≤ 〈vo〉 ≤ VS (11.18)
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< io>

<vo>

0 Tt1

0

Figure 11.36 Step-down
chopper waveforms
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Figure 11.37 Step-up
chopper (boost converter)

It is also possible to increase the range of a DC-DC converter to above the
supply voltage by making use of the energy-storage properties of an inductor;
the resulting circuit is shown in Figure 11.37. When the chopper switch, S, is
on, the supply current flows through the inductor and the closed switch, storing
energy in the inductor; the output voltage, vo, is zero, since the switch is a short
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circuit. When the switch is open, the supply current will flow through the load via
the diode; but the inductor voltage is negative during the transient following the
opening of the switch and therefore adds to the source voltage: the energy stored
in the inductor while the switch was closed is now released and transferred to the
load. This stored energy makes it possible for the output voltage to be higher than
the supply voltage for a finite period of time.

To maintain a constant average load current, the current increase between 0
and t1 must equal the current decrease from t1 to T . Therefore,

1

L

∫ t1

0
Vs dt = 1

L

∫ T

t1

(〈vo〉 − Vs) dt (11.19)

from which we can calculate

〈vo〉t1 = (〈vo〉 − Vs) (T − t1). (11.20)

This results in an average output voltage given by the expression

〈vo〉 = T

1 − t1Vs = 1

1 − t1
T

Vs = 1

1 − δ Vs ≥ Vs. (11.21)

Since the duty cycle, δ, is always less than 1, the theoretical range of the supply is

VS ≤ 〈vo〉 <∞ (11.22)

The waveforms for the boost converter are shown in Figure 11.38.

<vo>
VS

vo(t)

t

Figure 11.38 Step-up
chopper output voltage waveform
(ideal)

A step-up chopper can also be used to provide regenerative braking: if the
“supply” voltage is the motor armature voltage and the output voltage is the fixed
DC supply (battery) voltage, then power can be made to flow from the motor to
the DC supply (i.e., recharging the battery). This configuration is shown in Figure
11.39.
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Figure 11.39 Step-up
chopper used for regenerative
braking
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Finally, the operation of the step-down and step-up choppers can be com-
bined into a two-quadrant chopper, shown in Figure 11.40. The circuit shown
schematically in Figure 11.40 can provide both regenerative braking and motor-
ing operation in a DC motor. When switch S2 is open, and switch S1 serves as a
chopper, the circuit operates as a step-down chopper, precisely as was described
earlier in this section (convince yourself of this by redrawing the circuit with S2

and D2 replaced by open circuits). Thus, the drive and motor operate in the first
quadrant (motoring operation). The output voltage, vo, will switch between VS
and zero, as shown in Figure 11.36, and the load current will flow in the direction
indicated by the arrow in Figure 11.40; diodeD1 free-wheels whenever S1 is open.
Since both output voltage and current are positive, the system operates in the first
quadrant.

When switch S1 is open and switch S2 serves as a chopper, the circuit resem-
bles a step-up chopper. The source is the motor emf,Ea , and the load is the battery;
this is the situation depicted in Figure 11.39. The current will now be negative,
since the sum of the motor emf and the voltage across the inductor (corresponding
to the energy stored during the “on” cycle of S2) is greater than the battery voltage.
Thus, the drive operates in the fourth quadrant.

Examples 11.9, 11.10 and 11.11 illustrate the operation of choppers as DC
motor supplies.
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EXAMPLE 11.9 Operation of Step-Down Chopper (Buck
Converter)

Problem

Simulate the step-down chopper of Figure 11.35 and verify numerically that the average
output voltage is given by equation 11.17.

Solution

Known Quantities: Source voltage; load resistance and inductance; motor
characteristics.

Find: 〈vo〉.
Schematics, Diagrams, Circuits, and Given Data: VS = 220 V; Ra = 0.3 �; La =
15 mH; kaφ = 0.0167 V−s

rev ; N = 0 − 2,000 rev/min, Ia = 25 A.

Focus on Computer-Aided Solutions: The analysis of this design has been conducted in
simulation, using Electronics WorkbenchTM. The simulation of this circuit may be found
in the accompanying CD-ROM.

EXAMPLE 11.10 Operation of Step-Up Chopper (Boost
Converter)

Problem

Simulate the step-up chopper of Figure 11.37 and verify numerically that the average
output voltage is given by equation 11.22.

Solution

Known Quantities: Source voltage; source series inductance; load resistance and
inductance; motor characteristics.

Find: 〈vo〉.
Schematics, Diagrams, Circuits, and Given Data: VS = 220; LS = 1 H; Ra = 0.3 �;
La = 15 mH; kaφ = 0.0167 v−srev ; N = 0 − 2,000 rev/min.

Focus on Computer-Aided Solutions: The analysis of this design has been conducted in
simulation, using Electronics WorkbenchTM. The simulation of this circuit may be found
in the accompanying CD-ROM.

EXAMPLE 11.11 Two-Quadrant Chopper

Problem

1. Determine the turn-on time of the chopper of Figure 11.40 in the motoring mode if
n = 500 rev/min and io = 90 A. Also determine the power absorbed by the motor
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armature winding; the power absorbed by the motor; and the power delivered by the
source.

2. Determine the turn-on time of the chopper in the regenerative mode if n = 380
rev/min and io = −90 A. Also determine the power absorbed by the motor armature
winding, the power absorbed by the motor, and the power delivered by the source.

Solution

Known Quantities: Supply voltage; motor parameters; chopping frequency armature
resistance and inductance.

Find: For each of the two cases: t1; Pa ; Pm; PS .

Schematics, Diagrams, Circuits, and Given Data:

1. VS = 120 V; Ea = 0.1n; Ra = 0.2 �; 1/T = chopping frequency = 300 Hz.

2. VS = 120 V; Ea = 0.1n; Ra = 0.2 �; LS → ∞; 1/T = chopping frequency =
300 Hz.

Assumptions: The switches in the chopper of Figure 11.40 act as ideal switches.
Assume that the motor inductance is sufficiently small to be neglected in the calculations
(i.e., assume a short circuit).

Analysis:

1. Analysis of motoring operation. To analyze motoring operation of the chopper, we
refer to Figure 11.35 and apply KVL to the motor side:

〈vo〉 = RaIa + Ea = Ra 〈io〉 + 0.1n = 0.2 × 90 + 0.1 × 500 = 68 V

From equation 11.17 we can then compute the duty cycle of the chopper, δ:

δ = t1

T
= 〈vo〉
VS

= 68

120
= 0.567

Since the chopping frequency is 300 Hz, we can compute t1:

t1 = T

δ
= 1

300 × 0.567
= 1.89 ms

The power absorbed by the armature is:

Pa = RaI 2
a = Ra 〈io〉2 = 0.2 × 902 = 1.62 kW

The power absorbed by the motor is:

Pm = EaIa = 0.1n× 〈io〉 = 0.1 × 500 × 90 = 4.5 kW

The power delivered by the voltage supply is:

PS = δVS 〈io〉 = 0.567 × 120 × 90 = 6.12 kW

2. Analysis of regenerative operation. To analyze regenerative operation of the chopper,
we refer to Figure 11.37 and apply KVL to the motor side, noting that now the
current is flowing in the reverse direction:

〈vo〉 = RaIa + Ea = Ra 〈io〉 + Ea = −90 × 0.2 + 0.1 × 380 = 20 V

We now turn to equation 11.22, and observe that in this equation the motor acts as the
source, and the supply voltage as the load, thus:

VS = 1

1 − t1
T

〈vo〉 or 120 = 1

1 − 300t1
20
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We can then compute t1 = 2.8 ms from the above equation. The duty cycle for the
step-up chopper is now:

δ = t1

T
= 5

6
= 0.833

The power absorbed by the armature is:

Pa = RaI 2
a = Ra 〈io〉2 = 0.2 × (−90)2 = 1.62 kW

The power absorbed by the motor will now be negative, since current is flowing in
the reverse direction; the motor is in fact generating power:

Pm = EaIa = 0.1n× 〈io〉 = 0.1 × 380 × (−90) = −3.42 kW

The power delivered by the voltage supply is:

PS = δVS 〈io〉 = 0.567 × 120 × (−90) = −1.8 kW

This power is negative because the supply is actually absorbing power, not delivering
it.

Comments:

1. Note that the sum of the motor and armature power losses is equal to the power
delivered by the source; this is to be expected, since we have assumed ideal (lossless)
switches. In a practical chopper, the chopping circuit would actually absorb power;
heat dissipation is therefore an important issue in the design of choppers. This
chopper operates in quadrant I (see Figure 11.40).

2. Note that in the regenerative case the equivalent duty cycle is greater than 1. Note
also that now the power absorbed by the motor is a negative quantity; that is, the
motor delivers power to the rest of the circuit. However, the power absorbed by the
armature resistance is still a positive quantity because the armature resistance
dissipates power regardless of the direction of the current flow through it. Here VS
might, for example, represent a battery pack in an electric vehicle, which would be
recharged at the rate of 1.8 kW. The source of energy capable of producing this
power is the inertial energy stored in the vehicle: when the vehicle decelerates, this
mechanical energy causes the electric motor to act as a generator (see Chapter 17),
producing the 90-ampere current in the reverse direction. This chopper operates in
quadrant IV (see Figure 11.40).

D1

D2

S1

S2

+

– vo

Load

VS

2

+

–

VS

2

+–

io

Figure 11.41 Half-bridge
voltage source inverter

Inverters (DC-AC Converters)

As will be explained in Chapter 17, variable-speed drives for AC motors require
a multiphase variable-frequency, variable-voltage supply. Such drives are called
DC-AC converters, or inverters. Inverter circuits can be quite complex, so the
objective of this section is to present a brief introduction to the subject, with the
aim of illustrating the basic principles. A voltage source inverter (VSI) converts
the output of a fixed DC supply (e.g., a battery) to a variable-frequency AC supply.
Figure 11.41 depicts a half-bridge VSI; once again, the switches can be either
bipolar or MOS transistors, or thyristors. The operation of this circuit is as follows.
When switch S1 is turned on, the output voltage is in the positive half-cycle, and
vo = VS/2. To generate the negative half-cycle, switch S2 is turned on, and
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vo = −VS/2. The switching sequence of S1 and S2 is shown in Figure 11.42. It is
important that each switch be turned off before the other is turned on; otherwise, the
DC supply would be short-circuited. Since the load is always going to be inductive
in the case of a motor drive, it is important to observe that the load current, io, will
lag the voltage waveform, as shown in Figure 11.42. As shown in this figure, there
will be some portions of the cycle in which the voltage is positive but the current
is negative. The function of diodes D1 and D2 is precisely to conduct the load
current whenever it is of direction opposite to the polarity of the voltage. Without
these diodes, there would be no load current in this case. Figure 11.42 also shows
which element is conducting in each portion of the cycle.

S1

T/2

D1

D2

VS

2
vo

T0
S2

T/2 T0

–VS

2

io

S2

S1

0
T/2 T

Figure 11.42 Half-bridge
voltage source inverter
waveforms

A full-bridge version of the VSI can also be designed as shown in Figure
11.43; the associated output voltage waveform is shown in Figure 11.44. The
operation of this circuit is analogous to that of the half-bridge VSI; switches S1

and S2 are fired during the first half-cycle, and switches S3 and S4 during the second
half. Note that the full-bridge configuration allows the output voltage to swing
from VS to −VS . The diodes provide a path for the load current whenever the load
voltage and current are of opposite polarity.

D1

D4

S1

S4

+

–
VS

io

D3

D2

S3

S2

+ –vo

Load

Figure 11.43 Full-bridge voltage source inverter
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vo

–VS

0
T/2 T

Figure 11.44 Half-bridge
voltage source inverter output
voltage waveform

A three-phase version of the VSI is shown in Figure 11.45. Once again,
the operation is analogous to that of the VSI circuits just presented. The related
waveforms are shown in Figure 11.46. The top three waveforms depict the pole
voltages, which are referenced to the DC supply neutral point, o. The pole voltages
are obtained by firing the switchesS1 throughS6 at appropriate times. For example,
if S1 is fired at ωt = 0, then pole a is connected to the positive side of the DC
supply, and vao = VS/2; if S4 is subsequently turned on at ωt = π , then pole a
is connected to the negative side of the DC supply, and vao = −VS/2. The other
pairs of switches are then fired in an analogous sequence, shifted by 120 electrical
degrees with respect to each other, to obtain the waveforms shown in the top three
graphs of Figure 11.46. The line voltages are obtained from the pole voltages
using the following relations:

vab = vao − vbo
vbc = vco − vco
vca = vco − vao

(11.23)

and are shown in the second set of three diagrams in Figure 11.46. These are also
phase-shifted by 120◦. Now, we can also express the pole voltages in terms of the
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load phase voltages, van, vbn, and vcn:

vao = van − vno
vbo = vbn − vno
vco = vcn − vno

(11.24)

and since we must have van + vbn + vcn = 0 for balanced operation (see Chapter
7), we can derive the following relationship for the DC supply neutral (o) to load
neutral (n) voltage:

vno = vao + vbo + vco
3

(11.25)

This voltage is also shown to be a square wave switching three times as fast as the
inverter output voltage. Finally, to obtain the phase voltages, we make use of the
relations

van = vao − vno = 2
3vao − 1

3 (vbo + vco)
vbn = vbo − vno = 2

3vbo − 1
3 (vao + vco)

vcn = vco − vno = 2
3vbo − 1

3 (vao + vbo)
(11.26)

Only one phase voltage, van, is shown in the picture; however, it is straightforward
to construct the other two phase voltages using equation 11.26. Note that the load
phase voltage waveform shown in Figure 11.46 is a coarse stepwise approximation
of a sinusoidal waveform; the corresponding load current, ia , is a filtered version
of the load voltage, since the load is inductive in nature, and is therefore some-
what smoothed with respect to the voltage waveform. The discontinuous nature
of these waveforms creates a significant higher harmonic spectrum (see the box
“Fourier Analysis” in Chapter 6), at frequencies that are integer multiples of the
inverter output frequency; this is an unavoidable property of all inverters that em-
ploy switching circuits, but the problem can be reduced by using more complex
switching schemes. Another major shortcoming of this AC supply is that if the
DC supply is fixed, the amplitude of the inverter output is fixed.
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The VSI circuit described in the foregoing paragraphs can provide a variable-
frequency supply provided that the commutation frequency of the electronic
switches can be varied. Thus, in general, it is necessary to also provide the ca-
pability for timing circuits that can provide variable switching rates; this is often
accomplished with a microprocessor (discussed in Chapter 14).

The limitations of the VSI of Figure 11.45 can be overcome with the use of
more advanced switching schemes, such as pulse-width modulation (PWM) and
sinusoidal PWM. The complexity of these schemes is beyond the scope of this book,
and the interested reader is invited to explore a more advanced power electronics
text to learn about advanced inverter circuits. We shall simply mention that it is
possible to significantly reduce the harmonic content of the inverter waveforms
and to provide variable-frequency, variable-amplitude, three-phase supplies for
AC motors by means of power switching circuits under microprocessor control.
These advances are finding a growing field of application in the electric vehicle
arena. This subject is approached again in Chapter 17.

Conclusion

• Power electronic devices can handle up to a few thousand volts and up to several
hundred amperes and have a host of industrial applications. Various families of
power electronic circuits and their application were discussed in this
chapter.

• Voltage regulators are used in DC power supplies to provide a stable DC voltage
output. The principal element of a voltage regulator is the Zener
diode.

• Transistors find application both as power amplifiers and as switches; BJTs,
MOSFETs, and IGBTs are all commonly employed, especially for switching
functions. Each of these devices offers specific advantages, such as greater
current capability, or faster response. Device technology is rapidly improving,
especially among power MOSFETs.

• Power diodes and various types of thyristors find widespread application in
rectifiers and controlled rectifiers, both for single- and three-phase circuits.
Rectifiers are a necessary element of DC power supplies; controlled rectifiers also
find application as DC motor drives and in many other variable-voltage
applications.

• Electric motor drives based on power electronic devices allow for the
implementation of sophisticated motor controls. DC motor drives include
controlled regulators and choppers (DC-DC converters), while AC motor drives
consist of inverter circuits (DC-AC converters). Both of the latter circuits make
extensive use of high-power switching elements, such as MOSFETs, thyristors,
BJTs, and IGBTs.

CHECK YOUR UNDERSTANDING ANSWERS

CYU 11.1 P = 1.3 W

CYU 11.2 IL = 5.4 A; IAC = 0.75 A; α = 84.95◦

CYU 11.3 VL = 23.87 V

CYU 11.4 120 V, 60 W
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HOMEWORK PROBLEMS

Section 1: Regulators and Rectifiers

11.1 Repeat Example 11.1 for a 7-V Zener diode.

11.2 For the current regulator circuit shown in Figure
P11.2, find the expression for RS .

RS Constant current

Zener

DC

R

Figure P11.2

11.3 For the shunt-type voltage regulator shown in
Figure P11.3, find the expression for the output
voltage, Vout.

RS

Zener

DC Vout

Figure P11.3

11.4 For the circuit shown in Figure 11.17, if the LR
load is replaced by a capacitor, draw the output
waveform and label the values.

11.5 Draw vL(t) and label the values for the circuit in
Figure 11.17 if the diode forward resistance is 50 �,
the forward bias voltage is 0.7 V, and the load consists
of a resistor R = 10 � and an inductor L = 2 H.

11.6 For the circuit shown in Figure P11.6, vAC is a
sinusoid with 10-V peak amplitude, R = 2 k�, and the
forward-conducting voltage of D is 0.7 V.
a. Sketch the waveform of vL(t).
b. Find the average value of vL(t).

+
_~vAC

D
+

–

R vL(t)

Figure P11.6

11.7 A vehicle battery charge circuit is shown in Figure
P11.7. Describe the circuit, and draw the output
waveform (L1 and L2 represent the inductances of the
windings of the alternator).

D1

vAC

Vbatt

+

–

D2

L1

+
_~

L2

Figure P11.7

11.8 Repeat Example 11.2 for α = π/3 and π/6.

11.9 The circuit shown in Figure P11.9 is a speed control
system for a DC motor. Assume that the thyristors are
fired at α = 60◦ and that the motor current is 20 A and
is ripple free. The supply is 110 VAC (rms).
a. Sketch the output voltage waveform, vo.
b. Compute the power absorbed by the motor.
c. Determine the volt-amperes generated by the

supply.

vAC

D1 D2

S1 S2

vo

+

–

i

Figure P11.9

11.10 A full wave, single-phase controlled rectifier is
used to control the speed of a DC motor. The circuit is
similar to that of Figure 11.2, except for replacing the
resistive load with a DC motor. The motor operates at
110 V and absorbs 4 kW of power. The AC supply is
80 V, 60 Hz. Assume that the motor inductance is very
large (i.e., the motor current is ripple free), and that the
motor constant is 0.055 V/rev/min. If the motor runs at
1,000 rev/min at rated current:
a. Determine the firing angle of the converter.
b. Determine the rms value of the supply current.



528 Chapter 11 Power Electronics

11.11 For the light dimmer circuit of Example 11.2,
determine the load power at firing angles α = 0◦, 30◦,
60◦, 90◦, 120◦, 150◦, 180◦, and plot the load power as a
function of α.

11.12 In the circuit shown in Figure P11.12, if:

VL = 10 V Vr = 10% = 1 V

IL = 650 mA vline = 170 cos(ωt)

ω = 2,513 rad/s

and if the diodes are fabricated from silicon, determine
the conduction angle of the diodes.

iL

C
RL

Vline

+

–
Vs

D4 D1

D3 D2

1:n

+

–
VL

+

–

~ ~

Figure P11.12

11.13 Assume that the conduction angle of the silicon
diodes shown in the circuit of Figure P11.13 is:

φ = 23◦

vs1(t) = vs2(t) = 8 cos(ωt) V

ω = 377 rad/s RL = 20 k�

C = 0.5 µF

Determine the rms value of the ripple voltage.
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C RL
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–
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1:n
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VL

+

–~
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Figure P11.13

11.14 The diodes in the full-wave DC power supply
shown in Figure P11.12 are silicon. If:

IL = 85 mA VL = 5.3 V

Vr = 0.6 V ω = 377 rad/s

vline = 156 cos(ωt) V

C = 1,023 µF

φ = Conduction angle = 23.90◦

determine the value of the average and peak current
through each diode.

11.15 The diodes in the full-wave DC power supply
shown in Figure P11.13 are silicon. If:

IL = 600 mA VL = 50 V

Vr = 8% = 4 V vline = 170 cos(ωt) V

determine the value of the conduction angle for the
diodes and the average and peak current through the
diodes. The load voltage waveform is shown in Figure
P11.15.

wt
wt2

vL(t)

VM

VLMIN

2ππ

Figure P11.15

Section 2: Choppers
and DC Motor Supplies

11.16 The chopper of Figure 11.35 is used to control
the speed of a DC motor. Let the supply voltage be
120 V and the armature resistance of the motor be
0.15 �. The motor back emf constant is 0.05
V/rev/min and the chopper frequency is 250 Hz.
Assume that the motor current is free of ripple and
equal to 125 A at 120 rev/min.
a. Determine the duty cycle of the chopper, δ, and the

chopper on time, t1.
b. Determine the power absorbed by the motor.
c. Determine the power generated by the supply.

11.17 The circuit of Figure 11.39 is used to provide
regenerative braking in a traction motor. The motor
constant is 0.3 V/rev/min and the supply voltage is 600
V. The armature resistance is Ra = 0.2 �. If the motor
speed is 800 rev/min and the motor current is 300 A:
a. Determine the duty cycle, δ, of the chopper.
b. Determine the power fed back to the supply

(battery).

11.18 For the two-quadrant chopper of Figure 10.40,
assume that thyristors S1 and S2 are turned on for time
t1 and off for time T − t1(T is the chopping period).
Derive an expression for the average output voltage in
terms of the supply voltage, VS , and the duty cycle, δ.

11.19 A step-up chopper is powered by an ideal 100-V
battery pack. The load voltage waveform consists of
rectangular pulses with “on” time = 1 ms and period
equal to 2.5 ms. Calculate the average and rms value
of the chopper supply voltage.

11.20 A buck converter connected to a 100-V battery
pack supplies an R-L load with R = 0.5 � and L =
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1 mH. The switch (a thyristor) is switched “on” for 1
ms and the period of the switching waveform is 3 ms.
Calculate the average value of the load voltage and the
power supplied by the battery.

11.21 The converter of Problem 11.21 is used to supply
a separately excited DC motor with Ra = 0.2 � and
La = 1 mH. At the lowest speed of operation, the back
emf, Ea , is equal to 10 V. Calculate the average value
of the load current and voltage for this condition if the
switching period is 3 ms and the duty cycle is 1/3.

11.22 A separately excited DC motor with
Ra = 0.33 � and La = 15 mH is controlled by a DC
chopper in the range 0–2,000 rev/min. The DC supply
is 220 V. If the load torque is constant, and requires an
average armature current of 25 A, calculate the duty
cycle required if the motor armature constant is
Kaφ = 0.00167 V-s/rev.

11.23 A separately excited DC motor is rated at 10 kW,
240 V, 1,000 rev/min, and is supplied by a single-phase

controlled bridge rectifier. The power supply is
sinusoidal and rated at 240 V, 60 Hz. The motor
armature resistance is 0.42 �, and the motor constant
is Ka = 2 V-s/rad. Calculate the speed, power factor,
and efficiency for SCR firing angles α = 0◦ and 20◦ if
the load torque is constant. Assume that additional
inductance is present to ensure continuous conduction.

11.24 A separately excited DC motor is rated at 10 kW,
300 V, 1,000 rev/min, and is supplied by a three-phase
controlled bridge rectifier. The power supply is
sinusoidal and rated at 220 V, 60 Hz. The motor
armature resistance is 0.2 �, and the motor constant is
Ka = 1.38 V-s/rad. The motor delivers rated power at
α = 0◦. Calculate the speed, power factor, and
efficiency for a firing angles α = 30◦ if the load torque
is constant. Assume that additional inductance is
present to ensure continuous conduction.



530



531

C H A P T E R

12

Operational Amplifiers

n this chapter we analyze the properties of the ideal amplifier and explore the fea-
tures of a general-purpose amplifier circuit known as the operational amplifier.
Understanding the gain and frequency response properties of the operational
amplifier is essential for the user of electronic instrumentation. Fortunately,

the availability of operational amplifiers in integrated circuit form has made the
task of analyzing such circuits quite simple. The models presented in this chapter
are based on concepts that have already been explored at length in earlier chap-
ters, namely, Thévenin and Norton equivalent circuits and frequency response
ideas.

Mastery of operational amplifier fundamentals is essential in any practical
application of electronics. This chapter is aimed at developing your understanding
of the fundamental properties of practical operational amplifiers. A number of
useful applications are introduced in the examples and homework problems. Upon
completion of the chapter, you should be able to:

• Analyze and design simple signal-conditioning circuits based on op-amps.
• Analyze and design simple active filters.
• Understand the operation of analog computers.
• Assess and understand the practical limitations of operational amplifiers.
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12.1 AMPLIFIERS

One of the most important functions in electronic instrumentation is that of am-
plification. The need to amplify low-level electrical signals arises frequently in
a number of applications. Perhaps the most familiar use of amplifiers arises in
converting the low-voltage signal from a cassette tape player, a radio receiver, or a
compact disk player to a level suitable for driving a pair of speakers. Figure 12.1
depicts a typical arrangement. Amplifiers have a number of applications of inter-
est to the non–electrical engineer, such as the amplification of low-power signals
from transducers (e.g., bioelectrodes, strain gauges, thermistors, and accelerom-
eters) and other, less obvious functions that will be reviewed in this chapter—for
example, filtering and impedance isolation. We turn first to the general features
and characteristics of amplifiers, before delving into the analysis of the operational
amplifier.

CD player

Source Speakers
load

Amplifier

Figure 12.1 Amplifier in audio system

Ideal Amplifier Characteristics

The simplest model for an amplifier is depicted in Figure 12.2, where a signal,
vS(t), is shown being amplified by a constant factor A, called the gain of the
amplifier. Ideally, the load voltage should be given by the expression

vL(t) = AvS(t) (12.1)

Note that the source has been modeled as a Thévenin equivalent, and the load as
an equivalent resistance. Thévenin’s theorem guarantees that this picture can be
representative of more complex circuits. Hence, the equivalent source circuit is the
circuit the amplifier “sees” from its input port; and RL, the load, is the equivalent
resistance seen from the output port of the amplifier.

Gain, AvS(t)

RS

+

–

Source Amplifier Load

+
_ vL(t)RL

Figure 12.2 A voltage
amplifier

+
_

Avin
+
_ Rin

Rout

vin

+

–

RS

vS
RL

+

–

vL

Figure 12.3 Simple voltage
amplifier model

What would happen if the roles were reversed? That is, what does the source
see when it “looks” into the input port of the amplifier, and what does the load see
when it “looks” into the output port of the amplifier? While it is not clear at this
point how one might characterize the internal circuitry of an amplifier (which is
rather complex), it can be presumed that the amplifier will act as an equivalent load
with respect to the source, and as an equivalent source with respect to the load.
After all, this is a direct application of Thévenin’s theorem. Figure 12.3 provides
a pictorial representation of this simplified characterization of an amplifier. The
“black box” of Figure 12.2 is now represented as an equivalent circuit with the
following behavior. The input circuit has equivalent resistance Rin, so that the
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input voltage, vin, is given by

vin = Rin

RS + Rin
vS (12.2)

The equivalent input voltage seen by the amplifier is then amplified by a constant
factor,A. This is represented by the controlled voltage sourceAvin. The controlled
source appears in series with an internal resistor,Rout, denoting the internal (output)
resistance of the amplifier. Thus, the voltage presented to the load is

vL = Avin
RL

Rout + RL (12.3)

or, substituting the equation for vin,

vL =
(
A

Rin

RS + Rin

RL

Rout + RL

)
vS (12.4)

In other words, the load voltage is an amplified version of the source voltage.
Unfortunately, the amplification factor is now dependent on both the source

and load impedances, and on the input and output resistance of the amplifier. Thus,
a given amplifier would perform differently with different loads or sources. What
are the desirable characteristics for a voltage amplifier that would make its per-
formance relatively independent of source and load impedances? Consider, once
again, the expression for vin. If the input resistance of the amplifier, Rin, were very
large, the source voltage, vS , and the input voltage, vin, would be approximately
equal:

vin ≈ vS (12.5)

since

lim
Rin→∞

(
Rin

Rin + RS

)
= 1 (12.6)

By an analogous argument, it can also be seen that the desired output resistance
for the amplifier, Rout, should be very small, since for an amplifier with Rout = 0,
the load voltage would be

vL = Avin (12.7)

Combining these two results, we can see that as Rin approaches infinity and Rout

approaches zero, the ideal amplifier magnifies the source voltage by a factor of A:

vL = AvS (12.8)

just as was indicated in the “black box” amplifier of Figure 12.2.
Thus, two desirable characteristics for a general-purpose voltage amplifier

are a very large input impedance and a very small output impedance. In the
next sections it will be shown how operational amplifiers provide these desired
characteristics.

12.2 THE OPERATIONAL AMPLIFIER

An operational amplifier is an integrated circuit, that is, a large collection of
individual electrical and electronic circuits integrated on a single silicon wafer.
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An operational amplifier—or op-amp—can perform a great number of operations,
such as addition, filtering, or integration, which are all based on the properties of
ideal amplifiers and of ideal circuit elements. The introduction of the operational
amplifier in integrated circuit form marked the beginning of a new era in modern
electronics. Since the introduction of the first IC op-amp, the trend in electronic
instrumentation has been to move away from the discrete (individual-component)
design of electronic circuits, toward the use of integrated circuits for a large num-
ber of applications. This statement is particularly true for applications of the type
the non–electrical engineer is likely to encounter: op-amps are found in most mea-
surement and instrumentation applications, serving as extremely versatile building
blocks for any application that requires the processing of electrical signals.

In the following pages, simple circuit models of the op-amp will be intro-
duced. The simplicity of the models will permit the use of the op-amp as a circuit
element, or building block, without the need to describe its internal workings in
detail. Integrated circuit technology has today reached such an advanced stage of
development that it can be safely stated that for the purpose of many instrumen-
tation applications, the op-amp can be treated as an ideal device. Following the
introductory material presented in this chapter, more advanced instrumentation
applications will be explored in Chapter 15.

The Open-Loop Model

The ideal operational amplifier behaves very much as an ideal difference am-
plifier, that is, a device that amplifies the difference between two input voltages.
Operational amplifiers are characterized by near-infinite input resistance and very
small output resistance. As shown in Figure 12.4, the output of the op-amp is an
amplified version of the difference between the voltages present at the two inputs:1

vout = AV (OL)(v
+ − v−) (12.9)

The input denoted by a positive sign is called the noninverting input (or termi-
nal), while that represented with a negative sign is termed the inverting input
(or terminal). The amplification factor, or gain, AV (OL), is called the open-loop
voltage gain and is quite large by design, typically of the order of 105 to 107; it
will soon become apparent why a large open-loop gain is a desirable characteris-
tic. Together with the high input resistance and low output resistance, the effect
of a large amplifier open-loop voltage gain, AV (OL), is such that op-amp circuits
can be designed to perform very nearly as ideal voltage or current amplifiers. In
effect, to analyze the performance of an op-amp circuit, only one assumption will
be needed: that the current flowing into the input circuit of the amplifier is zero,
or

iin = 0 (12.10)

This assumption is justified by the large input resistance and large open-loop gain
of the operational amplifier. The model just introduced will be used to analyze
three amplifier circuits in the next part of this section.

1The amplifier of Figure 12.4 is a voltage amplifier; another type of operational amplifier, called a
current or transconductance amplifier, is described in the homework problems.

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw12.htm
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The Operational Amplifier in the Closed-Loop Mode
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Figure 12.5 Inverting
amplifier

The Inverting Amplifier

One of the more popular circuit configurations of the op-amp, because of its sim-
plicity, is the so-called inverting amplifier, shown in Figure 12.5. The input signal
to be amplified is connected to the inverting terminal, while the noninverting ter-
minal is grounded. It will now be shown how it is possible to choose an (almost)
arbitrary gain for this amplifier by selecting the ratio of two resistors. The analysis
is begun by noting that at the inverting input node, KCL requires that

iS + iF = iin (12.11)

The current iF , which flows back to the inverting terminal from the output, is
appropriately termed feedback current, because it represents an input to the am-
plifier that is “fed back” from the output. Applying Ohm’s law, we may determine
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each of the three currents shown in Figure 12.5:

iS = vS − v−

RS
iF = vout − v−

RF
iin = 0 (12.12)

(the last by assumption, as stated earlier). The voltage at the noninverting input,
v+, is easily identified as zero, since it is directly connected to ground: v+ = 0.
Now, the open-loop model for the op-amp requires that

vout = AV (OL)(v
+ − v−) = −AV (OL)v

− (12.13)

or

v− = − vout

AV (OL)
(12.14)

Having solved for the voltage present at the inverting input, v−, in terms of vout,
we may now compute an expression for the amplifier gain, vout/vS . This quantity
is called the closed-loop gain, because the presence of a feedback connection
between the output and the input constitutes a closed loop.2 Combining equations
12.11 and 12.12, we can write

iS = −iF (12.15)

and
vS

RS
+ vout

AV (OL)RS
= −vout

RF
− vout

AV (OL)RF
(12.16)

leading to the expression

vS

RS
= −vout

RF
− vout

AV (OL)RF
− vout

AV (OL)RS
(12.17)

or

vS = −vout

(
1

RF/RS
+ 1

AV (OL)RF /RS
+ 1

AV (OL)

)
(12.18)

If the open-loop gain of the amplifier, AV (OL), is sufficiently large, the terms
1/(AV (OL)RF /RS) and 1/AV (OL) are essentially negligible, compared with
1/(RF /RS). As stated earlier, typical values of AV (OL) range from 105 to 107,
and thus it is reasonable to conclude that, to a close approximation, the following
expression describes the closed-loop gain of the inverting amplifier:

vout = −RF
RS
vS Inverting amplifier closed-loop gain (12.19)

That is, the closed-loop gain of an inverting amplifier may be selected simply
by the appropriate choice of two externally connected resistors. The price for this
extremely simple result is an inversion of the output with respect to the input—that
is, a negative sign.

2This terminology is borrowed from the field of automatic controls, for which the theory of
closed-loop feedback systems forms the foundation.
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Next, we show that by making an additional assumption it is possible to
simplify the analysis considerably. Consider that, as was shown for the inverting
amplifier, the inverting terminal voltage is given by

v− = − vout

AV (OL)
(12.20)

Clearly, as AV (OL) approaches infinity, the inverting-terminal voltage is going to
be very small (practically, of the order of microvolts). It may then be assumed that
in the inverting amplifier, v− is virtually zero:

v− ≈ 0 (12.21)

This assumption prompts an interesting observation (which may not yet appear
obvious at this point):

The effect of the feedback connection from output to inverting input is to
force the voltage at the inverting input to be equal to that at the
noninverting input.

This is equivalent to stating that for an op-amp with negative feedback,

v− ≈ v+ (12.22)

The analysis of the operational amplifier can now be greatly simplified if the
following two assumptions are made:

1. iin = 0

2. v− = v+ (12.23)

This technique will be tested in the next subsection by analyzing a noninverting am-
plifier configuration. Example 12.1 illustrates some simple design considerations.

Why Feedback?

Why is such emphasis placed on the notion of an
amplifier with a very large open-loop gain and with
negative feedback? Why not just design an amplifier
with a reasonable gain, say, ×10, or ×100, and just
use it as such, without using feedback connections?
In these paragraphs, we hope to answer these and
other questions, introducing the concept of negative
feedback in an intuitive fashion.

The fundamental reason for designing an
amplifier with a very large open-loop gain is the flex-
ibility it provides in the design of amplifiers with an
(almost) arbitrary gain; it has already been shown that

the gain of the inverting amplifier is determined by
the choice of two external resistors—undoubtedly a
convenient feature! Negative feedback is the mech-
anism that enables us to enjoy such flexibility in the
design of linear amplifiers.

To understand the role of feedback in the op-
erational amplifier, consider the internal structure of
the op-amp shown in Figure 12.4. The large open-
loop gain causes any difference in voltage at the input
terminals to appear greatly amplified at the output.
When a negative feedback connection is provided,
as shown, for example, in the inverting amplifier of
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Why Feedback? (continued)

Figure 12.5, the output voltage, vout, causes a current,
iF , to flow through the feedback resistance so that
KCL is satisfied at the inverting node. Assume, for a
moment, that the differential voltage


v = v+ − v−

is identically zero. Then, the output voltage will con-
tinue to be such that KCL is satisfied at the inverting
node, that is, such that the current iF is equal to the
current iS .

Suppose, now, that a small imbalance in volt-
age, 
v, is present at the input to the op-amp. Then
the output voltage will be increased by an amount
AV (OL)
v. Thus, an incremental current approxi-
mately equal to AV (OL)
v/RF will flow from output
to input via the feedback resistor. The effect of this
incremental current is to reduce the voltage difference

v to zero, so as to restore the original balance in the
circuit. One way of viewing negative feedback, then,
is to consider it a self-balancing mechanism, which
allows the amplifier to preserve zero potential differ-
ence between its input terminals.

A practical example that illustrates a common
application of negative feedback is the thermostat.

This simple temperature control system operates by
comparing the desired ambient temperature and the
temperature measured by a thermometer and turns a
heat source on and off to maintain the difference be-
tween actual and desired temperature as close to zero
as possible. An analogy may be made with the invert-
ing amplifier if we consider that, in this case, negative
feedback is used to keep the inverting-terminal volt-
age as close as possible to the noninverting-terminal
voltage. The latter voltage is analogous to the desired
ambient temperature in your home, while the former
plays a role akin to that of the actual ambient temper-
ature. The open-loop gain of the amplifier forces the
two voltages to be close to each other, much the way
the furnace raises the heat in the house to match the
desired ambient temperature.

It is also possible to configure operational am-
plifiers in a positive feedback configuration if the out-
put connection is tied to the noninverting input. We do
not discuss this configuration in the present chapter,
but present an example of it, the voltage comparator,
in Chapter 15.

EXAMPLE 12.1 Inverting Amplifier Circuit

Problem

Determine the voltage gain and output voltage for the inverting amplifier circuit of Figure
12.5. What will the uncertainty in the gain be if 5 and 10 percent tolerance resistors are
used, respectively?

Solution

Known Quantities: Feedback and source resistances, source voltage.

Find: AV = vout/vin; maximum percent change in AV for 5 and 10 percent tolerance
resistors.

Schematics, Diagrams, Circuits, and Given Data: RS = 1 k�; RF = 10 k�;
vS(t) = A cos(ωt); A = 0.015 V; ω = 50 rad/s.

Assumptions: The amplifier behaves ideally; that is, the input current into the op-amp is
zero and negative feedback forces v+ = v−.



Part II Electronics 539

Analysis: Using equation 12.19, we calculate the output voltage:

vout(t) = AV × vS(t) = −RF
RS

× vS(t) = −10 × 0.015 cos(ωt) = −0.15 cos(ωt)

The input and output waveforms are sketched in Figure 12.6.
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Figure 12.6

The nominal gain of the amplifier is AV nom = −10. If 5 percent tolerance resistors
are employed, the worst-case error would occur at the extremes:

AV min = −RF min

RSmax
= −9,500

1,050
= 9.05 AV max = −RF max

RSmin
= −10,500

950
= 11.05

The percentage error is therefore computed as:

100 × AV nom − AV min

AV nom
= 100 × 10 − 9.05

10
= 9.5%

100 × AV nom − AV max

AV nom
= 100 × 10 − 11.05

10
= −10.5%

Thus, the amplifier gain could vary by as much as ±10 percent (approximately) when
5 percent resistors are used. If 10 percent resistors were used, we would calculate a
percent error of approximately ± 20 percent, as shown below.

AV min = −RF min

RSmax
= −9,000

1,100
= 8.18 AV max = −RF max

RSmin
= −11,000

900
= 12.2

100 × AV nom − AV min

AV nom
= 100 × 10 − 8.18

10
= 18.2%

100 × AV nom − AV max

AV nom
= 100 × 10 − 12.2

10
= −22.2%

Comments: Note that the worst-case percent error in the amplifier gain is double the
resistor tolerance.

Focus on Computer-Aided Solutions: An Electronics WorkbenchTM simulation of the
circuit of Figure 12.5 can be found in the accompanying CD-ROM.

The Summing Amplifier

A useful op-amp circuit that is based on the inverting amplifier is the op-amp
summer, or summing amplifier. This circuit, shown in Figure 12.7, is used to



540 Chapter 12 Operational Amplifiers

add signal sources. The primary advantage of using the op-amp as a summer is
that the summation occurs independently of load and source impedances, so that
sources with different internal impedances will not interact with each other. The
operation of the summing amplifier is best understood by application of KCL at
the inverting node: the sum of the N source currents and the feedback current
must equal zero, so that

i1 + i2 + · · · + iN = −iF (12.24)

But each of the source currents is given by the following expression:

in = vSn

RSn
n = 1, 2, . . . , N (12.25)

while the feedback current is

iF = vout

RF
(12.26)

Combining equations 12.25 and 12.26, and using equation 12.15, we obtain the
following result:

N∑
n=1

vSn

RSn
= −vout

RF
(12.27)

or

vout = −
N∑
n=1

RF

RSn
vSn (12.28)

That is, the output consists of the weighted sum of N input signal sources, with
the weighting factor for each source equal to the ratio of the feedback resistance
to the source resistance.
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_

RS1

i1

vout
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iF

+

–

Figure 12.7 Summing
amplifier

The Noninverting Amplifier

To avoid the negative gain (i.e., phase inversion) introduced by the inverting am-
plifier, a noninverting amplifier configuration is often employed. A typical non-
inverting amplifier is shown in Figure 12.8; note that the input signal is applied to
the noninverting terminal this time.

+
_

RF

v–
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–

v+

iF

iS

R

vS

iin

iin
vout

+

–
RS

Figure 12.8 Noninverting
amplifier

The noninverting amplifier can be analyzed in much the same way as the
inverting amplifier. Writing KCL at the inverting node yields

iF = iS + iin ≈ iS (12.29)

where

iF = vout − v−

RF
(12.30)

iS = v−

RS
(12.31)

Now, since iin = 0, the voltage drop across the source resistance, R, is equal to
zero. Thus,

v+ = vs (12.32)
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and, using equation 12.22,

v− = v+ = vS (12.33)

Substituting this result in equations 12.29 and 12.30, we can easily show that

iF = iS (12.34)

or

vout − vS
RF

= vS

RS
(12.35)

It is easy to manipulate equation 12.35 to obtain the result

vout

vS
= 1 + RF

RS

Noninverting amplifier
closed-loop gain

(12.36)

which is the closed-loop gain expression for a noninverting amplifier. Note that
the gain of this type of amplifier is always positive and greater than (or equal to)
1.

The same result could have been obtained without making the assumption
v+ = v−, at the expense of some additional work. The procedure one would
follow in this latter case is analogous to the derivation carried out earlier for the
inverting amplifier, and is left as an exercise.

In summary, in the preceding pages it has been shown that by constructing
a nonideal amplifier with very large gain and near-infinite input resistance, it
is possible to design amplifiers that have near-ideal performance and provide a
variable range of gains, easily controlled by the selection of external resistors. The
mechanism that allows this is negative feedback. From here on, unless otherwise
noted, it will be reasonable and sufficient in analyzing new op-amp configurations
to utilize the two assumptions

1. iin = 0 Approximations used for ideal

2. v− = v+ op-amps with negative feedback
(12.37)

EXAMPLE 12.2 Voltage Follower

Problem

Determine the closed-loop voltage gain and input resistance of the voltage follower
circuit of Figure 12.9.

Solution

Known Quantities: Feedback and source resistances, source voltage.
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Find:

AV = vout

vin
ri = vin

iin

Assumptions: The amplifier behaves ideally; that is, the input current into the op-amp is
zero and negative feedback forces v+ = v−.

Analysis: From the ideal op-amp assumptions, v+ = v−. But v+ = vin and v− = vout,
thus:

vin = vout

The voltage follower’s name derives from the ability of the output voltage to “follow”
exactly the input voltage. To compute the input resistance of this amplifier, we observe
that since the input current is zero,

ri = vin

iin
→ ∞

+
_

–

+

voutvin

iin +

–

Figure 12.9 Voltage
follower

Comments: The input resistance of the voltage follower is the most important property
of the amplifier: The extremely high input resistance of this amplifier (of the order of
megohms to gigohms) permits virtually perfect isolation between source and load, and
eliminates loading effects. Voltage followers, or impedance buffers, are commonly
packaged in groups of four or more in integrated circuit (IC) form. The data sheets for one
such IC are contained in the accompanying CD-ROM, and may also be found in the
device templates for analog ICs in the Electronics WorkbenchTM libraries.

Focus on Computer-Aided Solutions: An Electronics WorkbenchTM simulation of the
circuit of Figure 12.9 can be found in the accompanying CD-ROM.

The Differential Amplifier

The third closed-loop model examined in this chapter is a combination of the
inverting and noninverting amplifiers; it finds frequent use in situations where
the difference between two signals needs to be amplified. The basic differential
amplifier circuit is shown in Figure 12.10, where the two sources, v1 and v2, may
be independent of each other, or may originate from the same process, as they do
in “Focus on Measurements: Electrocardiogram (EKG) Amplifier.”
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Figure 12.10 Differential
amplifier

The analysis of the differential amplifier may be approached by various
methods; the one we select to use at this stage consists of:

1. Computing the noninverting- and inverting-terminal voltages, v+ and v−.

2. Equating the inverting and noninverting input voltages, v− = v+.

3. Applying KCL at the inverting node, where i2 = −i1.

Since it has been assumed that no current flows into the amplifier, the noninverting-
terminal voltage is given by the following voltage divider:

v+ = R2

R1 + R2
v2 (12.38)
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If the inverting-terminal voltage is assumed equal to v+, then the currents i1 and
i2 are found to be

i1 = v1 − v+

R1
(12.39)

and

i2 = vout − v+

R2
(12.40)

and since

i2 = −i1 (12.41)

the following expression for the output voltage is obtained:

vout = R2

[−v1

R1
+ 1

R1 + R2
v2 + R2

R1(R1 + R2)
v2

]
(12.42)

vout = R2

R1
(v2 − v1) Differential amplifier closed-loop gain

Thus, the differential amplifier magnifies the difference between the two input
signals by the closed-loop gain R2/R1.

In practice, it is often necessary to amplify the difference between two signals
that are both corrupted by noise or some other form of interference. In such cases,
the differential amplifier provides an invaluable tool in amplifying the desired
signal while rejecting the noise. “Focus on Measurements: Electrocardiogram
(EKG) Amplifier” provides a realistic look at a very common application of the
differential amplifier.

FOCUS ON
MEASUREMENTS

Electrocardiogram (EKG) Amplifier
This example illustrates the principle behind a two-lead
electrocardiogram (EKG) measurement. The desired cardiac
waveform is given by the difference between the potentials mea-
sured by two electrodes suitably placed on the patient’s chest, as shown in
Figure 12.11. A healthy, noise-free EKG waveform, v1 − v2, is shown in
Figure 12.12.

Unfortunately, the presence of electrical equipment powered by the
60-Hz, 110-VAC line current causes undesired interference at the electrode
leads: the lead wires act as antennas and pick up some of the 60-Hz signal in
addition to the desired EKG voltage. In effect, instead of recording the
desired EKG signals, v1 and v2, the two electrodes provide the following
inputs to the EKG amplifier, shown in Figure 12.13:

Lead 1:

v1(t)+ vn(t) = v1(t)+ Vn cos (377t + φn)

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw12.htm
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Lead 2:

v2(t)+ vn(t) = v2(t)+ Vn cos (377t + φn)
The interference signal, Vn cos (377t + φn), is approximately the same at
both leads, because the electrodes are chosen to be identical (e.g., they have
the same lead lengths) and are in close proximity to each other. Further, the
nature of the interference signal is such that it is common to both leads, since
it is a property of the environment the EKG instrument is embedded in. On
the basis of the analysis presented earlier, then,

vout = R2

R1
[(v1 + vn(t))− (v2 + vn(t))]

or

vout = R2

R1
(v1 − v2)

Thus, the differential amplifier nullifies the effect of the 60-Hz interference,
while amplifying the desired EKG waveform.
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The preceding “Focus on Measurements” introduces the concept of so-called
common-mode and differential-mode signals. The desired differential-mode
EKG signal was amplified by the op-amp while the common-mode disturbance was
canceled. Thus, the differential amplifier provides the ability to reject common-
mode signal components (such as noise or undesired DC offsets) while amplifying
the differential-mode components. This is a very desirable feature in instrumen-
tation systems. In practice, rejection of the common-mode signal is not complete:
some of the common-mode signal component will always appear in the output.
This fact gives rise to a figure of merit called the common-mode rejection ratio,
which is discussed in Section 12.6.

Often, to provide impedance isolation between bridge transducers and the
differential amplifier stage, the signals v1 and v2 are amplified separately. This
technique gives rise to the so-called instrumentation amplifier (IA), shown in
Figure 12.14. Example 12.3 illustrates the calculation of the closed-loop gain for
a typical instrumentation amplifier.

R1

RF

RF

R2

R2

R

Rv1

v2

Vout

+

–

–

+

–

+

Figure 12.14 Instrumentation amplifier

EXAMPLE 12.3 Instrumentation Amplifier

Problem

Determine the closed-loop voltage gain of the instrumentation amplifier circuit of Figure
12.14.

Solution

Known Quantities: Feedback and source resistances.

Find:

AV = vout

v1 − v2
(12.43)

Assumptions: Assume ideal op-amps.

Analysis: We consider the input circuit first. Thanks to the symmetry of the circuit, we
can represent one half of the circuit as illustrated in Figure 12.15(a), depicting the lower
half of the first stage of the instrumentation amplifier. We next recognize that the circuit of
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Figure 12.15(a) is a noninverting amplifier (see Figure 12.8), and we can directly write the
expression for the closed-loop voltage gain (equation 12.36):

A = 1 + R2
R1
2

= 1 + 2R2

R1

Each of the two inputs, v1 and v2, is therefore an input to the second stage of the
instrumentation amplifier, shown in Figure 12.15(b). We recognize the second stage to be
a differential amplifier (see Figure 12.10), and can therefore write the output voltage after
equation 12.42:

vout = RF

R
(Av1 − Av2) = RF

R

(
1 + 2R2

R1

)
(v1 − v2) (12.44)

from which we can compute the closed-loop voltage gain of the instrumentation amplifier:

AV = vout

(v1 − v2)
= RF

R

(
1 + 2R2

R1

)

R1

2

+

–
R2

v1

Figure 12.15(a)

Av2

RF

Vout

Av1

R

R

RF

+

–

Figure 12.15(b)

Comments: This circuit is analyzed in depth in Chapter 15.

Focus on Computer-Aided Solutions: An Electronics WorkbenchTM simulation of the
circuit of Figure 12.14 can be found in the accompanying CD-ROM.

Because the instrumentation amplifier has widespread application—and in
order to ensure the best possible match between resistors—the entire circuit of
Figure 12.14 is often packaged as a single integrated circuit. The advantage of this
configuration is that the resistorsR1 andR2 can be matched much more precisely in
an integrated circuit than would be possible using discrete components. A typical,
commercially available integrated circuit package is the AD625. Data sheets for
this device are provided in the accompanying CD-ROM.

Another simple op-amp circuit that finds widespread application in electronic
instrumentation is the level shifter. Example 12.4 discusses its operation and its
application. The following “Focus on Measurements” illustrates its use in a sensor
calibration circuit.
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EXAMPLE 12.4 Level Shifter

Problem

The level shifter of Figure 12.16 has the ability to add or subtract a DC offset to or from a
signal. Analyze the circuit and design it so that it can remove a 1.8-VDC offset from a
sensor output signal.

vsensor RS

VS

RF

VS

vout

Vref

+

–

+

–

Figure 12.16 Level shifter

Solution

Known Quantities: Sensor (input) voltage; feedback and source resistors.

Find: Value of Vref required to remove DC bias.

Schematics, Diagrams, Circuits, and Given Data: vS(t) = 1.8 + 0.1 cos(ωt);
RF = 220 k�; RS = 10 k�.

Assumptions: Assume ideal op-amp.

Analysis: We first determine the closed-loop voltage gain of the circuit of Figure 12.16.
The output voltage can be computed quite easily if we note that, upon applying the
principle of superposition, the sensor voltage sees an inverting amplifier with gain
−RF/RS , while the battery sees a noninverting amplifier with gain (1 + RF/RS). Thus,
we can write the output voltage as the sum of two outputs, due to each of the two
sources:

vout = −RF
RS
vsensor +

(
1 + RF

RS

)
Vref

Substituting the expression for vsensor into the equation above, we find that:

vout = −RF
RS
(1.8 + 0.1 cos(ωt))+

(
1 + RF

RS

)
Vref

= −RF
RS
(0.1 cos(ωt))− RF

RS
(1.8)+

(
1 + RF

RS

)
Vref

Since the intent of the design is to remove the DC offset, we require that

−RF
RS
(1.8)+

(
1 + RF

RS

)
Vref = 0

or

Vref = (1.8)
RF
RS

1 + RF
RS

= 1.714 V

RP

∆R

Vref

+

–

R

R

VS

VS

+

–

Figure 12.17

Comments: The presence of a precision voltage source in the circuit is undesirable,
because it may add considerable expense to the circuit design and, in the case of a battery,
it is not adjustable. The circuit of Figure 12.17 illustrates how one can generate an
adjustable voltage reference using the DC supplies already used by the op-amp, 2
resistors, R, and a potentiometer, Rp . The resistors R are included in the circuit to prevent
the potentiometer from being shorted to either supply voltage when the potentiometer is at
the extreme positions. Using the voltage divider rule, we can write the following
expression for the reference voltage generated by the resistive divider:

Vref =
(
R +
R
2R + Rp

) (
V +
S − V −

S

)
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If the voltage supplies are symmetrical, as is almost always the case, one can further
simplify the expression to:

Vref = ±
(
R +
R
2R + Rp

)
V +
S

Note that, by adjusting the potentiometer, Rp , one can obtain any value of Vref between the
supply voltages.

FOCUS ON
MEASUREMENTS

Sensor Calibration Circuit
In many practical instances, the output of a sensor is related to the physical
variable we wish to measure in a form that requires some signal
conditioning. The most desirable form of a sensor output is one in which the
electrical output of the sensor (for example, voltage) is related to the
physical variable by a constant factor. Such a relationship is depicted in
Figure 12.18(a), where k is the calibration constant relating voltage to
temperature. Note that k is a positive number, and that the calibration curve
passes through the (0, 0) point. On the other hand, the sensor characteristic
of Figure 12.18(b) is best described by the following equation:

vsensor = −βT + V0

vout

k

T (°C)

(a)

V0

(b)

vsensor

T (°C)To0
0

β

Figure 12.18 Sensor calibration curves

It is possible to modify the sensor calibration curve of Figure 12.18(b)
to the more desirable one of Figure 12.18(a) by means of the simple circuit
displayed in Figure 12.19. This circuit provides the desired calibration
constant k by a simple gain adjustment, while the zero (or bias) offset is
adjusted by means of a potentiometer connected to the voltage supplies. The
detailed operation of the circuit is described in the following
paragraphs.

As noted before, the nonideal characteristic can be described by the
following equation:

vsensor = −βT + V0
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vsensor

RS

RF

vout

Vref

VS

VS

+

–

+

–

Figure 12.19 Sensor
calibration circuit

Then, the output of the op-amp circuit of Figure 12.19 may be determined
by using the principle of superposition:

vout = −RF
FS
vsensor +

(
1 + RF

RS

)
Vref

= −RF
RS
(−βT + V0)+

(
1 + RF

RS

)
Vref

After substituting the expression for the transducer voltage and after some
manipulation, we see that by suitable choice of resistors, and of the
reference voltage source, we can compensate for the nonideal transducer
characteristic. We want the following expression to hold:

vout = RF

RS
βT +

(
1 + RF

RS

)
Vref − RF

RS
V0 = kT

If we choose
RF

RS
β = k

and

Vref = RF/RS

1 + RF/RS V0

then vout = kT .
Note that

Vref ≈ V0 if
RF

RS
� 1

and we can directly convert the characteristic of Figure 12.18(b) to that of
Figure 12.18(a). Clearly, the effect of selecting the gain resistors is to
change the magnitude of the slope of the calibration curve. The fact that the
sign of the slope changes is purely a consequence of the inverting
configuration of the amplifier. The reference voltage source simply shifts the
DC level of the characteristic, so that the curve passes through the
origin.
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Practical Op-Amp Design Considerations

The results presented in the preceding pages suggest
that operational amplifiers permit the design of rather
sophisticated circuit in a few very simple steps, sim-
ply by selecting appropriate resistor values. This is
certainly true, provided that the circuit component se-
lection satifies certain criteria. Here we summarize
some important practical design criteria that the de-
signer should keep in mind when selecting component
values for op-amp circuits. Section 12.6 explores the
practical limitations of op-amps in greater detail.

1. Use standard resistor values. While any
arbitrary value of gain can in principle be
achieved by selecting the appropriate
combination of resistors, the designer is often
constrained to the use of standard 5 percent
resistor values (see Table 2.1). For example, if
your design requires a gain of 25, you might be
tempted to select, say, 100-k� and 4-k�
resistors to achieve RF/RS = 25. However,
inspection of Table 2.1 reveals that 4 k� is not a
standard value; the closest 5 percent tolerance
resistor value is 3.9 k�, leading to a gain of
25.64. Can you find a combination of standard
5 percent resistors whose ratio is closer to 25?

2. Ensure that the load current is reasonable (do
not select very small resistor values). Consider
the same example given in 1. Suppose that the
maximum output voltage is 10 V. The feedback
current required by your design with RF = 100
k� and RS = 4 k� would be
IF = 10/100,000 = 0.1 mA. This is a very
reasonable value for an op-amp, as you will see

in Section 12.6. If you tried to achieve the same
gain using, say, a 10-� feedback resistor and a
0.39-� source resistor, the feedback current
would become as large as 1 A. This is a value
that is generally beyond the capabilities of a
general-purpose op-amp, so the selection of
exceedingly low resistor values is not
acceptable. On the other hand, the selection of
10-k� and 390-� resistors would still lead to
acceptable values of current, and would be
equally good. As a general rule of thumb, you
should avoid resistor values lower than 100 �
in practical designs.

3. Avoid stray capacitance (do not select
excessively large resistor values). The use of
exceedingly large resistor values can cause
unwanted signals to couple into the circuit
through a mechanism known as capacitive
coupling. This phenomenon is discussed in
Chapter 15. Large resistance values can also
cause other problems. As a general rule of
thumb, you should avoid resistor values higher
than 1 M� in practical designs.

4. Precision designs may be warranted. If a certain
design requires that the amplifier gain be set to
a very accurate value, it may be appropriate to
use the (more expensive) option of precision
resistors: for example, 1 percent tolerance
resistors are commonly available, at a premium
cost. Some of the examples and homework
problems explore the variability in gain due to
the use of higher and lower tolerance resistors.

F O C U S O N M E T H O D O L O G Y

Using Op-Amp Data Sheets

Here we illustrate use of device data sheets for two commonly used operational amplifiers.
The first, the LM741, is a general-purpose (low-cost) amplifier; the second, the LMC6061
is a precision CMOS high-input-impedance single-supply amplifier. Excerpts from the data sheets are shown
below, with some words of explanation. Later in this chapter we compare the electrical characteristics of these
two op-amps in more detail. The complete data sheets can be found in the accompanying CD-ROM.

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw12.htm
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LM 741 General Description and Connection Diagrams—This table summarizes the general characteristics
of the op-amp. The connection diagrams are shown. Note that the op-amp is available in various packages:
a metal can package, a dual-in-line package (DIP), and two ceramic dual-in-line options. The dual-in-line
(or SO) package is the one you are most likely to see in a laboratory. Note that in this configuration the
integrated circuit has eight connections, or pins: two for the voltage supplies (V + and V −); two inputs
(inverting and noninverting); one output; two offset null connections (to be discussed layer in the chapter);
and a no-connection pin (NC).

LM741 Operational Amplifier

General Description

The LM741 series are general purpose operational amplifier which feature improved performance over industry
standards like the LM709. They are direct, plug-in replacements for the 709C, LM201, MC1439 and 748 in
most applications.

The amplifiers offer many features which make their application nearly foolproof: overload protection
on the input and output, no latch-up when the common mode range is exceeded, as well as freedom from
oscillations.

The LM741C/LM741E are identical to the LM741/LM741A except that the LM741C/LM741E have
their performance guaranteed over a 0◦C to +70◦C temperature range, instead of −55◦C to +125◦C.

8
NC

Metal Can Package

4

7 V+

V–

+

–
6

5

Output

Offset null

Offset null

Inverting input

Non-inverting input

1

2

3

Order Number LM741H, LM741H/883*,
LM741AH/883 or LM41CH

See NS Package Number H08C

NC

NC

+ Offset null

– In

+ In

V–

NC

14

13

12

11

10

9

8

NC

Ceramic Dual-In-Line Package

Order Number LM741J-14/883*, LM741AJ-14/883**
See NS Package Number J14A

*also available per JM38510/10101
**also available per JM38510/10102

NC

NC

V+

Out

– Offset null

NC

1

2

3

4

5

6

7

Offset null

Inverting input

Non-inverting
input

8

7

6

5

NC

Dual-In-Line or S.O. Package

V+

V–

Output

Offset null

1

2

3

4

Order Number LM741J, LM741J/883,
LM741CM, LM741CN or LM741EN

See NS Package Number JO8A, MO8A or NO8E

NC

+ Offset null

– Input LM741W

10

9

8

7

NC

Ceramic Flatpak

NC

Output

V+

– Offset null

1

2

3

4

65
V –

+ Input

Order Number LM741W/883
See NS Package Number W10A

(Continued)
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(Concluded)

LMC 6061 General Description and Connection Diagrams—The description and diagram below reveal
several similarities between the 741 and 6061 op-amp, but also some differences. The 6061 uses more
advanced technology, and is characterized by some very desirable features (e.g., the very low power con-
sumption of CMOS circuits results in typical supply currents of only 20 µA!). You can also see from the
connection diagram that pins 1 and 5 (used for offset null connections in the 741) are not used in this IC.
We return to this point later in the chapter. A further point of comparison between these two devices is their
(1998) cost: the LM 741 (in quantities of 1,000) costs $0.32/unit; the LMC 6061 sells for $0.79/unit, also
in quantities of 1,000 or more.

LMC6061 Precision CMOS Single Micropower Operational Amplifier

General Description

The LMC6061 is a precision single low offset voltage, micropower operational amplifier, capable of preci-
sion single supply operation. Performance characteristics include ultra low input bias current, high voltage
gain, rail-to-rail output swing, and an input common mode voltage range that includes ground. These fea-
tures, plus its low power consumption, make the LMC6061 ideally suited for battery powered applications.
Other applications using the LMC6061 include precision full-wave rectifiers, integrators, references,
sample-and-hold circuits, and true instrumentation amplifiers.
This device is built with National’s advanced double-Poly Silicon-Gate CMOS process.
For designs that require higher speed, see the LMC6081 precision single operational amplifier.
For a dual or quad operational amplifier with similar features, see the LMC6062 or LMC6064 respectively.

Features (Typical Unless Otherwise Noted)
• Low offset voltage 100 µV
• Ultra low supply current 20 µA
• Operates from 4.5V to 15V single supply
• Ultra low input bias current 10 fA
• Output swing within 10 mV of supply rail, 100k load
• Input common-mode range includes V−

• High voltage gain 140 dB
• Improved latchup immunity

Applications
• Instrumentation amplifier
• Photodiode and infrared detector preamplifier
• Transducer amplifiers
• Hand-held analytic instruments
• Medical instrumentation
• D/A converter
• Charge amplifier to piezoelectric transducers

NC

Inverting input

Non-inverting
input

8

7

6

5

NC

8-Pin DIP/SO

Top View

V+

V–

Output

NC

1

2

3

4

+

–
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Check Your Understanding
12.1 Consider an op-amp connected in the inverting configuration with a nominal
closed-loop gain of −RF/RS = −1,000 (this would be the gain if the op-amp had an
infinite open-loop gain). Determine the value of the closed-loop gain that includes the
open-loop gain as a parameter, and compute the closed-loop gain for the following values
ofAV(OL): 107, 106, 105, and 104. How large do you think the open-loop gain should be for
this op-amp, to achieve the desired closed-loop gain? [Hint: Do not assume that AV(OL) is
negligible in Equation 12.18.]

12.2 Repeat Check Your Understanding Exercise 12.1 for −RF/RS = −100. What is
the smallest value of AV(OL) you would recommend in this case?

12.3 Derive the result given for the differential amplifier by utilizing the principle
of superposition. (Think of the differential amplifier as the combination of an inverting
amplifier with input = v2, plus a noninverting amplifier with input = v1.)

12.4 For Example 12.4, find 
R if the supply voltages are symmetrical at ±15 V and
a 10-k� potentiometer is tied to two 10-k� resistors.

12.5 For the circuit of Example 12.4, find the range of values of Vref if the supply
voltages are symmetrical at 15 V and a 1-k� potentiometer is tied to two 10-k� resistors.

12.6 Find the numerical values of RF/RS and Vref if the temperature sensor of in
“Focus on Measurements: Sensor Calibration Circuit” has β = 0.235 and V0 = 0.7 V and
the desired relationship is vout = 10T .

12.3 ACTIVE FILTERS

The range of useful applications of an operational amplifier is greatly expanded if
energy-storage elements are introduced into the design; the frequency-dependent
properties of these elements, studied in Chapters 4 and 6, will prove useful in
the design of various types of op-amp circuits. In particular, it will be shown
that it is possible to shape the frequency response of an operational amplifier
by appropriate use of complex impedances in the input and feedback circuits.
The class of filters one can obtain by means of op-amp designs is called active
filters, because op-amps can provide amplification (gain) in addition to the filtering
effects already studied in Chapter 6 for passive circuits (i.e., circuits comprising
exclusively resistors, capacitors, and inductors).

ZS

ZF

Vout+

–

IS

IF

VS

Inverting

ZF

Vout+

–

IS

IF

VS

Noninverting

~

~

ZS

+

–

+

–

+

–
+

–

Figure 12.20 Op-amp
circuits employing complex
impedances

The easiest way to see how the frequency response of an op-amp can be
shaped (almost) arbitrarily is to replace the resistorsRF andRS in Figures 12.5 and
12.8 with impedancesZF andZS , as shown in Figure 12.20. It is a straightforward
matter to show that in the case of the inverting amplifier, the expression for the
closed loop gain is given by

Vout

VS
(jω) = −ZF

ZS
(12.45)

whereas for the noninverting case, the gain is

Vout

VS
(jω) = 1 + ZF

ZS
(12.46)

where ZF and ZS can be arbitrarily complex impedance functions and where VS ,
Vout, IF , and IS are all phasors. Thus, it is possible to shape the frequency response
of an ideal op-amp filter simply by selecting suitable ratios of feedback impedance
to source impedance. By connecting a circuit similar to the low-pass filters studied
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in Chapter 6 in the feedback loop of an op-amp, the same filtering effect can be
achieved and, in addition, the signal can be amplified.

The simplest op-amp low-pass filter is shown in Figure 12.21. Its analysis is
quite simple if we take advantage of the fact that the closed-loop gain, as a function
of frequency, is given by

ALP(jω) = −ZF
ZS

(12.47)

where

ZF = RF ‖ 1

jωCF
= RF

1 + jωCFRF (12.48)

and

ZS = RS (12.49)

Note the similarity between ZF and the low-pass characteristic of the passive RC
circuit! The closed-loop gain ALP(jω) is then computed to be

ALP(jω) = −ZF
ZS

= − RF/RS

1 + jωCFRF (12.50)

This expression can be factored into two terms. The first is an amplification factor
analogous to the amplification that would be obtained with a simple inverting am-
plifier (i.e., the same circuit as that of Figure 12.21 with the capacitor removed);
the second is a low-pass filter, with a cutoff frequency dictated by the parallel
combination of RF and CF in the feedback loop. The filtering effect is com-
pletely analogous to that which would be attained by the passive circuit shown in
Figure 12.22. However, the op-amp filter also provides amplification by a factor
of RF/RS .

+
_

CF

RF

RS

VS

ZF

+

–

Vout

+

–

Figure 12.21 Active low-pass
filter

RF

Vout

+

–
~ CFVS

+

–

Figure 12.22 Passive
low-pass filter

It should be apparent that the response of this op-amp filter is just an amplified
version of that of the passive filter. Figure 12.23 depicts the amplitude response
of the active low-pass filter (in the figure, RF/RS = 10 and 1/RFCF = 1) in
two different graphs; the first plots the amplitude ratio Vout(jω) versus radian
frequency, ω, on a logarithmic scale, while the second plots the amplitude ratio
20 log10 VS(jω) (in units of dB), also versus ω on a logarithmic scale. You
will recall from Chapter 6 that dB frequency response plots are encountered very
frequently. Note that in the dB plot, the slope of the filter response for frequencies
significantly higher than the cutoff frequency,

ω0 = 1

RFCF
(12.51)

is −20 dB/decade, while the slope for frequencies significantly lower than this
cutoff frequency is equal to zero. The value of the response at the cutoff frequency
is found to be, in units of dB,

|ALP(jω0)|dB = 20 log10
RF

RS
− 20 log10

√
2 (12.52)

where

−20 log10

√
2 = −3 dB (12.53)

Thus, ω0 is also called the 3-dB frequency.
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Figure 12.23 Normalized response of active low-pass filter

Among the advantages of such low-pass active filters is the ease with which
the gain and the bandwidth can be adjusted by controlling the ratios RF/RS and
1/RFCF , respectively.

+
_

ZS

+

–
CSRS

RF

VS

Vout

+

–

Figure 12.24 Active
high-pass filter

It is also possible to construct other types of filters by suitably connecting
resistors and energy-storage elements to an op-amp. For example, a high-pass
active filter can easily be obtained by using the circuit shown in Figure 12.24.
Observe that the impedance of the input circuit is

ZS = RS + 1

jωCS
(12.54)

and that of the feedback circuit is

ZF = RF (12.55)

Then, the following gain function for the op-amp circuit can be derived:

AHP(jω) = −ZF
ZS

= − RF

RS + 1/jωCS
= − jωCSRF

1 + jωRSCS (12.56)

As ω approaches zero, so does the response of the filter, whereas as ω approaches
infinity, according to the gain expression of equation 12.56, the gain of the amplifier
approaches a constant:

lim
ω→∞AHP(jω) = −RF

RS
(12.57)

That is, above a certain frequency range, the circuit acts as a linear amplifier.
This is exactly the behavior one would expect of a high-pass filter. The high-
pass response is depicted in Figure 12.25, in both linear and dB plots (in the
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Figure 12.25 Normalized response of active high-pass filter
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figure, RF/RS = 10, 1/RSC = 1). Note that in the dB plot, the slope of the
filter response for frequencies significantly lower than ω = 1/RSCS = 1 is +20
dB/decade, while the slope for frequencies significantly higher than this cutoff (or
3-dB) frequency is equal to zero.

As a final example of active filters, let us look at a simple active band-pass
filter configuration. This type of response may be realized simply by combin-
ing the high- and low-pass filters we examined earlier. The circuit is shown in
Figure 12.26.

+
_ Vout+

–
CSRS

RF

VS

CF

+

–

Figure 12.26 Active
band-pass filter

The analysis of the band-pass circuit follows the same structure used in
previous examples. First, we evaluate the feedback and input impedances:

ZF = RF ‖ 1

jωCF
= RF

1 + jωCFRF (12.58)

ZS = RS + 1

jωCS
= 1 + jωCSRS

jωCS
(12.59)

Next, we compute the closed-loop frequency response of the op-amp, as follows:

ABP(jω) = −ZF
ZS

= − jωCSRF

(1 + jωCFRF )(1 + jωCSRS) (12.60)

The form of the op-amp response we just obtained should not appear as a sur-
prise. It is very similar (although not identical) to the product of the low-pass and
high-pass responses of equations 12.50 and 12.56. In particular, the denominator
of ABP(jω) is exactly the product of the denominators of ALP(jω) and AHP(jω).
It is particularly enlightening to rewrite ALP(jω) in a slightly different form, af-
ter making the observation that each RC product corresponds to some “critical”
frequency:

ω1 = 1

RFCS
ωLP = 1

RFCF
ωHP = 1

RSCS
(12.61)

It is easy to verify that for the case where

ωHP > ωLP (12.62)

the response of the op-amp filter may be represented as shown in Figure 12.27 in
both linear and dB plots (in the figure, ω1 = 1, ωHP = 1,000, ωLP = 10). The
dB plot is very revealing, for it shows that, in effect, the band-pass response is
the graphical superposition of the low-pass and high-pass responses shown earlier.
The two 3-dB (or cutoff) frequencies are the same as in ALP(jω), 1/RFCF ; and
in AHP(jω), 1/RSCS . The third frequency, ω1 = 1/RFCS , represents the point
where the response of the filter crosses the 0-dB axis (rising slope). Since 0 dB
corresponds to a gain of 1, this frequency is called the unity gain frequency.

The ideas developed thus far can be employed to construct more complex
functions of frequency. In fact, most active filters one encounters in practical
applications are based on circuits involving more than one or two energy-storage
elements. By constructing suitable functions for ZF and ZS , it is possible to
realize filters with greater frequency selectivity (i.e., sharpness of cutoff), as well
as flatter band-pass or band-rejection functions (that is, filters that either allow
or reject signals in a limited band of frequencies). A few simple applications
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are investigated in the homework problems. One remark that should be made in
passing, though, pertains to the exclusive use of capacitors in the circuits analyzed
thus far. One of the advantages of op-amp filters is that it is not necessary to use
both capacitors and inductors to obtain a band-pass response. Suitable connections
of capacitors can accomplish that task in an op-amp. This seemingly minor fact is
of great importance in practice, because inductors are expensive to mass-produce
to close tolerances and exact specifications and are often bulkier than capacitors
with equivalent energy-storage capabilities. On the other hand, capacitors are easy
to manufacture in a wide variety of tolerances and values, and in relatively compact
packages, including in integrated circuit form.

Example 12.5 illustrates how it is possible to construct active filters with
greater frequency selectivity by adding energy-storage elements to the design.

EXAMPLE 12.5 Second-Order Low-Pass Filter

Problem

Determine the closed-loop voltage gain as a function of frequency for the op-amp circuit
of Figure 12.28.

Vout

+

–
L

R2

C

+
_ VS

–

+

R1

Figure 12.28

Solution

Known Quantities: Feedback and source impedances.

Find:

A(jω) = Vout(jω)

VS(jω)

Schematics, Diagrams, Circuits, and Given Data: R2C = L/R1 = ω0.

Assumptions: Assume ideal op-amp.

Analysis: The expression for the gain of the filter of Figure 12.28 can be determined by
using equation 12.45:

A(jω) = Vout(jω)

VS(jω)
= −ZF (jω)

ZS(jω)
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where

ZF (jω) = R2|| 1

jωC
= R2

1 + jωCR2
= R2

1 + jω/ω0

= R1 + jωL = R1

(
1 + jω L

R1

)
= R1 (1 + jω/ω0) .

Thus, the gain of the filter is:

A(jω) =
R2

1+jω/ω0

R1 (1 + jω/ω0)
= R2/R1

(1 + jω/ω0)
2

Comments: Note the similarity between the expression for the gain of the filter of Figure
12.28 and that given in equation 12.50 for the gain of a (first-order) low-pass filter.
Clearly, the circuit analyzed in this example is also a low-pass filter, of second order (as
the quadratic denominator term suggests). Figure 12.29 compares the two responses in
both linear and dB (Bode) magnitude plots. The slope of the dB plot for the second-order
filter at higher frequencies is twice that of the first-order filter (−40 dB/decade versus −20
dB/decade). We should also remark that the use of an inductor in the filter design is not
recommended in practice, as explained in the above section, and that we have used it in
this example only because of the simplicity of the resulting gain expressions. Section 15.3
introduces design methods for practical high-order filters.
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Figure 12.29 Comparison of first- and second-order active filters

Check Your Understanding
12.7 Design a low-pass filter with closed-loop gain of 100 and cutoff (3-dB) frequency
equal to 800 Hz. Assume that only 0.01-µF capacitors are available. Find RF and RS .

12.8 Repeat the design of Check Your Understanding Exercise 12.7 for a high-pass
filter with cutoff frequency of 2,000 Hz. This time, however, assume that only standard
values of resistors are available (see Table 2.1 for a table of standard values). Select the
nearest component values, and calculate the percent error in gain and cutoff frequency with
respect to the desired values.

12.9 Find the frequency corresponding to attenuation of 1 dB (with respect to the
maximum value of the amplitude response) for the filter of Check Your Understanding
Exercise 12.7.

12.10 What is the dB gain for the filter of Example 12.5 at the cutoff frequency, ω0?
Find the 3-dB frequency for this filter in terms of the cutoff frequency, ω0, and note that the
two are not the same.
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12.4 INTEGRATOR AND DIFFERENTIATOR
CIRCUITS

In the preceding sections, we examined the frequency response of op-amp circuits
for sinusoidal inputs. However, certain op-amp circuits containing energy-storage
elements reveal some of their more general properties if we analyze their response
to inputs that are time-varying but not necessarily sinusoidal. Among such circuits
are the commonly used integrator and differentiator; the analysis of these circuits
is presented in the following paragraphs.

+
_

CF

vout(t)
+

–

RS
iF(t)

vS(t)
+

–

iS(t)

Figure 12.30 Op-amp
integrator

The Ideal Integrator

Consider the circuit of Figure 12.30, where vS(t) is an arbitrary function of time
(e.g., a pulse train, a triangular wave, or a square wave). The op-amp circuit shown
provides an output that is proportional to the integral of vS(t). The analysis of the
integrator circuit is, as always, based on the observation that

iS(t) = −iF (t) (12.63)

where

iS(t) = vS(t)

RS
(12.64)

It is also known that

iF (t) = CF dvout(t)

dt
(12.65)

from the fundamental definition of the capacitor. The source voltage can then be
expressed as a function of the derivative of the output voltage:

1

RSCF
vS(t) = −dvout(t)

dt
(12.66)

By integrating both sides of equation 12.66, we obtain the following result:

vout(t) = − 1

RSCF

∫ t

−∞
vS(t

′) dt ′ (12.67)

This equation states that the output voltage is the integral of the input voltage.
There are numerous applications of the op-amp integrator, most notably the

analog computer, which will be discussed in Section 12.5. The following example
illustrates the operation of the op-amp integrator.

EXAMPLE 12.6 Integrating a Square Wave

Problem

Determine the output voltage for the integrator circuit of Figure 12.31 if the input is a
square wave of amplitude ±A and period T .

vS(t)
A

2
T T

0

–A

t

Figure 12.31

Solution

Known Quantities: Feedback and source impedances; input waveform characteristics.
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Find: vout(t).

Schematics, Diagrams, Circuits, and Given Data: T = 10 ms; CF = 1 µF; RS =
10 k�.

Assumptions: Assume ideal op-amp. The square wave starts at t = 0 and therefore
vout(0) = 0.

Analysis: Following equation 12.67, we write the expression for the output of the
integrator:

vout(t) = − 1

RFCS

∫ t

−∞
vS(t

′)dt ′ = − 1

RFCS

(∫ 0

−∞
vS(t

′)dt ′ +
∫ t

0
vS(t

′)dt ′
)

= − 1

RFCS

(
vout(0)+

∫ t

0
vS(t

′)dt ′
)

Next, we note that we can integrate the square wave in a piecewise fashion by observing
that vS(t) = A for 0 ≤ t < T/2 and vS(t) = −A for T/2 ≤ t < T . We consider the first
half of the waveform:

vout(t) = − 1

RFCS

(
vout(0)+

∫ t

0
vS(t

′)dt ′
)

= −100

(
0 +

∫ t

0
Adt ′

)

= −100At 0 ≤ t < T

2

vout(t) = vout

(
T

2

)
− 1

RFCS

∫ t

T /2
vS(t

′)dt ′ = −100A
T

2
− 100

∫ t

T /2
(−A) dt ′

= −100A
T

2
+ 100A

(
t − T

2

)
= −100A (T − t) T

2
≤ t < T

Since the waveform is periodic, the above result will repeat with period T , as shown in
Figure 12.32.

vout(t)

–50 AT

T
2

tT

0

Figure 12.32

Comments: The integral of a square wave is thus a triangular wave. This is a useful fact
to remember. Note that the effect of the initial condition is very important, since it
determines the starting point of the triangular wave.

FOCUS ON
MEASUREMENTS

Charge Amplifiers
One of the most common families of transducers for the
measurement of force, pressure, and acceleration is that of
piezoelectric transducers. These transducers contain a
piezoelectric crystal that generates an electric charge in response to
deformation. Thus, if a force is applied to the crystal (leading to a
displacement), a charge is generated within the crystal. If the external force
generates a displacement xi , then the transducer will generate a charge q
according to the expression

q = Kpxi
Figure 12.33 depicts the basic structure of the piezoelectric transducer, and a
simple circuit model. The model consists of a current source in parallel with
a capacitor, where the current source represents the rate of change of the

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw12.htm
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i =
dq

vo

+

–

Electrodes

Crystal

Leads
dt

Piezoelectric transducer Circuit model

C

Figure 12.33 Piezoelectric transducer

charge generated in response to an external force and the capacitance is a
consequence of the structure of the transducer, which consists of a
piezoelectric crystal (e.g., quartz or Rochelle salt) sandwiched between
conducting electrodes (in effect, this is a parallel-plate capacitor).

Although it is possible, in principle, to employ a conventional voltage
amplifier to amplify the transducer output voltage, vo, given by

vo = 1

C

∫
i dt = 1

C

∫
dq

dt
dt = q

C
= Kpxi

C

it is often advantageous to use a charge amplifier. The charge amplifier is
essentially an integrator circuit, as shown in Figure 12.34, characterized by
an extremely high input impedance.3 The high impedance is essential;
otherwise, the charge generated by the transducer would leak to ground
through the input resistance of the amplifier.

CF

iin ≈ 0
Ci =

dq

vout(t)
+

–

Transducer

dt iC ≈ 0

iF(t)

+

–
i

Figure 12.34 Charge amplifier

Because of the high input impedance, the input current into the
amplifier is negligible; further, because of the high open-loop gain of the
amplifier, the inverting-terminal voltage is essentially at ground potential.
Thus, the voltage across the transducer is effectively zero. As a
consequence, to satisfy KCL, the feedback current, iF (t), must be equal and
opposite to the transducer current, i:

iF (t) = −i

3Special op-amps are employed to achieve extremely high input impedance, through FET input
circuits.
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and since

vout(t) = 1

CF

∫
iF (t) dt

it follows that the output voltage is proportional to the charge generated by
the transducer, and therefore to the displacement:

vout(t) = 1

CF

∫
−i dt = 1

CF

∫
−dq
dt
dt = − q

CF
= −Kpxi

CF

Since the displacement is caused by an external force or pressure, this
sensing principle is widely adopted in the measurement of force and
pressure.

The Ideal Differentiator

Using an argument similar to that employed for the integrator, we can derive a
result for the ideal differentiator circuit of Figure 12.35. The relationship between
input and output is obtained by observing that

iS(t) = CS dvS(t)
dt

(12.68)

and

iF (t) = vout(t)

RF
(12.69)

so that the output of the differentiator circuit is proportional to the derivative of
the input:

vout(t) = −RFCS dvS(t)
dt

(12.70)

+
_

RF

vout(t)

CS
iF(t)

vS(t)

iS(t)
+

–
+

–

Figure 12.35 Op-amp
differentiator

Although mathematically attractive, the differentiation property of this op-
amp circuit is seldom used in practice, because differentiation tends to amplify
any noise that may be present in a signal.

Check Your Understanding
12.11 Plot the frequency response of the ideal integrator in dB plot. Determine the
slope of the curve in dB/decade. You may assume RSCF = 10.

12.12 Plot the frequency response of the ideal differentiator in a dB plot. Determine
the slope of the curve in dB/decade. You may assume RFCS = 100.

12.13 Verify that if the triangular wave of Example 12.6 is the input to the ideal
differentiator, the resulting output is the original square wave.

12.5 ANALOG COMPUTERS

Prior to the advent of digital computers, the solution of differential equations and
the simulation of complex dynamic systems were conducted exclusively by means
of analog computers. Analog computers still find application in engineering

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw12.htm
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practice in the simulation of dynamic systems. The analog computer is a device that
is based on three op-amp circuits introduced earlier in this chapter: the amplifier,
the summer, and the integrator. These three building blocks permit the construction
of circuits that can be used to solve differential equations and to simulate dynamic
systems. Figure 12.36 depicts the three symbols that are typically employed to
represent the principal functions of an analog computer.

CF

dv
outv

in
 = 

Initial
condition The integrator

RSdt

vin

+

–

v o
ut

(0
)

⌠
⌡

vout = –(ava + bvb + cvc)va

vb
vc

–Σ
RS1

RF

va

vb

vc

RS2

RS3

+

–

The summer

RF

RS

+

–
vin

vout = –avinvin

–a

The coefficient multiplier

vout =
RSCF

1 dt
dv

out
(t)

dt
⌠
⌡

t

0

vout

+

–

vout

+

–

vout

+

–

Figure 12.36 Elements of the analog computer

K

xM

xR

B

M

xM – xR

Figure 12.37 Model of
automobile suspension

The simplest way to discuss the operation of the analog computer is to
present an example. Consider the simple second-order mechanical system, shown
in Figure 12.37, that represents, albeit in a greatly simplified fashion, one corner of
an automobile suspension system. The mass,M , represents the mass of one quarter
of the vehicle; the damper, B, represents the shock absorber; and the spring, K ,
represents the suspension spring (or strut). The differential equation of the system
may be derived as follows:

M
d2xM

dt2
+ B

(
dxM

dt
− dxR

dt

)
+K(xM − xR) = 0 (12.71)

Rearranging terms, we obtain the following equation, in which the terms related to
the road displacement and velocity—xR and dxR/dt , respectively—are the forcing



564 Chapter 12 Operational Amplifiers

functions:

M
d2xM

dt2
+ B dxM

dt
+KxM = B dxR

dt
+KxR (12.72)

Assume that the car is traveling over a “washboard” surface on an unpaved road,
such that the road profile is approximately described by the expression

xR(t) = X sin (ωt) (12.73)

It follows, then, that the vertical velocity input to the suspension is given by the
expression

dxR

dt
= ωX cos (ωt) (12.74)

and we can write the equation for the suspension system in the form

M
d2xM

dt2
+ B dxM

dt
+KxM = BωX cos (ωt)+KX sin (ωt) (12.75)

It would be desirable to solve the equation for the displacement, xM , which rep-
resents the motion of the vehicle mass in response to the road excitation. The
solution can be used as an aid in designing the suspension system that best absorbs
the road vibration, providing a comfortable ride for the passengers. Equation 12.75
may be rearranged to obtain

d2xM

dt2
= − B

M

dxM

dt
− K

M
xM + B

M
ωX cos (ωt)+ K

M
X sin (ωt) (12.76)

This equation is now in a form appropriate for solution by repeated integration,
since we have isolated the highest derivative term; thus, it will be sufficient to
integrate the right-hand side twice to obtain the solution for the displacement of
the vehicle mass, xM .

Figure 12.38 depicts the three basic operations that need to be performed to
integrate the differential equation describing the motion of the mass,M . Note that
in each of the three blocks—the summer and the two integrators—the inversion
due to the inverting amplifier configuration used for the integrator is already ac-
counted for. Finally, the basic summing and integrating blocks together with three
coefficient multipliers (inverting amplifiers) are connected in the configuration
that corresponds to the preceding differential equation (equation 12.76). You can
easily verify that the analog computer circuit of Figure 12.39 does indeed solve
the differential equation in xM by repeated integration.

Scaling in Analog Computers

One of the important issues in analog computing is that of scaling. Since the
analog computer implements an electrical analog of a physical system, there is no
guarantee that the voltages and currents in the analog computer circuits will be of
the same order of magnitude as the physical variables (e.g., velocity, displacement,
temperature, or flow) they simulate. Further, it is not necessary that the computer
simulate the physical system with the same time scale; it may be desirable in
practice to speed up or slow down the simulation. Thus, the interest in time
scaling and magnitude scaling.
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⌠
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Figure 12.38 Solution by repeated integration
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Figure 12.39 Analog computer simulation of suspension system

Let Table 12.1 represent the physical and simulation variables. Considering
time scaling first, let t denote real time and τ , the computer time variable. Then
the time derivative of a physical variable can be expressed as

dx

dt
= dx

dτ

dτ

dt
= αdx

dτ
(12.77)

where α is the scaling factor between real time and computer time:

τ = αt (12.78)

For higher-order derivatives, the following relationship will hold:

dnx

dtn
= αn d

nx

dτn
(12.79)

Table 12.1 Actual and simulated variables
in analog computers

Physical system Analog simulation

Physical variable, x Voltage, v

Time variable, t Simulated time, τ
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While time scaling is likely to be prompted by a desire to speed up or slow down
a computation, magnitude scaling is motivated by several different factors:

1. The relationship between physical variables and computer voltages (e.g.,
calibration constants).

2. Overloading of the op-amp circuits (we shall see in Section 12.6 that one of
the fundamental limitations of the operational amplifier is its voltage range).

3. Loss of accuracy if voltages are too small (errors are usually expressed as a
percentage of the full-scale range).

Thus, if the relationship between a physical variable and the computer voltage is
v = βx, where β is a magnitude scaling factor, the derivative terms will be affected
according to the relation

dx

dt
= 1

β

dv

dt
(12.80)

Note that different scaling factors may be introduced at each point in the analog
computer simulation, and so there is no general rule with regard to magnitude
scaling. For example, if v = β0x, it is entirely possible to have

dx

dt
= 1

β1

dv

dt

EXAMPLE 12.7 Analog Computer Simulation of Automotive
Suspension

Problem

Implement the analog computer simulation of the automotive suspension system of
Figure 12.37.

Solution

Known Quantities: Mass, spring rate, and damping parameters of automotive
suspension.

Find: Component values of analog computer circuit of Figure 12.39.

Schematics, Diagrams, Circuits, and Given Data: M = 400 kg; K = 1.6 × 105 N/m;
B = 20 × 103 N/m-s.

Assumptions: Assume ideal op-amps. Express all resistors in M� and all capacitors in
µF.

Analysis: With reference to Figure 12.39, we observe that the analog computer
simulation of the automotive suspension requires: a four-input summer, two integrators,
two coefficient multipliers, and one sign inverter.

Expressing all resistors in M� and all capacitors in µF is useful because each
integrator has a multiplier of −1/RC. Using R = 1 M� and C = 1 µF results in
−1/RC = −1. Figure 12.40 depicts the integrator configuration. The four-input
summing amplifier uses 1-M� resistors throughout, so that the gain for each input is also
equal to −1. On the other hand, the two coefficient multipliers are required to have gains
−K/M = −4,000 and −B/M = 50, respectively. Thus we select 10-M� and 2.5-k�
resistors for the first coefficient multiplier, and 1-M� and 20-k� resistors for the second.
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Finally, the inverter can be realized with two 1-M� resistors. The various elements are
depicted in Figure 12.40.

1 MΩ

vin

+

–
va

vb

vc

+

–

+

–
vin

1 µF

(a) Integrator vd

1 MΩ

1 MΩ

1 MΩ

1 MΩ

1 MΩ

(b) Summer

2.5 kΩ

10 MΩ

(c) Coefficient
    multiplier

+

–
vin

20 kΩ

1 MΩ

(d) Coefficient
    multiplier

vout

+

–

vout

+

–

vout

+

–

vout

+

–

Figure 12.40 Analog computer simulation of suspension system

Comments: Note that it is not necessary to employ five op-amps in this analog simulator.
The summing amplifier function and the first integrator could, for example, be combined
into a single op-amp, and one of the two coefficient multipliers could be eliminated. This
idea is explored further in the homework problems.

EXAMPLE 12.8 Deriving a Differential Equation
from an Analog Computer Circuit

Problem

Derive the differential equation corresponding to the analog computer simulator of
Figure 12.41.

Solution

Known Quantities: Resistor and capacitor values.

Find: Differential equation in x(t).

Schematics, Diagrams, Circuits, and Given Data: R1 = 0.4 M�; R2 = R3 = R5 =
1 M�; R4 = 2.5 k�; C1 = C2 = 1 µF.

Assumptions: Assume ideal op-amps.

Analysis: We start the analysis from the right-hand side of the circuit, to determine the
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f(t)
R1

y+

–

R2

C1
C2

R3

+

–

+

–
z

R4

R5

x(t)

Figure 12.41 Analog computer simulation of unknown system

intermediate variable z as a function of x:

x = −R5

R4
z = −400z

Next, we move to the left to determine the relationship between y and z:

z = − 1

R3C2

∫
y(t ′)dt ′ or y = −dz

dt

Finally, we determine y as a function of x and f :

y = − 1

R2C1

∫
x(t ′)dt ′ − 1

R1C1

∫
f (t ′)dt ′ = −

∫ [
x(t ′)+ 2.5f (t ′)

]
dt ′

or

dy

dt
= −x − 2.5f

Substituting the expressions into one another and eliminating the variables y and z, we
obtain the differential equation in x:

x = −400z

dx

dt
= −400

dz

dt
= 400y

d2x

dt2
= 400

dy

dt
= 400 (x − 2.5f )

and

d2x

dt2
+ 400x = −1, 000f

Comments: Note that the summing and integrating functions have been combined into a
single block in the first amplifier.

Check Your Understanding
12.14 Modify the gains of the coefficient multipliers in Example 12.7 if we wish to
slow down the simulation by a factor of 10 (i.e., if α = 0.1).

12.15 For the simulation of Example 12.7, what will the largest magnitude of the
voltage analog of xM be for a road displacement xR = 0.01 sin (100t)? [Hint: Use phasor
techniques to compute the frequency response xM(ω)/F (ω), where f (t) = B dxR/dt +
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KxR , and evaluate the output voltage by multiplying the input by the magnitude of the
frequency response at ω = 100.]

12.16 Change the parameters of the analog computer simulation of Example 12.8 to
simulate the differential equation d2x/dt2 + 2x = −10f (t).

12.6 PHYSICAL LIMITATIONS OF OP-AMPS

Thus far, the operational amplifier has been treated as an ideal device, characterized
by infinite input resistance, zero output resistance, and infinite open-loop voltage
gain. Although this model is adequate to represent the behavior of the op-amp
in a large number of applications, practical operational amplifiers are not ideal
devices but exhibit a number of limitations that should be considered in the design
of instrumentation. In particular, in dealing with relatively large voltages and
currents, and in the presence of high-frequency signals, it is important to be aware
of the nonideal properties of the op-amp. In the present section, we examine the
principal limitations of the operational amplifier.

Voltage Supply Limits

As indicated in Figure 11.4, operational amplifiers (and all amplifiers, in general)
are powered by external DC voltage supplies, V +

S and V −
S , which are usually

symmetrical and of the order of ±10 V to ±20 V. Some op-amps are especially
designed to operate from a single voltage supply, but for the sake of simplicity
we shall from here on consider only symmetrical supplies. The effect of limiting
supply voltages is that amplifiers are capable of amplifying signals only within the
range of their supply voltages; it would be physically impossible for an amplifier
to generate a voltage greater than V +

S or less than V −
S . This limitation may be

stated as follows:

V −
S < vout < V

+
S (12.81)

For most op-amps, the limit is actually approximately 1.5 V less than the supply
voltages. How does this practically affect the performance of an amplifier circuit?
An example will best illustrate the idea.

EXAMPLE 12.9 Voltage Supply Limits in an Inverting Amplifier

Problem

Compute and sketch the output voltage of the inverting amplifier of Figure 12.42.

RLvout

+

–

–

+

VS
–

VS
+

RF

~ vS

–

+

RS

Figure 12.42

Solution

Known Quantities: Resistor and supply voltage values; input voltage.

Find: vout(t).

Schematics, Diagrams, Circuits, and Given Data: RS = 1 k�; RF = 10 k�; RL =
1 k�; V +

S = 15 V; V −
S = −15 V; vS(t) = 2 sin(1,000t).
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Assumptions: Assume supply voltage–limited op-amp.

Analysis: For an ideal op-amp the output would be:

vout(t) = −RF
RS
vS(t) = −10 × 2 sin(1,000t) = −20 sin(1,000t)

However, the supply voltage is limited to ±15 V, and the op-amp output voltage will
therefore saturate before reaching the theoretical peak output value of ±20 V. Figure
12.43 depicts the output voltage waveform.

Actual response

Ideal response: vout(t) = –20 sin (2,000t)

t

20
15
10
5
0

–5
–10
–15
–20

vout(t)

Figure 12.43 Op-amp output with voltage supply
limit

Comments: In a practical op-amp, saturation would be reached at 1.5 V below the
supply voltages, or at approximately ±13.5 V.

Focus on Computer-Aided Solutions: An Electronics WorkbenchTM simulation of the
circuit of Figure 12.42 can be found in the accompanying CD-ROM.

Note how the voltage supply limit actually causes the peaks of the sine wave
to be clipped in an abrupt fashion. This type of hard nonlinearity changes the
characteristics of the signal quite radically, and could lead to significant errors if
not taken into account. Just to give an intuitive idea of how such clipping can
affect a signal, have you ever wondered why rock guitar has a characteristic sound
that is very different from the sound of classical or jazz guitar? The reason is that
the “rock sound” is obtained by overamplifying the signal, attempting to exceed
the voltage supply limits, and causing clipping similar in quality to the distortion
introduced by voltage supply limits in an op-amp. This clipping broadens the
spectral content of each tone and causes the sound to be distorted.

One of the circuits most directly affected by supply voltage limitations is
the op-amp integrator. The following example illustrates how saturation of an
integrator circuit can lead to severe signal distortion.

EXAMPLE 12.10 Voltage Supply Limits in an Op-Amp
Integrator

Problem

Compute and sketch the output voltage of the integrator of Figure 12.30.
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Solution

Known Quantities: Resistor, capacitor, and supply voltage values; input voltage.

Find: vout(t).

Schematics, Diagrams, Circuits, and Given Data: RS = 10 k�; CF = 20 µF; V +
S =

15 V; V −
S = −15 V; vS(t) = 0.5 + 0.3 cos(10t).

Assumptions: Assume supply voltage–limited op-amp. The initial condition is
vout(0) = 0.

Analysis: For an ideal op-amp integrator the output would be:

vout(t) = − 1

RSCF

∫ t

−∞
vS(t

′)dt ′ = − 1

0.2

∫ t

−∞

[
0.5 + 0.3 cos(10t ′)

]
dt ′

= −2.5t + 1.5 sin(10t)

However, the supply voltage is limited to ±15 V, and the integrator output voltage will
therefore saturate at the lower supply voltage value of −15 V as the term 2.5t increases
with time. Figure 12.44 depicts the output voltage waveform.

0 1 2 3 4 5
Time (s)

Ideal integrator output
Integrator output
affected by DC offset

In
te

gr
at

or
 v

ol
ta

ge
 (

V
)

6 7 8 9 10
–2
0
2
4
6
8

10
12
14
16

Figure 12.44 Effect of DC offset
on integrator

Comments: Note that the DC offset in the waveform causes the integrator output voltage
to increase linearly with time. The presence of even a very small DC offset will always
cause integrator saturation. One solution to this problem is to include a large feedback
resistor in parallel with the capacitor; this solution is explored in the homework problems.

Focus on Computer-Aided Solutions: An Electronics WorkbenchTM simulation of a
practical integrator (including the feedback resistance mentioned in the comments above)
can be found in the accompanying CD-ROM. Try removing the feedback resistor to verify
that saturation at the supply voltages is a real problem.

Frequency Response Limits

Another property of all amplifiers that may pose severe limitations to the op-amp
is their finite bandwidth. We have so far assumed, in our ideal op-amp model,
that the open-loop gain is a very large constant. In reality, AV (OL) is a function of
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frequency and is characterized by a low-pass response. For a typical op-amp,

AV (OL)(jω) = A0

1 + jω/ω0
(12.82)

The cutoff frequency of the op-amp open-loop gain, ω0, represents approximately
the point where the amplifier response starts to drop off as a function of frequency,
and is analogous to the cutoff frequencies of the RC and RL circuits of Chapter
6. Figure 12.45 depicts AV (OL)(jω) in both linear and dB plots for the fairly
typical values A0 = 106 and ω0 = 10π . It should be apparent from this figure
that the assumption of a very large open-loop gain becomes less and less accurate
for increasing frequency. Recall the initial derivation of the closed-loop gain for
the inverting amplifier: In obtaining the final result, Vout/VS = −RF/RS , it was
assumed that AV (OL) → ∞. This assumption is clearly inadequate at the higher
frequencies.
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Figure 12.45 Open-loop gain of practical op-amp
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The finite bandwidth of the practical op-amp results in a fixed gain-
bandwidth product for any given amplifier. The effect of a constant gain-
bandwidth product is that as the closed-loop gain of the amplifier is increased,
its 3-dB bandwidth is proportionally reduced, until, in the limit, if the amplifier
were used in the open-loop mode, its gain would be equal toA0 and its 3-dB band-
width would be equal to ω0. The constant gain-bandwidth product is therefore
equal to the product of the open-loop gain and the open-loop bandwidth of the
amplifier: A0 × ω0 = K . When the amplifier is connected in a closed-loop con-
figuration (e.g., as an inverting amplifier), its gain is typically much less than the
open-loop gain and the 3-dB bandwidth of the amplifier is proportionally increased.
To explain this further, Figure 12.46 depicts the case in which two different linear
amplifiers (achieved through any two different negative feedback configurations)
have been designed for the same op-amp. The first has closed-loop gainA1, and the
second has closed-loop gainA2. The bold line in the figure indicates the open-loop
frequency response, with gain A0 and cutoff frequency ω0. As the gain decreases
from the open-loop gain, A0, to A1, we see that the cutoff frequency increases
from ω0 to ω1. If we further reduce the gain to A2, we can expect the bandwidth
to increase to ω2. Thus, the product of gain and bandwidth in any given op-amp
is constant. That is,

A0 × ω0 = A1 × ω1 = A2 × ω2 = K (12.83)
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EXAMPLE 12.11 Gain-Bandwidth Product Limit in an Op-Amp

Problem

Determine the maximum allowable closed-loop voltage gain of an op-amp, if the amplifier
is required to have an audio-range bandwidth of 20 kHz.

Solution

Known Quantities: Gain-bandwidth product.

Find: AV max.

Schematics, Diagrams, Circuits, and Given Data: A0 = 106; ω0 = 2π × 5 rad/s.

Assumptions: Assume gain-bandwidth product limited op-amp.

Analysis: The gain-bandwidth product of the op-amp is:

A0 × ω0 = K = 106 × 2π × 5 = π × 107 rad/s.

The desired bandwidth is ωmax = 2π × 20,000 rad/s, and the maximum allowable gain
will therefore be:

Amax = K

ωmax
= π × 107

π × 4 × 104
= 250

V

V

For any closed-loop voltage gain greater than 250, the amplifier would have reduced
bandwidth.

Comments: If we desired to achieve gains greater than 250 and maintain the same
bandwidth, two options would be available: (1) use a different op-amp with greater
gain-bandwidth product or (2) connect two amplifiers in cascade, each with lower gain
and greater bandwidth, such that the product of the gains would be greater than 250.

To further explore the first option, you may wish to look at the device data sheets for
different op-amps (in the accompanying CD-ROM, or in the device templates in the
Electronics WorkbenchTM libraries), and verify that op-amps can be designed (at a cost!)
to have substantially greater gain-bandwidth product than the amplifier used in this
example. The second option is examined in the next example.

EXAMPLE 12.12 Increasing the Gain-Bandwidth Product
by Means of Amplifiers in Cascade

Problem

Determine the overall 3-dB bandwidth of the cascade amplifier of Figure 12.47.

Solution

Known Quantities: Gain-bandwidth product and gain of each amplifier.

Find: ω3 dB of cascade amplifier.

Schematics, Diagrams, Circuits, and Given Data: A0 × ω0 = K = 4π × 106 for each
amplifier. RF/RS = 100 for each amplifier.
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Figure 12.47 Cascade amplifier

Assumptions: Assume gain-bandwidth product–limited (otherwise ideal) op-amps.

Analysis: Let A1 and ω1 denote the gain and the 3-dB bandwidth of the first amplifier,
respectively, and A2 and ω2 those of the second amplifier.

The 3-dB bandwidth of the first amplifier is:

ω1 = K

A1
= 4π × 106

102
= 4π × 104 rad

s

The second amplifier will also have:

ω2 = K

A2
= 4π × 106

102
= 4π × 104 rad

s

Thus, the approximate bandwidth of the cascade amplifier is 4π × 104 and the gain of the
cascade amplifier is A1 × A2 = 100 × 100 = 104.

Had we attempted to achieve the same gain with a single-stage amplifier having the
same K , we would have achieved a bandwidth of only:

ω3 = K

A3
= 4π × 106

104
= 4π × 102 rad

s

Comments: In practice, the actual 3-dB bandwidth of the cascade amplifier is not quite
as large as that of each of the two stages, because the gain of each amplifier starts
decreasing at frequencies somewhat lower than the nominal cutoff frequency. The
calculation of the actual 3-dB bandwidth of the cascade amplifier is illustrated in Check
Your Understanding Exercise 12.17.

Input Offset Voltage

Another limitation of practical op-amps results because even in the absence of any
external inputs, it is possible that an offset voltage will be present at the input of an
op-amp. This voltage is usually denoted by ±Vos and it is caused by mismatches
in the internal circuitry of the op-amp. The offset voltage appears as a differential
input voltage between the inverting and noninverting input terminals. The presence
of an additional input voltage will cause a DC bias error in the amplifier output,
as illustrated in Example 12.13. Typical and maximum values of Vos are quoted
in manufacturers’ data sheets. The worst-case effects due to the presence of offset
voltages can therefore be predicted for any given application.
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EXAMPLE 12.13 Effect of Input Offset Voltage on an Amplifier

Problem

Determine the effect of the input offset voltage Vos on the output of the amplifier of
Figure 12.48.
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Figure 12.48 Op-amp
input offset voltage

Solution

Known Quantities: Nominal closed-loop voltage gain; input offset voltage.

Find: The offset voltage component in the output voltage, vout,os.

Schematics, Diagrams, Circuits, and Given Data: Anom = 100; Vos = 1.5 mV.

Assumptions: Assume input-offset-voltage-limited (otherwise ideal) op-amp.

Analysis: The amplifier is connected in a noninverting configuration; thus its gain is:

AV nom = 100 = 1 + RF

RS

The DC offset voltage, represented by an ideal voltage source, is represented as being
directly applied to the noninverting input; thus:

Vout,os = AV nomVos = 100Vos = 150 mV

Thus, we should expect the output of the amplifier to be shifted upward by 150 mV.

Comments: The input offset voltage is not, of course, an external source, but it
represents a voltage offset between the inputs of the op-amp. Figure 12.51 depicts how
such an offset can be nulled.

The worst-case offset voltage is usually listed in the device data sheets (see the data
sheets in the accompanying CD-ROM, or in the device templates in the Electronics
WorkbenchTM libraries, for an illustration). Typical values are 2 mV for the 741c
general-purpose op-amp and 5 mV for the FET-input TLO81.

Input Bias Currents

Another nonideal characteristic of op-amps results from the presence of small
input bias currents at the inverting and noninverting terminals. Once again, these
are due to the internal construction of the input stage of an operational amplifier.
Figure 12.49 illustrates the presence of nonzero input bias currents (IB) going into
an op-amp.

+

–
R1

R2

VS
+
_

i1

IB+

i2

IB–

vout

+

–

Figure 12.49

Typical values of IB depend on the semiconductor technology employed in
the construction of the op-amp. Op-amps with bipolar transistor input stages may
see input bias currents as large as 1µA, while for FET input devices, the input bias
currents are less than 1 nA. Since these currents depend on the internal design of
the op-amp, they are not necessarily equal. One often designates the input offset
current Ios as

Ios = IB+ − IB− (12.84)
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The latter parameter is sometimes more convenient from the standpoint of analysis.
The following example illustrates the effect of the nonzero input bias current on a
practical amplifier design.

EXAMPLE 12.14 Effect of Input Offset Current on an Amplifier

Problem

Determine the effect of the input offset current Ios on the output of the amplifier of
Figure 12.50.
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Figure 12.50

Solution

Known Quantities: Resistor values; input offset current.

Find: The offset voltage component in the output voltage, vout,os.

Schematics, Diagrams, Circuits, and Given Data: Ios = 1 µA; R2 = 10 k�.

Assumptions: Assume input-offset-current-limited (otherwise ideal) op-amp.

Analysis: We calculate the inverting and noninverting terminal voltages caused by the
offset current in the absence of an external input:

v+ = R3IB+ v− = v+ = R3IB+

With these values we can apply KCL at the inverting node and write:

vout − v−

R2
− v+

R1
= IB−

vout

R2
− −R3IB+

R2
− −R3IB+

R1
= IB−

vout = R2

[
−IB+R3

(
1

R2
+ 1

R1

)
+ IB−

]
= −R2Ios

Thus, we should expect the output of the amplifier to be shifted downward by R2Ios, or
104 × 10−6 = 10 mV for the data given in this example.

Comments: Usually, the worst-case input offset current (or input bias currents) are listed
in the device data sheets (see the data sheets in the accompanying CD-ROM, or in the
device templates in the Electronics WorkbenchTM libraries, for an illustration). Values can
range from 100 pA (for CMOS op-amps, e.g., LMC6061) to around 200 nA for a low-cost
general-purpose amplifier (e.g., µA 741c).

Output Offset Adjustment

Both the offset voltage and the input offset current contribute to an output offset
voltage Vout,os. Some op-amps provide a means for minimizing Vout,os. For ex-
ample, the µA741 op-amp provides a connection for this procedure. Figure 12.51
shows a typical pin configuration for an op-amp in an eight-pin dual-in-line pack-
age (DIP) and the circuit used for nulling the output offset voltage. The variable
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resistor is adjusted until vout reaches a minimum (ideally, 0 volts). Nulling the
output voltage in this manner removes the effect of both input offset voltage and
current on the output. 8

7

6
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Figure 12.51 Output
off-set voltage adjustment

Slew Rate Limit

Another important restriction in the performance of a practical op-amp is associated
with rapid changes in voltage. The op-amp can produce only a finite rate of change
at its output. This limit rate is called the slew rate. Consider an ideal step input,
where at t = 0 the input voltage is switched from zero to V volts. Then we would
expect the output to switch from 0 to A · V volts, where A is the amplifier gain.
However, vout(t) can change at only a finite rate; thus,∣∣∣∣dvout(t)

dt

∣∣∣∣
max

= S0 = Slew rate (12.85)

Figure 12.52 shows the response of an op-amp to an ideal step change in input
voltage. Here, S0, the slope of vout(t), represents the slew rate.

V
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v

S0

t = 0 t

vout(t)

vin(t)

Figure 12.52 Slew rate
limit in op-amps

The slew rate limitation can affect sinusoidal signals, as well as signals
that display abrupt changes, as does the step voltage of Figure 12.52. This may
not be obvious until we examine the sinusoidal response more closely. It should
be apparent that the maximum rate of change for a sinusoid occurs at the zero
crossing, as shown by Figure 12.53. To evaluate the slope of the waveform at the
zero crossing, let

v(t) = A sinωt (12.86)

so that

dv(t)

dt
= ωA cosωt (12.87)

The maximum slope of the sinusoidal signal will therefore occur at ωt = 0, π ,
2π, . . . , so that∣∣∣∣dv(t)dt

∣∣∣∣
max

= ω × A = S0 (12.88)

Thus, the maximum slope of a sinusoid is proportional to both the signal frequency
and the amplitude. The curve shown by a dashed line in Figure 12.53 should
indicate that as ω increases, so does the slope of v(t) at the zero crossings. What
is the direct consequence of this result, then? Example 12.15 gives an illustration
of the effects of this slew rate limit.

v(t)

t

Maximum slope

Figure 12.53 The maximum slope of a sinusoidal
signal varies with the signal frequency
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EXAMPLE 12.15 Effect of Slew Rate Limit on an Amplifier

Problem

Determine the effect of the slew rate limit, S0, on the output of an inverting amplifier for a
sinusoidal input voltage of known amplitude and frequency.

Solution

Known Quantities: Slew rate limit, S0; amplitude and frequency of sinusoidal input
voltage; amplifier closed-loop gain.

Find: Sketch the theoretically correct output and the actual output of the amplifier in the
same graph.

Schematics, Diagrams, Circuits, and Given Data: S0 = 1 V/µS;
vS(t) = sin(2π × 105t); AV = 10.

Assumptions: Assume slew-rate-limited (otherwise ideal) op-amp.

Analysis: Given the closed-loop voltage gain of 10, we compute the theoretical output
voltage to be:

vout(t) = −10 sin(2π × 105t)

The maximum slope of the output voltage is then computed as follows:∣∣∣∣dvout(t)

dt

∣∣∣∣
max

= Aω = 10 × 2π × 105 = 6.28
V

µs

Clearly, the value calculated above far exceeds the slew rate limit. Figure 12.54 depicts
the approximate appearance of the waveforms that one would measure in an experiment.

Comments: Note that in this example the slew rate limit has been exceeded severely, and
the output waveform is visibly distorted, to the point that it has effectively become a
triangular wave. The effect of the slew rate limit is not always necessarily so dramatic and
visible; thus one needs to pay attention to the specifications of a given op-amp. The slew
rate limit is listed in the device data sheets (see the data sheets in the accompanying CD-
ROM, or in the device templates in the Electronics WorkbenchTM libraries, for examples).
Typical values can range from 13 V/µs, for the TLO81, to around 0.5 V/µs for a low-cost
general-purpose amplifier (e.g., µA 741c).

vout(t)

S0 = 1 V
µs

Smax = 6.28 V
µs

Desired response

Actual response

t (ms)151052.50

Figure 12.54 Distortion introduced by slew rate limit
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Short-Circuit Output Current

Recall the model for the op-amp introduced in Section 12.2, which represented
the internal circuits of the op-amp in terms of an equivalent input resistance, Rin,
and a controlled voltage source,AV vin. In practice, the internal source is not ideal,
because it cannot provide an infinite amount of current (either to the load, or to
the feedback connection, or both). The immediate consequence of this nonideal
op-amp characteristic is that the maximum output current of the amplifier is limited
by the so-called short-circuit output current, ISC:

|Iout| < ISC (12.89)

To further explain this point, consider that the op-amp needs to provide current
to the feedback path (in order to “zero” the voltage differential at the input) and
to whatever load resistance, RL, may be connected to the output. Figure 12.55
illustrates this idea for the case of an inverting amplifier, where ISC is the load
current that would be provided to a short-circuit load (RL = 0).
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Figure 12.55

EXAMPLE 12.16 Effect of Short-Circuit Current Limit
on an Amplifier

Problem

Determine the effect of the short-circuit limit, ISC, on the output of an inverting amplifier
for a sinusoidal input voltage of known amplitude.

Solution

Known Quantities: Short-circuit current limit, ISC; amplitude of sinusoidal input
voltage; amplifier closed-loop gain.

Find: Compute the maximum allowable load resistance value, RL min, and sketch the
theoretical and actual output voltage waveforms for resistances smaller than RL min.

Schematics, Diagrams, Circuits, and Given Data: ISC = 50 mA; vS(t)
= 0.05 sin(ωt); AV = 100.

Assumptions: Assume short-circuit-current-limited (otherwise ideal) op-amp.

Analysis: Given the closed-loop voltage gain of 100, we compute the theoretical output
voltage to be:

vout(t) = −AV vS(t) = −5 sin(ωt)

To assess the effect of the short-circuit current limit, we calculate the peak value of the
output voltage, since this is the condition that will require the maximum output current
from the op-amp:

vout peak = 5 V

ISC = 50 mA

RL min = vout peak

ISC
= 5 V

50 mA
= 100 �

For any load resistance less than 100 �, the required load current will be greater than ISC.
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For example, if we chose a 75-� load resistor, we would find that

vout peak = ISC × RL = 3.75 V

That is, the output voltage cannot reach the theoretically correct 5-V peak, and would be
“compressed” to reach a peak voltage of only 3.75 V. This effect is depicted in
Figure 12.56.

vout for RL ≥ 100 Ω

t

vout for 
RL = 75 Ω

vout(t)

3.75

–3.75

–5

5

Figure 12.56 Distortion
introduced by short-circuit
current limit

Comments: The short-circuit current limit is listed in the device data sheets (see the data
sheets in the accompanying CD-ROM, or in the device templates in the Electronics
WorkbenchTM libraries, for examples). Typical values for a low-cost general-purpose
amplifier (e.g., 741c) are in the tens of milliamperes.

Common-Mode Rejection Ratio (CMRR)

Early in this chapter, “Focus on Measurements: Electrocardiogram (EKG) Am-
plifier” introduces the notion of differential-mode and common-mode signals. If
we defineAdm as the differential-mode gain andAcm as the common-mode gain
of the op-amp, the output of an op-amp can then be expressed as follows:

vout = Adm(v2 − v1)+ Acm

(
v2 + v1

2

)
(12.90)

Under ideal conditions,Acm should be exactly zero, since the differential amplifier
should completely reject common-mode signals. The departure from this ideal
condition is a figure of merit for a differential amplifier and is measured by defining
a quantity called the common-mode rejection ratio (CMRR). The CMRR is
defined as the ratio of the differential-mode gain to the common-mode gain and
should ideally be infinite:

CMRR = Adm

Acm

The CMRR is often expressed in units of decibels (dB). The common-mode re-
jection ratio idea is explored further in the problems at the end of the chapter.

F O C U S O N M E T H O D O L O G Y

Using Op-Amp Data Sheets—Comparison of LM741 and LMC6061
In this box we compare the LM741 and the LMC6061 op-amps that were introduced in an earlier methodology
box. Excerpts from the data sheets are shown below, with some words of explanation. The complete data
sheets can be found in the accompanying CD-ROM. You are encouraged to identify the information given
below in the data sheets.
LM741 Electrical Characteristics— An abridged version of the electrical characteristics of the LM741 is
shown below.



Part II Electronics 581

_

+
Output

Offset Nulling Circuit

10 kΩ

V–

LM741

Electrical Characteristics

LM741A/LM741E LM741 LM741C

Parameter Conditions Min Typ Max Min Typ Max Min Typ Max Units

Input Offset Voltage TA = 25◦C
RS ≤ 10 k� 1.0 5.0 2.0 6.0 mV
RS ≤ 50� 0.8 3.0 mV

TAMIN ≤ TA ≤ TAMAX

RS ≤ 50� 4.0 mV
RS ≤ 10 k� 6.0 7.5 mV

Average Input Offset
Voltage Drift

15 µV/◦C

Input Offset Voltage TA = 25◦C, VS = ±20V
Adjustment Range

±10 ±15 ±15 mV

Input Offset Current TA = 25◦C 3.0 30 20 200 20 200 nA

TAMIN ≤ TA ≤ TAMAX 70 85 500 300 nA

Average Input Offset
Current Drift

0.5 nA/◦C

Input Bias Current TA = 25◦C 30 80 80 500 80 500 nA

TAMIN ≤ TA ≤ TAMAX 0.210 1.5 0.8 µA

Input Resistance TA = 25◦C, VS = ±20V 1.0 6.0 0.3 2.0 0.3 2.0 M�

TAMIN ≤ TA ≤ TAMAX,
VS = ±20 V

0.5 M�

Input Voltage Range TA = 25◦C ±12 ±13 V

TAMIN ≤ TA ≤ TAMAX ±12 ±13 V

Large Signal Voltage TA = 25◦ C, RL ≥ 2 k�
Gain VS = ±20V, VO = ±15V 50 V/mV

VS = ±15V, VO = ±10V 50 200 20 200 V/mV

TAMIN ≤ TA ≤ TAMAX,
RL ≥ 2 k�
VS = ±20V, VO = ±15V 32 V/mV
VS = ±15V, VO = ±10V 25 15 V/mV
VS = ±5V, VO = ±2V 10 V/mV

Output Voltage VS = ±20V
Swing RL ≥ 10 k� ±16 V

RL ≥ 2 k� ±15 V

VS = ±15 V
RL ≥ 10 k� ±12 ±14 ±12 ±14 V
RL ≥ 2 k� ±10 ±13 ±10 ±13 V

(Continued)
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Electrical Characteristics
LM741A/LM741E LM741 LM741C

Parameter Conditions Min Typ Max Min Typ Max Min Typ Max Units

Output Short Circuit TA = 25◦C 10 25 35 25 25 mA
Current TAMIN ≤ TA ≤ TAMAX 10 40 mA

Common-Mode TAMIN ≤ TA ≤ TAMAX
Rejection Ratio RS ≤ 10 k�, VCM = ±12V 70 90 70 90 dB

RS ≤ 50�, VCM = ±12V 80 95 dB

Supply Voltage TAMIN ≤ TA ≤ TAMAX,
Rejection Ratio VS = ±20V to VS = ±5V

RS ≤ 50� 86 96 dB
RS ≤ 10 k� 77 96 77 96 dB

Transient Response TA = 25◦C, Unity Gain
Rise Time 0.25 0.8 0.3 0.3 µs
Overshoot 6.0 20 5 5 %

Bandwidth TA = 25◦C 0.437 1.5 MHz

Slew Rate TA = 25◦C, Unity Gain 0.3 0.7 0.5 0.5 V/µs

Supply Current TA = 25◦C 1.7 2.8 1.7 2.8 mA

Power Consumption TA = 25◦C
VS = ±20V 80 150 mW
VS = ±15V 50 85 50 85 mW

LM741A VS = ±20V
TA = TAMIN 165 mW
TA = TAMAX 135 mW

LM741E VS = ±20V
TA = TAMIN 150 mW
TA = TAMAX 150 mW

LM741 VS = ±15V
TA = TAMIN 60 100 mW
TA = TAMAX 45 75 mW

LMC6061 Electrical Characteristics— An abridged version of the electrical characteristics of the LMC
6061 is shown below.

DC Electrical Characteristics
Unless otherwise specified, all limits guaranteed for TJ = 25◦C. Boldface limits apply at the temperature extremes.
V + = 5V, V − = 0V, VCM = 1.5V, VO = 2.5V and RL > 1M unless otherwise specified.

LMC6061AM LMC6061AI LMC6061I
Symbol Parameter Conditions Typ Limit Limit Limit Units

VOS Input Offset Voltage 100 350 350 800 µV
1200 900 1300 Max

T CVOS Input Offset Voltage
Average Drift

1.0 µV/◦C
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DC Electrical Characteristics (Continued)

LMC6061AM LMC6061AI LMC6061I
Symbol Parameter Conditions Typ Limit Limit Limit Units

IB Input Bias Current 0.010 pA
100 4 4 Max

IOS Input Offset Current 0.005 pA
100 2 2 Max

RIN Input Resistance >10 Tera �

CMRR Common Mode 0V ≤ VCM ≤ 12.0V 85 75 75 66 dB
Rejection Ratio V + = 15V 70 72 63 Min

+PSRR Positive Power Supply 5V ≤ V + ≤ 15V 85 75 75 66 dB
Rejection Ratio VO = 2.5V 70 72 63 Min

−PSRR Negative Power Supply 0V ≤ V − ≤ −10V 100 84 84 74 dB
Rejection Ratio 70 81 71 Min

VCM Input Common-Mode V + = 5V and 15V −0.4 −0.1 −0.1 −0.1 V
Voltage Range for CMRR ≥ 60 dB 0 0 0 Max

V + − 1.9 V + − 2.3 V + − 2.3 V + − 2.3 V
V+–2.6 V+–2.5 V+–2.5 Min

AV Large Signal RL = 100 k� Sourcing 4000 400 400 300 V/mV
Voltage Gain (Note 7) 200 300 200 Min

Sinking 3000 180 180 90 V/mV
70 100 60 Min

RL = 25 k� Sourcing 3000 400 400 200 V/mV
(Note 7) 150 150 80 Min

Sinking 2000 100 100 70 V/mV
35 50 35 Min

VO Output Swing V + = 5V 4.995 4.990 4.990 4.950 V
RL = 100 k� to 2.5V 4.970 4.980 4.925 Min

0.005 0.010 0.010 0.050 V
0.030 0.020 0.075 Max

V + = 5V 4.990 4.975 4.975 4.950 V
RL = 25 k� to 2.5V 4.955 4.965 4.850 Min

0.010 0.020 0.020 0.050 V
0.045 0.035 0.150 Max

V + = 15V 14.990 14.975 14.975 14.950 V
RL = 100 k� to 7.5V 14.955 14.965 14.925 Min

0.010 0.025 0.025 0.050 V
0.050 0.035 0.075 Max

V + = 15V 14.965 14.900 14.900 14.850 V
RL = 25 k� to 7.5V 14.800 14.850 14.800 Min

0.025 0.050 0.050 0.100 V
0.200 0.150 0.200 Max

(Continued)
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(Concluded)

DC Electrical Characteristics (Continued)

LMC6061AM LMC6061AI LMC6061I
Symbol Parameter Conditions Typ Limit Limit Limit Units

IO Output Current Sourcing, VO = 0V 22 16 16 13 mA
V + = 5V 8 10 8 Min

Sinking, VO = 5V 21 16 16 16 mA
7 8 8 Min

IO Output Current Sourcing, VO = 0V 25 15 15 15 mA
V + = 15V 9 10 10 Min

Sinking, VO = 13V 35 24 24 24 mA
(Note 10) 7 8 8 Min

IS Supply Current V + = +5V, VO = 1.5V 20 24 24 32 mA
35 32 40 Max

V + = +15V, VO = 7.5V 24 30 30 40 µA
40 38 48 Max

AC Electrical Characteristics
Unless otherwise specified, all limits guaranteed for TJ = 25◦C. Boldface limits apply at the temperature extremes.
V + = 5V, V − = 0V, VCM = 1.5V, VO = 2.5V and RL > 1M unless otherwise specified.

LMC6061AM LMC6061AI LMC6061I
Symbol Parameter Conditions Typ Limit Limit Limit Units

SR Slew Rate (Note 8) 35 20 20 15 V/ms
8 10 7 Min

GBW Gain-Bandwidth Product 100 kHz

θm Phase Margin 50 Deg

en Input-Referred Voltage Noise F = 1 kHz 83 nV/
√

Hz

in Input-Referred Current Noise F = 1 kHz 0.0002 pA/
√
Hz

T.H.D. Total Harmonic Distortion F = 1 kHz, AV = −5
RL = 100 k�, VO = 2VPP 0.01 %
± 5V Supply %

Comparison:

Input Offset Voltage— Note that the typical input offset voltage in the 6061 is only 100 µV, versus 0.8 mV
in the 741.
Input Offset Voltage Adjustments— The recommended circuit is shown for the 741, and a range of
±15 mV is given. The 6061 does not require offset voltage adjustment.
Input Offset Current— The 741 sheet reports typical value of 3 nA (3 × 10−9 A); the corresponding value
for the 6061 is 0.005 pA (5 × 10−15 A)! This extremely low value is due to the MOS construction of the
amplifier (see Chapter 9 for a discussion of MOS stage input impedance).
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Input Resistance— The specifications related to input offset current are mirrored by the input resistance
specifications. The 741 has a respectable typical input resistance of 6 M�; the 6061 has an input resistance
greater than 10 T� (1 teraohm = 1012 �). Once again, this is the result of MOS construction.
Large-Signal Voltage Gain— The 741 lists a typical value of 50 V/mV (or 5 × 104) for its open-loop voltage
gain; the 6061 lists values greater than or equal to 2,000 V/mV (or 2 × 106).
CMRR— The typical common-mode rejection ratio is 95 db for the 741 and 85 dB for the 6061.
Slew rate— 0.7 V/µs for the 741 and 35 V/ms for the 6061.
Bandwidth— The bandwidth for the 741 is listed as 1.5 MHz (this would be the unity gain bandwidth), while
the 6061 lists a 100-kHz gain-bandwidth product.
Output short circuit current—25 mA for both devices.
Note that, while the LMC6061 is certainly superior to the LM741 op-amp in a number of categories, there
are certain features (e.g., bandwidth and slew rate) that might cause a designer to prefer the 741 for a specific
application.

Check Your Understanding
12.17 In Example 12.12, we implicitly assumed that the gain of each amplifier was
constant for frequencies up to the cutoff frequency. This is, in practice, not true, since the
individual op-amp closed-loop gain starts dropping below the DC gain value according to
the equation

A(jω) = A1

1 + jω/ω1

Thus, the calculations carried out in the example are only approximate. Find an expression
for the closed-loop gain of the cascade amplifier. [Hint: The combined gain is equal to the
product of the individual closed-loop gains.] What is the actual gain in dB at the cutoff
frequency, ω0, for the cascade amplifier?

12.18 What is the 3-dB bandwidth of the cascade amplifier of Example 12.12? [Hint:
The gain of the cascade amplifier is the product of the individual op-amp frequency re-
sponses. Compute the magnitude of this product and set the magnitude of the product of
the individual frequency responses equal to (1/

√
2)× 10,000, and then solve for ω.]

Manufacturers generally supply values for the parameters discussed in this
section in their device data specifications. Typical data sheets for common op-amps
may be found in the accompanying CD-ROM.

CONCLUSION

This chapter has described the fundamental properties and limitations of the operational
amplifier.

• Ideal amplifiers represent fundamental building blocks of electronic
instrumentation. With the concept of the ideal amplifiers in mind, one can design
practical amplifiers, filters, integrators, and other useful signal-processing circuits.

• The operational amplifier closely approximates the characteristics of an ideal
amplifier. The analysis of op-amp circuits may be carried out very easily, if it is
assumed that the op-amp’s input resistance and open-loop gain are very large.
The inverting, noninverting, and differential amplifier configurations permit the
design of useful electronic amplifiers simply by selecting a few external resistors.

• If energy-storage elements are used in the construction of op-amp circuits, it is
possible to accomplish the functions of filtering, integration, and differentiation.
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• The properties of summing amplifiers and integrators make it possible to build
analog computers, which serve as an aid in the solution of differential equations,
and in the simulation of dynamic systems.

• When op-amps are employed in more advanced applications, it is important to
know that there are limitations on their performance that are not predicted by the
simple op-amp model introduced at the beginning of the chapter. These include
voltage supply limits, frequency response limits, offset voltages and currents,
slew rate limits, and finite common-mode rejection ratio. In general, it is not
difficult to compensate for these limitations in the design of op-amp circuits.

CHECK YOUR UNDERSTANDING ANSWERS

CYU 12.1 AV(CL) = 999.9, 999.0, 990.1, 909.1 AV(OL)min = 106 for 0.1% error in AV(CL).

CYU 12.2 AV(CL) = 99.99, 99.99, 99.90, 99.00 AV(OL)min = 105 for 0.1% error in AV(CL).

CYU 12.4 
R = 6,714 �

CYU 12.5 Vref can have values between ±0.714 V.

CYU 12.6 RF/RS = 42.55; Vref = 0.684 V

CYU 12.7 RF = 19.9 k�, RS = 199 �

CYU 12.8 RF = 820 k�, RS = 8.2 k�; error: gain = 0%, ω3 dB = 2.95%

CYU 12.9 407 Hz

CYU 12.10 −6 dB; ω3 dB = 0.642ω0

CYU 12.11 −20 dB/decade

CYU 12.12 +20 dB/decade

CYU 12.14 B/M = 5; K/M = 40

CYU 12.15 xM max = 0.0082 m

CYU 12.16

_

+ _

+ x(t)

_

+

0.1 MΩ

0.5 MΩ

1 MΩ
1 MΩ

1 µF

f(t)

1 MΩ

1 µF

CYU 12.17 74 dB

CYU 12.18 ω3 dB = 2π × 12,800 rad/s

HOMEWORK PROBLEMS

Section 1: Ideal Amplifiers

12.1 The circuit shown in Figure P12.1 has a signal
source, two stages of amplification, and a load.
Determine, in dB, the power gain G where:

Rs = 0.6 k� RL = 0.6 k�

Ri1 = 3 k� Ri2 = 3 k�

Ro1 = 2 k� Ro2 = 2 k�

AVO1 = 100 Gm2 = 350 m�

+
_

Rs

Vs

Vi1 Ri1

+

–
VORL

+

–+
_

RO1

RO2

AVO1Vl1

Vi2 Ri2

+

–

+
_ GM2Vl2

Figure P12.1
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12.2 A temperature sensor in a production line under
normal operating conditions produces a no-load (i.e.,
sensor current = 0) voltage:

vs = Vso cos(ωt) Rs = 400 �

Vso = 500 mV ω = 6.28 k rad/s

The temperature is monitored on a display (the load)
with a vertical line of light-emitting diodes. Normal
conditions are indicated when a string of the
bottommost diodes 2 cm in length is on. This requires
that a voltage be supplied to the display input terminals
where:

RL = 12 k� vo = Vo cos(ωt) Vo = 6 V

The signal from the sensor must be amplified.
Therefore, a voltage amplifier, shown in Figure P12.2,
is connected between the sensor and CRT with:

Ri = 2 k� Ro = 3 k�

Determine the required no load gain of the amplifier.

+
_

Rs

Vs

Vi Ri

+

– +
_

RO

AVOVi

VO RL

+

–

Figure P12.2

12.3 The circuit shown in Figure P12.3 has a signal
source, two stages of amplification, and a load.
Determine, in dB, the power gain G = Po/Pi where:

G = Po

Pi
Pi = V 2

i1

Ri1

Rs = 0.7 k� RL = 16 �

Ri1 = 1.1 k� Ri2 = 19 k�

Ro1 = 2.9 k� Ro2 = 22 �

AVO1 = 65 Gm2 = 130 mS

+
_

Rs

Vs

Vi1 Ri1

+

–
VORL

+

–+
_

RO1

RO2

AVO1Vi1

Vi2 Ri2

+

–

+
_ GM2Vi2

Figure P12.3

12.4 In the circuit of Figure 12.4,

Rs = 0.3 k� RL = 2 k�

Ri1 = Ri2 = 7.7 k�

R01 = Ro2 = 1.3 k�

AVO1 = AVO2 = 17

Vo

Vi1
= 149.9

Determine:
a. The power gain in dB.
b. The overall voltage gain vo/vs .

+
_

Rs

Vs

Vi1 Ri1

+

–
VO

+

–+
_

RO1

AVO1Vi1

Vi2 Ri2

+

– +
_

RO2

AVO2Vi2

RL

+

–

Figure P12.4

12.5 What approximations are usually made about the
voltages and currents shown in Figure P12.5 for the
ideal operational amplifier model?

_

+

_

+

ip

Vo

in

Figure P12.5

12.6 What approximations are usually made about the
circuit components and parameters shown in Figure
P12.6 for the ideal op-amp model?

_

+

µvi

ro
vorivi

+

–

Figure P12.6

Section 2: Op-Amp Circuits

12.7 Find v1 in Figure P12.7(a) and (b). Note how the
voltage follower holds v1 in Figure P12.7(b) to vg/2,
while the 3-k� resistor “loads” the output in Figure
P12.7(a).

+
_

+

_
v13 kΩ6 kΩ

6 kΩ

vg

(a)

Figure P12.7
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+
_

+

_ +

_
v13 kΩ6 kΩ

6 kΩ

vg

(b)

Figure P12.7 Continued

12.8 Determine an expression for the overall gain
AV = vo/vi for the circuit of Figure P12.8. Assume
the op-amp is ideal.

+
–

_

+

R1

vi

R2

vo

Figure P12.8

12.9 In the circuit of Figure P12.9, find the current i.

+
_

_

+

12 V

2 Ω

i

3 Ω

6 Ω

Figure P12.9

12.10 Show that the circuit of Figure P12.10 is a
noninverting summer.

+
_

+
_

R1

R2

R
RFv2

v1
v3

_

+
+

_

Figure P12.10

12.11 Determine an expression for the overall gain
AV = vo/vi for the circuit of Figure P12.11. Find the
conductance G = ii/vi seen by the voltage source, vi .
Assume the op-amps are ideal.

+
_

_

+vi

10 S +

_

6 S

3 S

4 S

2 S

vo

Figure P12.11

12.12 Determine an expression for the overall gain
AV = vo/vi for the circuit of Figure P12.12. Find the
conductance G = ii/vi seen by the voltage source, vi .
Assume the op-amp is ideal.

+
_ vi

vo

_

+

2 Ω 4 Ω

4 Ω

3 Ω

3 Ω

4 Ω

Figure P12.12

12.13 In the circuit of Figure P12.13, it is critical that
the gain remain within 2 percent of its nominal value,
16. Find the resistor, RS , that will accomplish the
nominal gain requirement, and state what the
maximum and minimum values of RS can be. Will a
standard 5 percent tolerance resistor be adequate to
satisfy this requirement? (See Chapter 2 for resistor
standard values.)
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RS

vout+

_

15 kΩ

+
_vS

Figure P12.13

12.14 An inverting amplifier uses two 10 percent
tolerance resistors: RF = 33 k�, and RS = 1.2 k�.
a. What is the nominal gain of the amplifier?
b. What is the maximum value of |AV |?
c. What is the minimum value of |AV |?

12.15 The circuit of Figure P12.15 will remove the DC
portion of the input voltage, v1(t), while amplifying
the AC portion. Let v1(t) = 10 + 10−3 sinωt V,
RF = 10 k�, and Vbatt = 20 V.
a. Find RS such that no DC voltage appears at the

output.
b. What is vout(t), using RS from part a?

RS

RF

+

_

Vbatt vout(t)

v1(t)

Figure P12.15

12.16 Figure P12.16 shows a simple practical amplifier
that uses the 741 op-amp. Pin numbers are as
indicated. Assume the input resistance is R = 2 M�,
the open-loop gain K = 200,000 and output resistance
Ro = 75 �. Find the gain AV = vo/vi approximately.

+
–

_

+

1 kΩ

vi

100 kΩ

vo

1 kΩ

10 kΩ

4

5 11
10

6

+15 V

–15 V

Figure P12.16

12.17 Use an inverting summing amplifier to obtain the
following weighted sum of four different signal
sources:

vout = −
(

1

4
sinω1t + 5 sinω2t + 2 sinω3t + 16 sinω4t

)

Assume that RF = 10 k�, and determine the required
source resistors.

12.18 The amplifier shown in Figure P12.18 has a signal
source, a load and one stage of amplification with:

Rs = 11 k� R1 = 1 k�

RF = 7 k� RL = 16 �

Motorola MC1741C op amp:

ri = 2 M� ro = 25 �
µ = 200,000

In a first-approximation analysis, the op-amp
parameters given above would be neglected and the
op-amp modeled as an ideal device. In this problem,
include their effects on the input resistance of the
amplifier circuit.
a. Derive an expression for the input resistance vi/ii

including the effects of the op-amp.
b. Determine the value of the input resistance

including the effects of the op-amp.
c. Determine the value of the input resistance

assuming the op amp is ideal.

_

_

+ +

vs

vo RL

Rs

ri

ro

RF

R1

+
–

Figure P12.18

12.19 In the circuit shown in Figure P12.19, if:

R1 = 50 k� R2 = 1.8 k�
RF = 220 k�
vs = 10−2 + 7 × 10−6 cos (ωt) V

determine:
a. An expression for the output voltage.
b. The value of the output voltage.

_

+

R2

RF
RL_

+
vs vo

R1

+
–

Figure P12.19
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12.20 If, in the circuit shown in Figure P12.20:

vS = 17 × 10−3 + 3 × 10−3 cos(ωt)

Rs = 50 � RL = 200 �

determine the output voltage.

_

+

RL_

+
vs vo

Rs

+
–

Figure P12.20

12.21 In the circuit shown in Figure P12.21:

vS1 = 2.9 × 10−3 cos(ωt)V
vS2 = 3.1 × 10−3 cos(ωt)V
R1 = 1 k� R2 = 3 k�
R3 = 13 k� R4 = 11 k�

Determine the output voltage.

_

_

+ +vS1
vo RL

R3

R4

R1

+
–

vS2

R2

+
–

+
–

Figure P12.21

12.22 In the circuit shown in Figure P12.21:

vS1 = 13 mV vS2 = 19 mV
R1 = 1 k� R2 = 13 k�
R3 = 80 k� R4 = 68 k�

Determine the output voltage.

12.23 In the circuit shown in Figure P12.23, if:

vS1 = vS2 = 7 mV
RF = 2.2 k� R1 = 850 �
R2 = 1.5 k�

and the MC1741C op-amp has the following
parameters:

ri = 2 M� µ = 200,000
ro = 25 �

Determine the:
a. Output voltage.
b. Voltage gain for the two input signals.

_

+

RF

RL_

+

vS1

vo

R1

+
–

vS2

R2

+
–

Figure P12.23

12.24 In the circuit shown in Figure P12.21, the two
voltage sources are temperature sensors with a
response:

vS1 = kT1 vS2 = kT2

where:

k = 23 mV/◦C
R1 = 11 k� R2 = 21 k�
R3 = 33 k� R4 = 56 k�

T1 = 35◦C and T2 = 100◦C, determine:
a. The output voltage.
b. The conditions required for the output voltage to

depend oly on the difference between the two
temperatures.

12.25 In a differential amplifier, if:

Av1 = −20 Av2 = +22

derive expressions for and then determine the value of
the common- and differential-mode gains.

12.26 If, in the circuit shown in Figure P12.21:

vS1 = 1.3V vS2 = 1.9 V
R1 = R2 = 5 k�
R3 = R4 = 10 k� RL = 1.8 k�

Determine:
a. The output voltage.
b. The common-mode component of the output

voltage.
c. The differential-mode component of the output

voltage.

12.27 The two voltage sources shown in Figure P12.21
are pressure sensors where, for each source and with
P = pressure in kPa:

vS1,2 = A+ BP1,2

A = 0.3 V B = 0.7 V
psi

R1 = R2 = 5 k�
R3 = R4 = 10 k�
RL = 1.8 k�

If P1 = 6 kPa and P2 = 5 kPa, determine, using
superposition, that part of the output voltage which is
due to the:
a. Common mode input voltage.
b. Difference mode input voltage.
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12.28 A linear potentiometer (variable resistor) Rp is
used to sense and give a signal voltage vy proportional
to the current y position of an x-y plotter. A reference
signal vR is supplied by the software controlling the
plotter. The difference between these voltages must be
amplified and supplied to a motor. The motor turns
and changes the position of the pen and the position of
the “pot” until the signal voltage is equal to the
reference voltage (indicating the pen is in the desired
position) and the motor voltage = 0. For proper
operation the motor voltage must be 10 times the
difference between the signal and reference voltage.
For rotation in the proper direction, the motor voltage
must be negative with respect to the signal voltage for
the polarities shown. An additional requirement is that
iP = 0 to avoid loading the pot and causing an
erroneous signal voltage.
a. Design an op-amp circuit which will achieve the

specifications given. Redraw the circuit shown in
Figure P12.28, replacing the box (drawn with
dotted lines) with your circuit. Be sure to show
how the signal voltage and output voltage are
connected in your circuit.

b. Determine the value of each component in your
circuit. The op-amp is a 741.

RP

_

+
vS

vy

_

+
vR

iP
+
–

+
–

vM

C
i
r
c
u
i
t

+
–

Figure P12.28

12.29 In the circuit shown in Figure P12.21:

vS1 = 13 mV vS2 = 19 mV

R1 = 1 k� R2 = 13 k�

R3 = 80 k� R4 = 68 k�

Determine the output voltage.

12.30 Figure P12.30 shows a simple voltage-to-current
converter. Show that the current Iout through the
light-emitting diode, and therefore its brightness, is
proportional to the source voltage Vs as long as
Vs > 0.

_

+ Vout

R2

Vs
R2

Figure P12.30

12.31 Figure P12.31 shows a simple current-to-voltage
converter. Show that the voltage Vout is proportional to
the current generated by the cadmium sulfide cell.
Also show that the transimpedance of the circuit
Vout/Is is −R.

+

–
Cds cell

R

Vout

Figure P12.31

12.32 In some signal-processing applications, a
clamping circuit is used to hold the output at a certain
level even when the input continues to increase. One
such circuit is shown in Figure P12.32. Assume the
Zener diodes and op-amp are ideal. Determine the
relationship between vo and vi and sketch it.

_

+

R1

R2

vo

vi

Z2 Z1

VZ1VZ2+ _ + _

Figure P12.32

12.33 The circuit of Figure P12.33 serves as a voltage
regulator whose output can be varied. Assume an ideal
op-amp and that the Zener diode will hold its terminal
voltage provided iZ ≥ 0.1IZ .
a. Find an expression for vo in terms of VZ .
b. If RS , R1, VZ , and IZ are known, specify the range

of VS over which the circuit could regulate.

_

+

R1

R2

vo

RS

iZ
VZ

_

+

VS

Figure P12.33
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12.34 An op-amp voltmeter circuit as in Figure P12.34
is required to measure a maximum input of E = 20
mV. The op-amp input current is IB = 0.2 µA, and the
meter circuit has Im = 100 µA full-scale deflection and
rm = 10 k�. Determine suitable values for R3 and R4.

_

+

R4 A

R3

rm

Im

IR

E

Figure P12.34

Section 3: Filters, Integrators,
and Differentiators

12.35 The circuit shown in Figure P12.35 is an active
filter with:

C = 1 µF R = 10 k� RL = 1 k�

Determine:
a. The gain (in dB) in the pass band.
b. The cutoff frequency.
c. If this is a low- or high-pass filter.

_

_

++

_
+Vs Vo RL

R

C

Figure P12.35

12.36 The op-amp circuit shown in Figure P12.36 is
used as a filter.

C = 0.82 µF RL = 16 �

R1 = 9.1 k� R2 = 7.5 k�

Determine:
a. If the circuit is a low- or high-pass filter.
b. The gain, Vo/Vs , in dB in the pass-band, i.e., at the

frequencies being passed by the filter.
c. The cutoff frequency.

_

+

_
+Vs Vo RL

R2

R1C

+
–

Figure P12.36

12.37 The op-amp circuit shown in Figure P12.36 is
used as a filter.

C = 82 pF RL = 16 �

R1 = 10 k� R2 = 130 k�

Determine:
a. If the circuit is a low- or high-pass filter.
b. The gain, Vo/Vs , in dB in the pass-band, i.e., at the

frequencies beign passed by the filter.
c. The cutoff frequency.

12.38 The circuit shown in Figure 12.38 is an active
filter with:

R1 = 5 k� C = 8 pF

R2 = 68 k� RL = 22 k�

Determine the cutoff frequencies and the magnitude of
the voltage transfer function at very low and at very
high frequencies.

_

+

_
+Vi( jv)

RL Vo( jv)

R1

R1

R2
C

+~–

Figure P12.38

12.39 The circuit shown in Figure 12.39 is an active
filter with:

R1 = 1 k� R2 = 5 k�

R3 = 80 k� C = 5 nF

Determine:
a. An expression for the voltage transfer function in

the standard form:

Hv(jω) = Vo(jω)

Vi (jω)

b. The cutoff frequencies.
c. The pass-band gain.
d. The Bode plot.
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_

+

_
+

Vi ( jv)

Vi ( jv)

RL Vo( jv)

R3

R1

R2
C

+
–

Vo( jv)

Figure P12.39

12.40 The op-amp circuit shown in Figure P12.40 is
used as a filter.

R1 = 9.1 k� R2 = 7.5 k�

C = 0.82 µF RL = 16 �

Determine:
a. If the circuit is a low- or high-pass filter.
b. An expression in standard form for the voltage

transfer function.
c. The gain in dB in the pass-band, i.e., at the

frequencies being passed by the filter, and the
cutoff frequency.

_

+

Vs

RL Vo

R2

R1

C

+
–

+

–

Figure P12.40

12.41 The op-amp circuit shown in Figure P12.40 is a
low-pass filter with:

R1 = 220 � R2 = 68 k�

C = 0.47 nF RL = 16 �

Determine:
a. An expression in standard form for the voltage

transfer function.
b. The gain in dB in the pass-band, i.e., at the

frequencies being passed by the filter, and the
cutoff frequency.

12.42 The circuit shown in Figure 12.42 is a band-pass
filter. If

R1 = R2 = 1 k�

C1 = C2 = 1 µF

determine:

a. The pass-band gain.
b. The resonant frequency.
c. The cutoff frequencies.
d. The circuitQ.
e. The Bode plot.

R2

_

+

_
+

Vi( jv) Vo( jv)RL

R1
C1 C2

+
–

Figure P12.42

12.43 The op-amp circuit shown in Figure P12.43 is a
low-pass filter with:

R1 = 220 � R2 = 68 k�

C = 0.47 nF RL = 16 �

Determine:
a. An expression in standard form for the voltage

transfer function.
b. The gain in dB in the pass-band, i.e., at the

frequencies being passed by the filter, and the
cutoff frequency.

R2

_

+

_
+R1

Vs

VoRL

C

+
–

Figure P12.43

12.44 The circuit shown in Figure P12.44 is a
band-pass filter. If:

R1 = 220 � R2 = 10 k�

C1 = 2.2 µF C2 = 1 nF

determine the pass-band gain.

R2

_

+

_
+Vi( jv)
Vo( jv)RL

C2

+
–

R1
C1

Figure P12.44
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12.45 Compute the frequency response of the circuit
shown in Figure P12.45.

_

+ vout

vin 2 Ω

1/4 F

2 Ω1/4 F

2 Ω

Figure P12.45

12.46 The inverting amplifier shown in Figure P12.46
can be used as a low-pass filter.
a. Derive frequency response of the circuit.
b. If R1 = R2 = 100 k� and C = 0.1 µF, compute

attenuation in dB at ω = 1,000 rad/s.
c. Compute gain and phase at ω = 2,500 rad/s.
d. Find the range of frequencies over which the

attenuation is less than 1 dB.

–

+
Vin

Vout

R2

R1

C

Figure P12.46

12.47 Find an expression for the gain of the circuit of
Figure P12.47.

+

_

2 Ω3 Ω

1/6 F

v2

_+

1/6 Fv1

+

_

vin

vout

Figure P12.47

12.48 For the circuit of Figure P12.48, sketch the
amplitude response of V2/V1, indicating the
half-power frequencies. Assume the op-amp is ideal.

_

+

R

C

R

V2

V1
+
_

C

+

_

Figure P12.48

12.49 Use the impedance concept to solve for the
input impedance ZS = VS/IS of the circuit shown in
Figure P12.49. Show that this input impedance has the
equivalent form of an inductor ZL = jωL. Find the
simulated inductance in terms ofR1,R2,R3,R4, andC.

_

+

R3

R4

Is

V1

R1

R2

C

_

+

IC

Figure P12.49

12.50 The circuit shown in Figure P12.50(a) will give
an output voltage which is either the integral or
derivative of the source voltage shown in Figure
P12.50(b) multiplied by some gain. If:

C = 1 µF R = 10 k� RL = 1 k�

determine an expression for and plot the output voltage
as a function of time.

R

(a)

_

+

_
+Vs VoRL

+
–

C

Vs(t ) (V )

t (ms)

3

1.5

–1.5

(b)

5 10 15

Figure P12.50

12.51 The circuit shown in Figure P12.51(a) will give
an output voltage which is either the integral or
derivative of the supply voltage shown in
Figure P12.51(b) multiplied by some gain.

R

(a)

_

+

_
+Vs VoRL

+
–

C

Figure P12.51
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Vs(t) (V)

t (ms)

(b)

3

1.5

–1.5

5 10 15

Figure P12.51 Continued

Determine:
a. An expression for the output voltage.
b. The value of the output voltage at t = 5, 7.5, 12.5,

15, and 20 ms and a plot of the output voltage as a
function of time if:

C = 1 µF R = 10 k� RL = 1 k�

12.52 The circuit shown in Figure P12.52 is an
integrator. The capacitor is initially uncharged, and the
source voltage is

vin(t) = 10 × 10−3 + sin (2,000πt) V

a. At t = 0, the switch, S1, is closed. How long does
it take before clipping occurs at the output if
Rs = 10 k� and CF = 0.008 µF?

b. At what times does the integration of the DC input
cause the op-amp to saturate fully?

_

+
vout

RS

CF

vin

S1

+~–

15 V

–15 V

t = 0

Figure P12.52

12.53 A practical integrator is shown in Figure 12.21 in
the text. Note that the resistor in parallel with the
feedback capacitor provides a path for the capacitor to
discharge the DC voltage. Usually, the time constant
RFCF is chosen to be long enough not to interfere with
the integration.
a. If RS = 10 k�, RF = 2 M�, CF = 0.008 µF, and
vS(t) = 10 V+ sin (2,000πt) V, find vout(t) using
phasor analysis.

b. Repeat part (a) if RF = 200 k�, and if RF = 20
k�.

c. Compare the time constants RFCF with the period
of the waveform for parts (a) and (b). What can you
say about the time constant and the ability of the
circuit to integrate?

12.54 The circuit of Figure 12.26 in the text is a
practical differentiator. Assuming an ideal op-amp
with vS(t) = 10 × 10−3 sin (2,000πt) V, CS = 100 µF,
CF = 0.008 µF, RF = 2 M�, and RS = 10 k�,
a. Determine the frequency response, Vo/VS(ω).
b. Use superposition to find the actual output voltage

(remember that DC = 0 Hz).

12.55 Derive the differential equation corresponding to
the analog computer simulation circuit of Figure
P12.55.

_

+ _

+ x(t)

_

+

4 MΩ

1 MΩ 0.05 MΩ
z

2 MΩ

0.1 MΩ
y

1 µF

f(t)

0.1 µF

Figure P12.55

12.56 Construct the analog computer simulation
corresponding to the following differential equation:

d2x

dt2
+ 100

dx

dt
+ 10x = −5f (t)

Section 4: Op-Amp Limitations

12.57 The ideal charge amplifier discussed in “Focus on
Measurements: Charge Amplifiers” will saturate in the
presence of any DC offsets, as discussed in Section
12.6. The circuit of Figure P12.57 represents a
practical charge amplifier, in which the user is provided
with a choice of three time constants—τlong = RLCF ,
τmedium = RMCF , τshort = RSCF—which can be
selected by means of a switch. Assume that RL = 10
M�, RM = 1 M�, RS = 0.1 M�, and CF = 0.1 µF.
Analyze the frequency response of the practical charge
amplifier for each case, and determine the lowest input
signal frequency that can be amplified without
excessive distortion for each case. Can this circuit
amplify a DC signal?

C

i

RL

RM

RS

CF

vout(t)
_

+

+

_

iC ≈ 0
iin ≈ 0

Piezoelectric
transducer

i = 
dq
dt

Figure P12.57
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12.58 Consider a differential amplifier. We would
desire the common-mode output to be less than 1
percent of the differential-mode output. Find the
minimum dB common-mode rejection ratio (CMRR)
to fulfill this requirement if the differential mode gain
Adm = 1,000. Let

v1 = sin (2,000πt)+ 0.1 sin (120πt) V

v2 = sin (2,000πt + 180◦)+ 0.1 sin (120πt) V

vo = Adm(v1 − v2)+ Acm

(
v1 + v2

2

)

12.59 Square wave testing can be used with operational
amplifiers to estimate the slew rate, which is defined as
the maximum rate at which the output can change (in
V/µ s). Input and output waveforms for a noninverting
op-amp circuit are shown in Figure P12.59. As
indicated, the rise time, tR , of the output waveform is
defined as the time it takes for that waveform to
increase from 10 percent to 90 percent of its final
value; i.e.,

tR
�= tB − tA = −τ(ln 0.1 − ln 0.9) = 2.2τ

where τ is the circuit time constant. Estimate the slew
rate for the op-amp.

90 %
10 0 %

10 %

V
ou

t
V

in

10.1 14.5 30.1 34.5

2010 4030

tv tB

t, µs

t, µs

Vm = 15 V

Figure P12.59

12.60 Consider an inverting amplifier with open-loop
gain 105. With reference to equation 12.18,
a. If RS = 10 k� and RF = 1 M�, find the voltage

gain AV(CL).
b. Repeat part a if RS = 10 k� and RF = 10 M�.
c. Repeat part a if RS = 10 k� and RF = 100 M�.
d. Using the resistor values of part c, find AV(CL) if
AV(OL) → ∞.

12.61
a. If the op-amp of Figure P12.61 has an open-loop

gain of 45 × 105, find the closed-loop gain for
RF = RS = 7.5 k�, with reference to equation
12.18.

b. Repeat part a if RF = 5(RS) = 37,500 �.

_

+

RF

+
_

RS

vout

_

+

vin

Figure P12.61

12.62 Given the unity-gain bandwidth for an ideal
op-amp equal to 5.0 MHz, find the voltage gain at a
frequency of f = 500 kHz.

12.63 The open-loop gain A of real (nonideal) op-amps
is very large at low frequencies but decreases markedly
as frequency increases. As a result, the closed-loop
gain of op-amp circuits can be strongly dependent on
frequency. Determine the relationship between a finite
and frequency-dependent open-loop gain AV(OL)(ω)
and the closed-loop gain AV(CL)(ω) of an inverting
amplifier as a function of frequency. Plot AV(CL)

versus ω. Notice that −RF/RS is the low-frequency
closed-loop gain.

12.64 A sinusoidal sound (pressure) wave p(t)
impinges upon a condenser microphone of sensitivity
S (mV/kPa). The voltage output of the microphone vs
is amplified by two cascaded inverting amplifiers to
produce an amplified signal v0. Determine the peak
amplitude of the sound wave (in dB) if v0 = 5 VRMS.
Estimate the maximum peak magnitude of the sound
wave in order that v0 not contain any saturation effects
of the op-amps.

12.65 If, in the circuit shown in Figure P12.65:

vS1 = 2.8 + 0.01 cos(ωt) V

vS2 = 3.5 − 0.007 cos(ωt) V

Av1 = −13 Av2 = 10 ω = 4 krad/s

determine the:
a. Common- and differential-mode input signals.
b. Common- and differential-mode gains.
c. Common- and differential-mode components of the

output voltage.
d. Total output voltage.
e. Common-mode rejection ratio.

_

+

_
+

R2

vS1

vo RL+
–

R2

vS2
+
–

RF

Figure P12.65



Part II Electronics 597

12.66 If, in the circuit shown in Figure P12.65:

vS1 = 3.5 + 0.01 cos(ωt) V

vS2 = 3.5 − 0.01 cos(ωt) V

Avc = 10 dB Avd = 20 dB

ω = 4 × 103 rad/s

determine the:
a. Common- and differential-mode input voltages.
b. The voltage gains for vS1 and vS2.
c. Common-mode component and differential-mode

component of the output voltage.
d. The common-mode rejection ratio (CMRR) in dB.

12.67 If, in the circuit shown in Figure P12.67, the two
voltage sources are temperature sensors with T =
temperature (Kelvin) and:

vS1 = kT1 vS2 = kT2

where:

k = 120 µV/K

R1 = R3 = R4 = 5 k�

R2 = 3 k� RL = 600 �

If:

T1 = 310 K T2 = 335 K

determine:
a. The voltage gains for the two input voltages.
b. The common-mode and differential-mode input

voltage.
c. The common-mode and differential-mode gains.

d. The common-mode component and the
differential-mode component of the output voltage.

e. The common-mode rejection ratio (CMRR) in dB.

_

+

_
+

R1

vS1

vo RL+
–

R2

vS2
+
–

R4

R3

Figure P12.67

12.68 In the differential amplifier shown in Figure
P12.67:

vS1 = 13 mV vS2 = 9 mV

vo = voc + vod
voc = 33 mV (common-mode output voltage)

vod = 18 V (differential-mode output voltage)

Determine:
a. The common-mode gain.
b. The differential-mode gain.
c. The common-mode rejection ratio in dB.
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C H A P T E R

13

Digital Logic Circuits

igital computers have taken a prominent place in engineering and science
over the last two decades, performing a number of essential functions such
as numerical computations and data acquisition. It is not necessary to
further stress the importance of these electronic systems in this book, since

you are already familiar with personal computers and programming languages.
The objective of the chapter is to discuss the essential features of digital logic
circuits, which are at the heart of digital computers, by presenting an introduction
to combinational logic circuits.

The chapter starts with a discussion of the binary number system, and con-
tinues with an introduction to Boolean algebra. The self-contained treatment of
Boolean algebra will enable you to design simple logic functions using the tech-
niques of combinational logic, and several practical examples are provided to
demonstrate that even simple combinations of logic gates can serve to implement
useful circuits in engineering practice. In a later section, we introduce a num-
ber of logic modules which can be described using simple logic gates but which
provide more advanced functions. Among these, we discuss read-only memo-
ries, multiplexers, and decoders. Throughout the chapter, simple examples are
given to demonstrate the usefulness of digital logic circuits in various engineering
applications.
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Chapter 13 provides the background needed to address the study of digital
systems, which will be undertaken in Chapter 14. Upon completion of the chapter,
you should be able to:

• Perform operations using the binary number system.
• Design simple combinational logic circuits using logic gates.
• Use Karnaugh maps to realize logical expressions.
• Interpret data sheets for multiplexers, decoders, and memory ICs.

13.1 ANALOG AND DIGITAL SIGNALS

One of the fundamental distinctions in the study of electronic circuits (and in
the analysis of any signals derived from physical measurements) is that between
analog and digital signals. As discussed in the preceding chapter, ananalog signal
is an electrical signal whose value varies in analogy with a physical quantity (e.g.,
temperature, force, or acceleration). For example, a voltage proportional to a
measured variable pressure or to a vibration naturally varies in an analog fashion.
Figure 13.1 depicts an analog function of time,f (t). We note immediately that for
each value of time,t , f (t) can take one value among any of the values in a given
range. For example, in the case of the output voltage of an op-amp, we expect the
signal to take any value between+Vsatand−Vsat, whereVsat is the supply-imposed
saturation voltage.

0 50 100 150 200
Crank angle (degrees)

Vo
lts

250 300 350 400
–0.4

–0.2

0

0.2

0.4

0.6

0.8

1

Figure 13.1 Voltage analog of internal
combustion engine in-cylinder pressure

A digital signal, on the other hand, can take only afinite number of values.
This is an extremely important distinction, as will be shown shortly. An example
of a digital signal is a signal that allows display of a temperature measurement on
a digital readout. Let us hypothesize that the digital readout is three digits long
and can display numbers from 0 to 100, and let us assume that the temperature
sensor is correctly calibrated to measure temperatures from 0 to 100◦F. Further,
the output of the sensor ranges from 0 to 5 volts, where 0 V corresponds to 0◦F
and 5 V to 100◦F. Therefore, the calibration constant of the sensor is

kT = 100◦ − 0◦

5 − 0
= 20◦ V
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Clearly, the output of the sensor is an analog signal; however, the display can show
only a finite number of readouts (101, to be precise). Because the display itself can
only take a value out of a discrete set of states—the integers from 0 to 100—we
call it a digital display, indicating that the variable displayed is expressed in digi-
tal form.

Now, each temperature on the display corresponds to arange of voltages:
each digit on the display represents one hundredth of the 5-volt range of the sensor,
or 0.05 V= 50 mV. Thus, the display will read 0 if the sensor voltage is between
0 and 49 mV, 1 if it is between 50 and 99 mV, and so on. Figure 13.2 depicts the
staircase function relationship between the analog voltage and the digital readout.
This quantization of the sensor output voltage is in effect an approximation. If
one wished to know the temperature with greater precision, a greater number of
display digits could be employed.
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Figure 13.2 Digital representation of an analog signal
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Figure 13.3 A binary signal

The most common digital signals are binary signals. A binary signal is a
signal that can take only one of two discrete values and is therefore characterized
by transitions between two states. Figure 13.3 displays a typical binary signal. In
binary arithmetic (which we discuss in the next section), the two discrete values f1

and f0 are represented by the numbers 1 and 0. In binary voltage waveforms, these
values are represented by two voltage levels. For example, in the TTL convention
(see Chapter 10), these values are (nominally) 5 V and 0 V, respectively; in CMOS
circuits, these values can vary substantially. Other conventions are also used,
including reversing the assignment—for example, by letting a 0-V level represent
a logic 1 and a 5-V level represent a logic 0. Note that in a binary waveform,
knowledge of the transition between one state and another (e.g., from f0 to f1 at



602 Chapter 13 Digital Logic Circuits

t = t2) is equivalent to knowledge of the state. Thus, digital logic circuits can
operate by detecting transitions between voltage levels. The transitions are often
called edges and can be positive (f0 to f1) or negative (f1 to f0). Virtually all of
the signals handled by a computer are binary. From here on, whenever we speak
of digital signals, you may assume that the text is referring to signals of the binary
type, unless otherwise indicated.

13.2 THE BINARY NUMBER SYSTEM

The binary number system is a natural choice for representing the behavior of
circuits that operate in one of two states (on or off, 1 or 0, or the like). The diode
and transistor gates and switches studied in Chapter 10 fall in this category. Table
13.1 shows the correspondence between decimal and binary number systems for
decimal numbers up to 16.

Table 13.1 Conversion from
decimal to binary

Decimal Binary
number, number,
n10 n2

0 0

1 1

2 10

3 11

4 100

5 101

6 110

7 111

8 1000

9 1001

10 1010

11 1011

12 1100

13 1101

14 1110

15 1111

16 10000

Binary numbers are based on powers of 2, whereas the decimal system is
based on powers of 10. For example, the number 372 in the decimal system can
be expressed as

372 = (3 × 102)+ (7 × 101)+ (2 × 100)

while the binary number 10110 corresponds to the following combination of pow-
ers of 2:

10110 = (1 × 24)+ (0 × 23)+ (1 × 22)+ (1 × 21)+ (0 × 20)

It is relatively simple to see the correspondence between the two number systems
if we add the terms on the right-hand side of the previous expression. Let n2

represent the number n base 2 (i.e., in the binary system) and n10 the same number
base 10. Then, our notation will be as follows:

101102 = 16 + 0 + 4 + 2 + 0 = 2210

Note that a fractional number can also be similarly represented. For example, the
number 3.25 in the decimal system may be represented as

3.2510 = 3 × 100 + 2 × 10−1 + 5 × 10−2

while in the binary system the number 10.011 corresponds to

10.0112 = 1 × 21 + 0 × 20 + 0 × 2−1 + 1 × 2−2 + 1 × 2−3

= 2 + 0 + 0 + 1
4 + 1

8 = 2.37510

Table 13.1 shows that it takes four binary digits, also called bits, to represent the
decimal numbers up to 15. Usually, the rightmost bit is called the least significant
bit, or LSB, and the leftmost bit is called the most significant bit, or MSB. Since
binary numbers clearly require a larger number of digits than decimal numbers,
the digits are usually grouped in sets of four, eight, or sixteen. Four bits are usually
termed a nibble, eight bits are called a byte, and sixteen bits (or two bytes) form
a word.

Table 13.2 Rules for
addition

0 + 0 = 0

0 + 1 = 1

1 + 0 = 1

1 + 1 = 0 (with a carry of 1)

Addition and Subtraction

The operations of addition and subtraction are based on the simple rules shown in
Table 13.2. Note that, just as is done in the decimal system, a carry is generated
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whenever the sum of two digits exceeds the largest single-digit number in the given
number system, which is 1 in the binary system. The carry is treated exactly as in
the decimal system. A few examples of binary addition are shown in Figure 13.4,
with their decimal counterparts.

Decimal

(Note that in this example, 3.25 = 31_
4 and 5.75 = 53_

4.)

5
+6
11

Binary

101
+110
1011

Decimal

15
+20

35

Binary

1111
+10100
100011

Decimal

3.25
+5.75

9.00

Binary

11.01
+101.11
1001.00

Figure 13.4 Examples of binary addition

Table 13.3 Rules for
subtraction

0 − 0 = 0

1 − 0 = 1

1 − 1 = 0

0 − 1 = 1 (with a borrow of 1)

The procedure for subtracting binary numbers is based on the rules of Table
13.3. A few examples of binary subtraction are given in Figure 13.5, with their
decimal counterparts.

Decimal

9
–5
4

Binary

1001
–101
0100

Decimal

16
–3
13

Binary

10000
–11

01101

Decimal

6.25
–4.50

1.75

Binary

110.01
–100.10
001.11

Figure 13.5 Examples of binary subtraction Table 13.4 Rules for
multiplication

0 × 0 = 0

0 × 1 = 0

1 × 0 = 0

1 × 1 = 1

Table 13.5 Rules for
division

0 ÷ 1 = 0

1 ÷ 1 = 1

Multiplication and Division

Whereas in the decimal system the multiplication table consists of 102 = 100
entries, in the binary system we only have 22 = 4 entries. Table 13.4 represents
the complete multiplication table for the binary number system.

Division in the binary system is also based on rules analogous to those of
the decimal system, with the two basic laws given in Table 13.5. Once again, we
need be concerned with only two cases, and just as in the decimal system, division
by zero is not contemplated.

Remainder

49 � 2 = 24 + 1
24 � 2 = 12 + 0
12 � 2 = 6 + 0
6 � 2 = 3 + 0
3 � 2 = 1 + 1
1 � 2 = 0 + 1

492 = 1100012

Figure 13.6 Example of
conversion from decimal to binary

Conversion from Decimal to Binary

The conversion of a decimal number to its binary equivalent is performed by
successive division of the decimal number by 2, checking for the remainder each
time. Figure 13.6 illustrates this idea with an example. The result obtained in
Figure 13.6 may be easily verified by performing the opposite conversion, from
binary to decimal:

110001 = 25 + 24 + 20 = 32 + 16 + 1 = 49

The same technique can be used for converting decimal fractional numbers to their
binary form, provided that the whole number is separated from the fractional part
and each is converted to binary form (separately), with the results added at the
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end. Figure 13.7 outlines this procedure by converting the number 37.53 to binary
form. The procedure is outlined in two steps. First, the integer part is converted;
then, to convert the fractional part, one simple technique consists of multiplying
the decimal fraction by 2 in successive stages. If the result exceeds 1, a 1 is needed
to the right of the binary fraction being formed (100101 . . . , in our example).
Otherwise, a 0 is added. This procedure is continued until no fractional terms
are left. In this case, the decimal part is 0.5310, and Figure 13.7 illustrates the
succession of calculations. Stopping the procedure outlined in Figure 13.7 after
11 digits results in the following approximation:

37.5310 = 100101.10000111101

Greater precision could be attained by continuing to add binary digits, at the
expense of added complexity. Note that an infinite number of binary digits may
be required to represent a decimal number exactly.

Remainder
37 � 2 = 18 + 1
18 � 2 = 9 + 0
9 � 2 = 4 + 1
4 � 2 = 2 + 0
2 � 2 = 1 + 0
1 � 2 = 0 + 1

3710 = 1001012

2 × 0.53 = 1.06 → 1
2 × 0.06 = 0.12 → 0
2 × 0.12 = 0.24 → 0
2 × 0.24 = 0.48 → 0
2 × 0.48 = 0.96 → 0
2 × 0.96 = 1.92 → 1
2 × 0.92 = 1.84 → 1
2 × 0.84 = 1.68 → 1
2 × 0.68 = 1.36 → 1
2 × 0.36 = 0.72 → 0
2 × 0.72 = 1.44 → 1

0.5310 = 0.10000111101

Figure 13.7 Conver-
sion from decimal to
binary

Complements and Negative Numbers

To simplify the operation of subtraction in digital computers, complements are
used almost exclusively. In practice, this corresponds to replacing the operation
X − Y with the operation X + (−Y ). This procedure results in considerable
simplification, since the computer hardware need include only adding circuitry.
Two types of complements are used with binary numbers: the one’s complement
and the two’s complement.

The one’s complement of an n-bit binary number is obtained by subtracting
the number itself from (2n − 1). Two examples are as follows:

a = 0101

One’s complement of a = (24 − 1)− a

= (1111)− (0101)

= 1010

b = 101101

One’s complement of b = (26 − 1)− b

= (111111)− (101101)

= 010010

The two’s complement of an n-bit binary number is obtained by subtracting
the number itself from 2n. Two’s complements of the same numbers a and b used
in the preceding illustration are computed as follows:

a = 0101

Two’s complement of a = 24 − a

= (10000)− (0101)

= 1011

b = 101101

Two’s complement of b = 26 − b

= (1000000)− (101101)

= 010011

A simple rule that may be used to obtain the two’s complement directly from a
binary number is the following: Starting at the least significant (rightmost) bit,
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copy each bit until the first 1 has been copied, and then replace each successive
1 by a 0 and each 0 by a 1. You may wish to try this rule on the two previous
examples to verify that it is much easier to use than the subtraction from 2n.

Different conventions exist in the binary system to represent whether a num-
ber is negative or positive. One convention, called the sign-magnitude conven-
tion, makes use of a sign bit, usually positioned at the beginning of the number, for
which a value of 1 represents a minus sign and a value of 0, a plus sign. Thus, an
eight-bit binary number would consist of a sign bit followed by seven magnitude
bits, as shown in Figure 13.8(a). In a digital system that uses eight-bit signed
integer words, we could represent integer numbers (decimal) in the range

−(27 − 1) ≤ N ≤ +(27 − 1)

or

−127 ≤ N ≤ +127

Sign bit b7 b6 b5 b4 b3 b2 b1 b0

← Actual magnitude of binary number →
Sign bit b7 b6 b5 b4 b3 b2 b1 b0

(a)

(b)

(c)

Sign bit b7 b6 b5 b4 b3 b2 b1 b0

← Actual magnitude of binary number (if b7 = 0) →
← One’s complement of binary number (if b7 = 1) →

Sign bit b7 b6 b5 b4 b3 b2 b1 b0

Sign bit b7 b6 b5 b4 b3 b2 b1 b0

← Actual magnitude of binary number (if b7 = 0) →
← Two’s complement of binary number (if b7 = 1) →

Figure 13.8 (a) Eight-bit sign-magnitude binary number; (b)
Eight-bit one’s complement binary number; (c) Eight-bit two’s
complement binary number

A second convention uses the one’s complement notation. In this convention,
a sign bit is also used to indicate whether the number is positive (sign bit = 0)
or negative (sign bit = 1). However, the magnitude of the binary number is
represented by the true magnitude if the number is positive, and by its one’s
complement if the number is negative. Figure 13.8(b) illustrates the convention.
For example, the number (91)10 would be represented by the seven-bit binary
number (1011011)2 with a leading 0 (the sign bit): (01011011)2. On the other
hand, the number (−91)10 would be represented by the seven-bit one’s complement
binary number (0100100)2 with a leading 1 (the sign bit): (10100100)2.

Most digital computers use the two’s complement convention in performing
integer arithmetic operations. The two’s complement convention represents pos-
itive numbers by a sign bit of 0, followed by the true binary magnitude; negative
numbers are represented by a sign bit of 1, followed by the two’s complement of the
binary number, as shown in Figure 13.8(c). The advantage of the two’s comple-
ment convention is that the algebraic sum of two’s complement binary numbers is
carried out very simply by adding the two numbers including the sign bit. Example
13.1 illustrates two’s complement addition.
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EXAMPLE 13.1 Two’s Complement Operations

Problem

Perform the following subtractions using two’s complement arithmetic:

1. X − Y = 1011100 − 1110010

2. X − Y = 10101111 − 01110011

Solution

Analysis: The two’s complement subtractions are performed by replacing the operation
X − Y with the operation X + (−Y ). Thus, we first find the two’s complement of Y and
add the result to X in each of the two cases:

X − Y = 1011100 − 1110010 = 1011100 + (27 − 1110010)

= 1011100 + 0001110 = 1101010

Next, we add the sign bit (in boldface type) in front of each number (1 in first case since
the difference X − Y is a negative number):

X − Y = 11101010

Repeating for the second subtraction gives:

X − Y = 10101111 − 01110011 = 10101111 + (28 − 01110011) = 10101111

+10001101 = 00111100

= 000111100

where the first digit is a 0 because X − Y is a positive number.

The Hexadecimal System

It should be apparent by now that representing numbers in base 2 and base 10
systems is purely a matter of convenience, given a specific application. Another
base frequently used is the hexadecimal system, a direct derivation of the binary
number system. In the hexadecimal (or hex) code, the bits in a binary number are
subdivided into groups of four. Since there are 16 possible combinations for a four-
bit number, the natural digits in the decimal system (0 through 9) are insufficient
to represent a hex digit. To solve this problem, the first six letters of the alphabet
are used, as shown in Table 13.6. Thus, in hex code, an eight-bit word corresponds
to just two digits; for example:

1010 01112 = A716

0010 10012 = 2916

Table 13.6 Hexa-
decimal code

0 0000
1 0001
2 0010
3 0011
4 0100
5 0101
6 0110
7 0111
8 1000
9 1001
A 1010
B 1011
C 1100
D 1101
E 1110
F 1111

Binary Codes

In this subsection, we describe two common binary codes that are often used for
practical reasons. The first is a method of representing decimal numbers in digital
logic circuits that is referred to as binary-coded decimal, or BCD, represen-
tation. In effect, the simplest BCD representation is just a sequence of four-bit
binary numbers that stops after the first 10 entries, as shown in Table 13.7. There are
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Table 13.7 BCD
code

0 0000
1 0001
2 0010
3 0011
4 0100
5 0101
6 0110
7 0111
8 1000
9 1001

Table 13.8 Three-bit
Gray code

Binary Gray

000 000
001 001
010 011
011 010
100 110
101 111
110 101
111 100

also other BCD codes, all reflecting the same principle: that each decimal digit
is represented by a fixed-length binary word. One should realize that although
this method is attractive because of its direct correspondence with the decimal
system, it is not efficient. Consider, for example, the decimal number 68. Its
binary representation by direct conversion is the seven-bit number 1000100. On
the other hand, the corresponding BCD representation would require eight bits:

6810 = 01101000BCD

Another code that finds many applications is the Gray code. This is simply a
reshuffling of the binary code with the property that any two consecutive numbers
differ only by one bit. Table 13.8 illustrates the three-bit Gray code. The Gray
code can be very useful in practical applications, because in counting up or down
according to this code, the binary representation of a number changes only one
bit at a time. The next example illustrates an application of the Gray code to a
practical engineering problem.

FOCUS ON
MEASUREMENTS

Digital Position Encoders
Position encoders are devices that output a digital signal propor-
tional to their (linear or angular) position. These devices are very
useful in measuring instantaneous position in motion control
applications. Motion control is a technique that is used when it is necessary
to accurately control the motion of a moving object; examples are found in
robotics, machine tools, and servomechanisms. For example, in positioning
the arm of a robot to pick up an object, it is very important to know its exact
position at all times. Since one is usually interested in both rotational and
translational motion, two types of encoders are discussed in this example:
linear and angular position encoders.

An optical position encoder consists of an encoder pad, which is either
a strip (for translational motion) or a disk (for rotational motion) with
alternating black and white areas. These areas are arranged to reproduce
some binary code, as shown in Figure 13.9, where both the conventional
binary and Gray codes are depicted for a four-bit linear encoder pad. A fixed
array of photodiodes (see Chapter 8) senses the reflected light from each of
the cells across a row of the encoder path; depending on the amount of light

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw13.htm
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BinaryDecimal

1111
1110
1101
1100
1011
1010
1001
1000
0111
0110
0101
0100
0011
0010
0001
0000

Gray code

1000
1001
1011
1010
1110
1111
1101
1100
0100
0101
0111
0110
0010
0011
0001
0000

15
14
13
12
11
10
9
8
7
6
5
4
3
2
1
0

Decimal

15
14
13
12
11
10
9
8
7
6
5
4
3
2
1
0

Figure 13.9 Binary and Gray code patterns for
linear position encoders

reflected, each photodiode circuit will output a voltage corresponding to a
binary 1 or 0. Thus, a different four-bit word is generated for each row of the
encoder.

Suppose the encoder pad is 100 mm in length. Then its resolution can
be computed as follows. The pad will be divided into 24 = 16 segments, and
each segment corresponds to an increment of 100/16 mm = 6.25 mm. If
greater resolution were necessary, more bits could be employed: an eight-bit
pad of the same length would attain a resolution of 100/256 mm = 0.39 mm.

A similar construction can be employed for the five-bit angular encoder
of Figure 13.10. In this case, the angular resolution can be expressed in
degrees of rotation, where 25 = 32 sections correspond to 360◦. Thus, the
resolution would be 360◦/32 = 11.25◦. Once again, greater angular
resolution could be obtained by employing a larger number of bits.

01111

10000 11111

Binary sequence Gray code

00000 01000

11000 10000

00000

Figure 13.10 Binary and Gray code patterns for angular position encoders

EXAMPLE 13.2 Conversion from Binary to Hexadecimal

Problem

Convert the following binary numbers to hexadecimal form.
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1. 100111

2. 1011101

3. 11001101

4. 101101111001

5. 100110110

6. 1101011011

Solution

Analysis: A simple method for binary to hexadecimal conversion consists of grouping
each binary number into four-bit groups, and then performing the conversion for each
four-bit word following Table 13.6:

1. 1001112 = 0010201112 = 2716

2. 10111012 = 0101211012 = 5D16

3. 110011012 = 1100211012 = CD16

4. 1011011110012 = 101120111210012 = B7916

5. 1001101102 = 000120011201002 = 13616

6. 11010110112 = 001120101210112 = 35B16

Comments: Note that we start grouping always from the right-hand side. The reverse
process is equally easy: To convert from hexadecimal to binary, replace each hexadecimal
number with the equivalent four-bit binary word.

Check Your Understanding
13.1 Convert the following decimal numbers to binary form:

a. 39 b. 59

c. 512 d. 0.4475

e. 25
32 f. 0.796875

g. 256.75 h. 129.5625

i. 4,096.90625

13.2 Convert the following binary numbers to decimal:

a. 1101 b. 11011

c. 10111 d. 0.1011

e. 0.001101 f. 0.001101101

g. 111011.1011 h. 1011011.001101

i. 10110.0101011101

13.3 Perform the following additions and subtractions. Express the answer in decimal
form for problems (a)–(d) and in binary form for problems (e)–(h).

a. 1001.12 + 1011.012 b. 1001012 + 1001012

c. 0.10112 + 0.11012 d. 1011.012 + 1001.112

e. 6410 − 3210 f. 12710 − 6310

g. 93.510 − 42.7510 h. (84 9
32 )10 − (48 5

16 )10

13.4 How many possible numbers can be represented in a 12-bit word?
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13.5 If we use an eight-bit word with a sign bit (seven magnitude bits plus one sign bit)
to represent voltages −5 V and +5 V, what is the smallest increment of voltage that can be
represented?

13.6 Convert the following numbers from hex to binary or from binary to hex:

a. F83 b. 3C9

c. A6 d. 1101011102

e. 101110012 f. 110111011012

13.7 Find the two’s complement of the following binary numbers:

a. 11101001 b. 10010111 c. 1011110

13.8 Convert the following numbers from hex to binary, and find their two’s comple-
ments:

a. F43 b. 2B9 c. A6

13.3 BOOLEAN ALGEBRA

The mathematics associated with the binary number system (and with the more
general field of logic) is called Boolean, in honor of the English mathematician
George Boole, who published a treatise in 1854 entitled An Investigation of the
Laws of Thought, on Which Are Founded the Mathematical Theories of Logic and
Probabilities. The development of a logical algebra, as Boole called it, is one of
the results of his investigations. The variables in a Boolean, or logic, expression
can take only one of two values, usually represented by the numbers 0 and 1. These
variables are sometimes referred to as true (1) and false (0). This convention is
normally referred to as positive logic. There is also a negative logic convention
in which the roles of logic 1 and logic 0 are reversed. In this book we shall employ
only positive logic.

Analysis of logic functions, that is, functions of logical (Boolean) variables,
can be carried out in terms of truth tables. A truth table is a listing of all the possible
values each of the Boolean variables can take, and of the corresponding value of
the desired function. In the following paragraphs we shall define the basic logic
functions upon which Boolean algebra is founded, and we shall describe each
in terms of a set of rules and a truth table; in addition, we shall also introduce
logic gates. Logic gates are physical devices (see Chapter 10) that can be used to
implement logic functions.

Table 13.9 Rules
for logical addition (OR)

0 + 0 = 0

0 + 1 = 1

1 + 0 = 1

1 + 1 = 1

X Y Z

OR gate

0

0

1

1

0

1

0

1

0

1

1

1

Truth table

X

Y
Z

Figure 13.11 Log-
ical addition and the
OR gate

AND and OR Gates

The basis of Boolean algebra lies in the operations of logical addition, or the OR
operation; and logical multiplication, or the AND operation. Both of these find
a correspondence in simple logic gates, as we shall presently illustrate. Logical
addition, although represented by the symbol +, differs from conventional alge-
braic addition, as shown in the last rule listed in Table 13.9. Note that this rule
also differs from the last rule of binary addition studied in the previous section.
Logical addition can be represented by the logic gate called an OR gate, whose
symbol and whose inputs and outputs are shown in Figure 13.11. The OR gate
represents the following logical statement:

If either X or Y is true (1), then Z is true(1). (13.1)
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This rule is embodied in the electronic gates discussed in Chapter 9, in which a
logic 1 corresponds, say, to a 5-V signal and a logic 0 to a 0-V signal.

Logical multiplication is denoted by the center dot (·) and is defined by the
rules of Table 13.10. Figure 13.12 depicts the AND gate, which corresponds to
this operation. The AND gate corresponds to the following logical statement:

If both X and Y are true (1), then Z is true (1). (13.2)

One can easily envision logic gates (AND and OR) with an arbitrary number of
inputs; three- and four-input gates are not uncommon.

X Y Z

AND gate

0

0

1

1

0

1

0

1

0

0

0

1

Truth table

X

Y
ZAND

Figure 13.12 Log-
ical multiplication and
the AND gate

Table 13.10 Rules
for logical
multiplication (AND)

0 · 0 = 0
0 · 1 = 0
1 · 0 = 0
1 · 1 = 1

The rules that define a logic function are often represented in tabular form
by means of a truth table. Truth tables for the AND and OR gates are shown in
Figures 13.11 and 13.12. A truth table is nothing more than a tabular summary
of all of the possible outputs of a logic gate, given all the possible input values.
If the number of inputs is 3, the number of possible combinations grows from
4 to 8, but the basic idea is unchanged. Truth tables are very useful in defining
logic functions. A typical logic design problem might specify requirements such
as “ the output Z shall be logic 1 only when the condition (X = 1 AND Y =
1) OR (W = 1) occurs, and shall be logic 0 otherwise.” The truth table for
this particular logic function is shown in Figure 13.13 as an illustration. The
design consists, then, of determining the combination of logic gates that exactly
implements the required logic function. Truth tables can greatly simplify this
procedure.

Truth table

W
Z

X

Y
AND

0

0

0

0

1

1

1

1

0

0

1

1

0

0

1

1

0

1

0

1

0

1

0

1

X Y W Z

0

1

0

1

0

1

1

1

OR

Solution using logic gates

 Logic gate realization of the 
statement “ the output Z shall be 
logic 1 only when the condition
(X = 1 AND Y = 1) OR (W = 1) 
occurs, and shall be logic 0 
otherwise.”

Figure 13.13 Example of
logic function implementation
with logic gates

The AND and OR gates form the basis of all logic design in conjunction with
the NOT gate. The NOT gate is essentially an inverter (which can be constructed
using bipolar or field-effect transistors, as discussed in Chapter 10), and it provides
the complement of the logic variable connected to its input. The complement of a
logic variable X is denoted by X. The NOT gate has only one input, as shown in
Figure 13.14.

To illustrate the use of the NOT gate, or inverter, we return to the design
example of Figure 13.13, where we required that the output of a logic circuit be
Z = 1 only if X = 0 AND Y = 1 OR if W = 1. We recognize that except for
the requirement X = 0, this problem would be identical if we stated it as follows:
“The output Z shall be logic 1 only when the condition (X = 1 AND Y = 1) OR
(W = 1) occurs, and shall be logic 0 otherwise.” If we use an inverter to convert
X to X, we see that the required condition becomes (X = 1 AND Y = 1) OR
(W = 1). The formal solution to this elementary design exercise is illustrated in
Figure 13.15.

In the course of the discussion of logic gates, extensive use will be made of
truth tables to evaluate logic expressions. A set of basic rules will facilitate this
task. Table 13.11 lists some of the rules of Boolean algebra; each of these can
be proven by using a truth table, as will be shown in examples and exercises. An
example proof for rule 16 is given in Figure 13.16 in the form of a truth table.
This technique can be employed to prove any of the laws of Table 13.11. From the
simple truth table in Figure 13.16, which was obtained step by step, we can clearly
see that indeed X · (X + Y ) = X. This methodology for proving the validity
of logical equations is called proof by perfect induction. The 19 rules of Table
13.11 can be used to simplify logic expressions.

To complete the introductory material on Boolean algebra, a few paragraphs
need to be devoted to two very important theorems, called De Morgan’s theorems.
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X

NOT gate

1

0

0

1

Truth table for NOT gate

X X

X

NOT

Figure 13.14 Com-
plements and the NOT
gate

W
ZY

AND

0

0

0

0

1

1

1

1

1

1

1

1

0

0

0

0

0

0

1

1

0

0

1

1

X X Y Z

0

1

1

1

0

1

0

1

OR

X
X

Solution using logic gates

0

1

0

1

0

1

0

1

W
(Required
logic
function)

Truth table

NOT

Figure 13.15 Solution of a
logic problem using logic gates

Table 13.11 Rules of Boolean algebra

1. 0 +X = X

2. 1 +X = 1

3. X +X = X

4. X +X = 1

5. 0 ·X = 0

6. 1 ·X = X

7. X ·X = X

8. X ·X = 0

9. X = X

10. X + Y = Y +X
}

Commutative law
11. X · Y = Y ·X
12. X + (Y + Z) = (X + Y )+ Z

}
Associative law

13. X · (Y · Z) = (X · Y ) · Z
14. X · (Y + Z) = X · Y +X · Z Distributive law

15. X +X · Z = X Absorption law

16. X · (X + Y ) = X

17. (X + Y ) · (X + Z) = X + Y · Z
18. X +X · Y = X + Y

19. X · Y + Y · Z +X · Z = X · Y +X · Z

X Y

0

0

1

1

(X + Y )

0

1

0

1

0

1

1

1

0

0

1

1

X.(X + Y )

Figure 13.16 Proof of rule
16 by perfect induction

These are stated here in the form of logic functions:

(X + Y ) = X · Y (13.3)

(X · Y ) = X + Y (13.4)

These two laws state a very important property of logic functions:
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Any logic function can be implemented using only OR and NOT gates,
or using only AND and NOT gates.

De Morgan’s laws can easily be visualized in terms of logic gates, as shown in
Figure 13.17. The associated truth tables are proof of these theorems.

X

Y
Z

X +Y

X . Y

OR

AND 

=NOT

(X + Y )

(X.Y )

=

=

=X

Y

X

Y

X

Y

Z

Z

Z

AND 

NOT

NOT

NOT

NOT

ORNOT

X . YX

Truth table

Y

0
0
1
1

Z = =

0
1
0
1

1
0
0
0

(X + Y )

X + Y(X + Y )X

Truth table

Y

0
0
1
1

Z = =

0
1
0
1

1
1
1
0

Figure 13.17 De Morgan’s laws

The importance of De Morgan’s laws is in the statement of the duality that
exists between AND and OR operations: any function can be realized by just one
of the two basic operations, plus the complement operation. This gives rise to two
families of logic functions: sums of products and product of sums, as shown in
Figure 13.18. Any logical expression can be reduced to either one of these two
forms. Although the two forms are equivalent, it may well be true that one of
the two has a simpler implementation (fewer gates). Example 13.3 illustrates this
point.

OR

AND 
X

Y

AND 
W

Z

Sum of products
expression

(X.Y) + (W.Z)

(X.Y) + (W.Z)

A

B

C

D

Product of sums
expression

(A + B).(C + D)

(A + B).(C + D)

OR

OR

AND

Figure 13.18 Sum-of-products and product-of-sums logic functions
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EXAMPLE 13.3 Simplification of Logical Expression

Problem

Using the rules of Table 13.11, simplify the following function using the rules of Boolean
algebra.

f (A,B,C,D) = A · B ·D + A · B ·D + B · C ·D + A · C ·D

Solution

Find: Simplified expression for logical function of four variables.

Analysis:

f = A · B ·D + A · B ·D + B · C ·D + A · C ·D
= A ·D · (

B + B
) + B · C ·D + A · C ·D Rule 14

= A ·D + B · C ·D + A · C ·D Rule 4

= (
A+ A · C) ·D + B · C ·D Rule 14

= (
A+ C

) ·D + B · C ·D Rule 18

= A ·D + C ·D + B · C ·D Rule 14

= A ·D + C ·D · (1 + B) Rule 14

= A ·D + C ·D = (
A+ C

) ·D Rules 2 and 6

FOCUS ON
MEASUREMENTS

Fail-Safe Autopilot Logic
This example aims to illustrate the significance of De Morgan’s laws and of
the duality of the sum-of-products and product-of-sums forms. Suppose that
a fail-safe autopilot system in a commercial aircraft requires that, prior to
initiating a takeoff or landing maneuver, the following check must be
passed: two of three possible pilots must be available. The three possibilities
are the pilot, the co-pilot, and the autopilot. Imagine further that there exist
switches in the pilot and co-pilot seats that are turned on by the weight of the
crew, and that a self-check circuit exists to verify the proper operation of the
autopilot system. Let the variable X denote the pilot state (1 if the pilot is
sitting at the controls), Y denote the same condition for the co-pilot, and Z
denote the state of the autopilot, where Z = 1 indicates that the autopilot is
functioning. Then, since we wish two of these conditions to be active before
the maneuver can be initiated, the logic function corresponding to “system
ready” is:

f = X · Y +X · Z + Y · Z
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This can also be verified by the truth table shown below.

Pilot Co-pilot Autopilot System ready

0 0 0 0

0 0 1 0

0 1 0 0

0 1 1 1

1 0 0 0

1 0 1 1

1 1 0 1

1 1 1 1

The function f defined above is based on the notion of a positive check; that
is, it indicates when the system is ready. Let us now apply De Morgan’s laws
to the function f , which is in sum-of-products form:

f = g = X · Y +X · Z + Y · Z = (X + Y ) · (X + Z) · (Y + Z)

The function g, in product-of-sums form, conveys exactly the same
information as the function f , but it performs a negative check; in other
words, g verifies the system not ready condition. You see then that whether
one chooses to implement the function in one form or another is simply a
matter of choice; the two forms give exactly the same information.

EXAMPLE 13.4 Realizing Logic Functions from Truth Tables

Problem

Realize the logic function described by the truth table below.

A B C y

0 0 0 0

0 0 1 1

0 1 0 0

0 1 1 1

1 0 0 1

1 0 1 1

1 1 0 1

1 1 1 1

Solution

Known Quantities: Value of function y(A,B,C) for each possible combination of
logical variables A, B, C.

Find: Logical expression realizing the function y.
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Analysis: To determine a logical expression for the function y, we first need to convert
the truth table into a logical expression. We do so by expressing y as the sum of the
products of the three variables for each combination that yields y = 1. If the value of a
variable is 1, we use the uncomplemented variable. If it’s 0, we use the complemented
variable. For example, the second row (first instance of y = 1) would yield the term
A · B · C. Thus,

y = A · B · C + A · B · C + A · B · C + A · B · C + A · B · C + A · B · C
= A · C(B + B)+ A · B · (C + C)+ A · B · (C + C)

= A · C + A · B + A · B = A · C + A · (B + B) = A · C + A = A+ C.

Thus, the function is a two-input OR gate, as shown in Figure 13.19.A

C
orA + C = y yOR

Figure 13.19
Comments: The derivation above has made use of two rules from Table 13.11: rules 4
and 18. Could you have predicted that the variable B would not be used in the final
realization? Why?

EXAMPLE 13.5 DeMorgan’s Theorem and Product-of-Sums
Expressions

Problem

Realize the logic function y = A+ B · C in product-of-sums form. Implement the
solution using AND, OR, and NOT gates.

Solution

Known Quantities: Logical expression for the function y(A,B,C).

Find: Physical realization using AND, OR, and NOT gates.

Analysis: We use the fact that y = y and apply DeMorgan’s theorem as follows:

y = A+ (B · C) = A · (B · C) = A · (
B + C

)

y = y = A · (
B + C

)
.

The above sum-of-products function is realized using complements of each variable
(obtained using NOT gates) and is finally complemented as shown in Figure 13.20.

A

C

B

yAND

OR

Figure 13.20

Comments: It should be evident that the original sum-of-products expression, which
could be implemented with just one AND and one OR gate has a much more efficient
realization. In the next section we show a systematic approach to function minimization.
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Focus on Computer-Aided Solutions: An Electronics WorkbenchTM simulation of the
logic circuit of Figure 13.20 may be found in the accompanying CD-ROM.

NAND and NOR Gates

In addition to the AND and OR gates we have just analyzed, the complementary
forms of these gates, called NAND and NOR, are very commonly used in practice.
In fact, NAND and NOR gates form the basis of most practical logic circuits. Figure
13.21 depicts these two gates, and illustrates how they can be easily interpreted
in terms of AND, OR, and NOT gates by virtue of De Morgan’s laws. You can
readily verify that the logic function implemented by the NAND and NOR gates
corresponds, respectively, to AND and OR gates followed by an inverter. It is very
important to note that, by De Morgan’s laws, the NAND gate performs a logical
addition on the complements of the inputs, while the NOR gate performs a logical
multiplication on the complements of the inputs. Functionally, then, any logic
function could be implemented with either NOR or NAND gates only.

A

B

NAND gate

(A . B)
A + B

(A . B) = A + B (A + B) = A . B

(A + B) 

A B A B (A . B)

0

0

1

1

0

1

0

1

1

1

0

0

1

0

1

0

1

1

1

0

A

B

A

B

NOR gate

NOR

OR

A B A B

0

0

1

1

0

1

0

1

1

1

0

0

1

0

1

0

1

0

0

0

A

B

(A + B)

NAND

AND NOT NOT
A . B

Figure 13.21 Equivalence of NAND and NOR gates with AND and OR gates

In the next section we shall learn how to systematically approach the design
of logic functions. First, we provide a few examples to illustrate logic design with
NAND and NOR gates.

EXAMPLE 13.6 Realizing the AND Function with NAND Gates

Problem

Use a truth table to show that the AND function can be realized using only NAND gates,
and show the physical realization.

Solution

Known Quantities: AND and NAND truth tables.
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Find: AND realization using NAND gates.

Assumptions: Consider two-input functions and gates.

Analysis: The truth table below summarizes the two functions:

NAND AND
A B A · B A · B

0 0 1 0
0 1 1 0
1 0 1 0
1 1 0 1

Clearly, to realize the AND function we need to simply invert the output of a NAND gate.
This is easily accomplished if we observe that a NAND gate with its inputs tied together
acts as an inverter; you can verify this in the above truth table by looking at the NAND
output for the input combinations 0-0 and 1-1, or by referring to Figure 13.22. The final
realization is shown in Figure 13.23.

0

1

0

1

1

0

0

1

A B(= A)

A

A.B

A

A A

(A.B)

NAND

NOT

Figure 13.22 NAND gate
as an inverters

A
B

A.B A.BNAND NAND

Figure 13.23

Comments: NAND gates naturally implement functions that contain complemented
products. Gates that employ negative logic are a natural consequence of the inverting
characteristics of transistor switches (refer to Section 10.5). Thus, one should expect that
NAND (and NOR) gates are very commonly employed in practice.

EXAMPLE 13.7 Realizing the AND Function with NOR Gates

Problem

Show analytically that the AND function can be realized using only NOR gates, and
determine the physical realization.

Solution

Known Quantities: AND and NOR functions.

Find: AND realization using NOR gates.

Assumptions: Consider two-input functions and gates.

Analysis: We can solve this problem using De Morgan’s theorem. The output of an
AND gate can be expressed as f = A · B. Using De Morgan’s theorem we write:

f = f = A · B = A+ B

The above function is implemented very easily if we see that a NOR gate with its input
tied together acts as a NOT gate (see Figure 13.24). Thus, the logic circuit of Figure 13.25
provides the desired answer.

0

1

0

1

1

0

0

1

A B( = A)

AA

A A

(A + B) (A + B)

NOR

Figure 13.24 NOR gate as
an inverter

A

B 
B

A

(A + B) = A.B

NOR

NOR

NOR

Figure 13.25

Comments: NOR gates naturally implement functions that contain complemented sums.
Gates that employ negative logic are a natural consequence of the inverting characteristics
of transistor switches (refer to Section 10.5). Thus, one should expect that NOR (and
NAND) gates are very commonly employed in practice.
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EXAMPLE 13.8 Realizing a Function with NAND and NOR
Gates

Problem

Realize the following function using only NAND and NOR gates:

y = (A · B)+ C

Solution

Known Quantities: Logical expression for y.

Find: Realization of y using only NAND and NOR gates.

Assumptions: Consider two-input functions and gates.

Analysis: On the basis of the two preceding examples, we see that we can realize the
term Z = (A · B) using a two-input NAND gate, and the term Z + C using a two-input
NOR gate. The solution is shown in Figure 13.26.

A

yB

C

NAND
NOR

Figure 13.26

The XOR (Exclusive OR) Gate

It is rather common practice for a manufacturer of integrated circuits to provide
common combinations of logic circuits in a single integrated circuit package. We
review many of these common logic modules in Section 13.5. An example of
this idea is provided by the exclusive OR (XOR) gate, which provides a logic
function similar, but not identical, to the OR gate we have already studied. The
XOR gate acts as an OR gate, except when its inputs are all logic 1s; in this
case, the output is a logic 0 (thus the term exclusive). Figure 13.27 shows the
logic circuit symbol adopted for this gate, and the corresponding truth table. The
logic function implemented by the XOR gate is the following: “either X or Y ,
but not both.” This description can be extended to an arbitrary number of in-
puts.

Z = X ⊕ Y

X Y Z

XOR

0

0

1

1

0

1

0

1

0

1

1

0

Truth table

X

Y

Figure 13.27 XOR gate

The symbol adopted for the exclusive OR operation is ⊕, and so we shall
write

Z = X ⊕ Y

to denote this logic operation. The XOR gate can be obtained by a combination
of the basic gates we are already familiar with. For example, if we observe that
the XOR function corresponds to Z = X⊕Y = (X+Y ) · (X · Y ), we can realize
the XOR gate by means of the circuit shown in Figure 13.28. X

Y Z 

NAND

OR

AND

Figure 13.28 Realization of
an XOR gate

Common IC logic gate configurations, device numbers, and data sheets are
included in the CD-ROM that accompanies this book. These devices are typically
available in both of the two more common device families, TTL and CMOS.
The devices listed in the CD-ROM are available in CMOS technology under
the numbers SN74AHXX. The same logic gate ICs are also available as TTL
devices.
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Check Your Understanding
13.9 Show that one can obtain an OR gate using NAND gates only. [Hint: Use three
NAND gates.]

13.10 Show that one can obtain an AND gate using NOR gates only. [Hint: Use three
NOR gates.]

13.11 Prepare a step-by-step truth table for the following logic expressions:

a. (X + Y + Z)+ (X · Y · Z) ·X
b. X · Y · Z + Y · (Z +W)

c. (X · Y + Z ·W) · (W ·X + Z · Y )
[Hint: Your truth table must have 2n entries, where n is the number of logic variables.]

13.12 Implement the logic functions of Check Your Understanding Exercise 13.11
using NAND and NOR gates only. [Hint: Use De Morgan’s theorems and the fact that

f = f .]

13.13 Implement the logic functions of Check Your Understanding Exercise 13.11
using AND, OR, and NOT gates only.

13.14 Show that the XOR function can also be expressed asZ = X ·Y+Y ·X. Realize
the corresponding function using NOT, AND, and OR gates. [Hint: Use truth tables for the
logic function Z ( as defined in the exercise) and for the XOR function.]

13.4 KARNAUGH MAPS AND LOGIC DESIGN

In examining the design of logic functions by means of logic gates, we have
discovered that more than one solution is usually available for the implementation
of a given logic expression. It should also be clear by now that some combinations
of gates can implement a given function more efficiently than others. How can we
be assured of having chosen the most efficient realization? Fortunately, there is a
procedure that utilizes a map describing all possible combinations of the variables
present in the logic function of interest. This map is called a Karnaugh map,
after its inventor. Figure 13.29 depicts the appearance of Karnaugh maps for two-,
three-, and four-variable expressions in two different forms. As can be seen, the
row and column assignments for two or more variables are arranged so that all
adjacent terms change by only one bit. For example, in the two-variable map,
the columns next to column 01 are columns 00 and 11. Also note that each map
consists of 2N cells, where N is the number of logic variables.

Each cell in a Karnaugh map contains a minterm, that is, a product of
the N variables that appear in our logic expression (in either uncomplemented or
complemented form). For example, for the case of three variables (N = 3), there
are 23 = 8 such combinations, or minterms: X ·Y ·Z,X ·Y ·Z,X ·Y ·Z,X ·Y ·Z,
X · Y ·Z, X · Y ·Z, X · Y ·Z, and X · Y ·Z. The content of each cell—that is, the
minterm—is the product of the variables appearing at the corresponding vertical
and horizontal coordinates. For example, in the three-variable map, X · Y · Z
appears at the intersection ofX ·Y andZ. The map is filled by placing a value of 1
for any combination of variables for which the desired output is a 1. For example,
consider the function of three variables for which we desire to have an output of 1
whenever the variables X, Y , and Z have the following values:
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X

0

1

0

1

00

01

11

10

N  = 2

N = 3

N = 4

Y

Y

Z

Z

Y.Z

Y.Z

Y.Z

X.Y
Z

W.X
Y.Z

XX 0

00 01 11 10

00 01 11 10

1
Y

X.Y X.Y

X.Y X.Y

X.Y.Z X.Y.Z X.Y.Z X.Y.Z

X.Y.Z X.Y.Z X.Y.Z X.Y.Z

X.Y X.Y X.Y X.Y

W.X W.X W.X W.X

W.X.Y.Z W.X.Y.Z W.X.Y.Z W.X.Y.Z

W.X.Y.Z W.X.Y.Z W.X.Y.Z W.X.Y.Z

W.X.Y.Z W.X.Y.Z W.X.Y.Z W.X.Y.Z

W.X.Y.Z W.X.Y.Z W.X.Y.Z W.X.Y.ZY.Z

Figure 13.29 Two-, three-, and four-variable Karnaugh maps

X = 0 Y = 1 Z = 0

X = 0 Y = 1 Z = 1

X = 1 Y = 1 Z = 0

X = 1 Y = 1 Z = 1

The same truth table is shown in Figure 13.30 together with the corresponding
Karnaugh map.

X Y

0

0

0

0

1

1

1

1

Z

0

0

1

1

0

0

1

1

0

1

0

1

0

1

0

1

0

0

1

1

0

0

1

1

Desired
Function

Truth table

Z

XY XYXY XY

0 11 0

Karnaugh map

Z 0 11 0

Figure 13.30 Truth table
and Karnaugh map
representations of a logic
function

The Karnaugh map provides an immediate view of the values of the function
in graphical form. Further, the arrangement of the cells in the Karnaugh map is such
that any two adjacent cells contain minterms that vary in only one variable. This
property, as will be verified shortly, is quite useful in the design of logic functions
by means of logic gates, especially if we consider the map to be continuously
wrapping around itself, as if the top and bottom, and right and left, edges were
touching each other. For the three-variable map given in Figure 13.29, for example,
the cellX · Y ·Z is adjacent toX · Y ·Z if we “ roll” the map so that the right edge
touches the left. Note that these two cells differ only in the variable X, a property
we earlier claimed adjacent cells have.1

1A useful rule to remember is that in a two-variable map there are two minterms adjacent to any given
minterm; in a three-variable map, three minterms are adjacent to any given minterm; in a
four-variable map, the number is four, and so on.
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Shown in Figure 13.31 is a more complex, four-variable logic function,
which will serve as an example in explaining how Karnaugh maps can be used
directly to implement a logic function. First, we define a subcube as a set of 2m

adjacent cells with logical value 1, for m = 1, 2, 3, . . . , N . Thus, a subcube can
consist of 1, 2, 4, 8, 16, 32,. . . cells. All possible subcubes for the four-variable
map of Figure 13.31 are shown in Figure 13.32. Note that there are no four-cell
subcubes in this particular case. Note also that there is some overlap between
subcubes. Examples of four-cell and eight-cell subcubes are shown in Figure
13.33 for an arbitrary expression.

X Y
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0
0
0
0
0
0
0
1
1
1
1
1
1
1
1

Z

0
0
1
1
0
0
1
1
0
0
1
1
0
0
1
1

0
1
0
1
0
1
0
1
0
1
0
1
0
1
0
1

1
1
0
0
0
1
1
0
0
1
1
0
0
0
0
1

Y

0
0
0
0
1
1
1
1
0
0
0
0
1
1
1
1

Desired
Function

Truth table for four-variable expression

Y.Z

W.X W.XW.X W.X

0 10 0

Y.Z 0 01 1

1 01 1

1 00 0Y.Z

Y.Z

Figure 13.31 Karnaugh map for a four-variable expression

Y.Z

W.X W.XW.X W.X

0 10 0

Y.Z 0 01 1

01 1

1 00 0Y.Z

Y.Z

Y.Z

W.X W.XW.X W.X

0 10 0

Y.Z 0 01 1

1 01 1

1 00 0Y.Z

Y.Z

1 cell subcubes

2 cell subcubes

1

Figure 13.32 One- and
two-cell subcubes for the
Karnaugh map of Figure 13.31

0 00 0

1 1 1

00 0

1 11 1

Y.Z

W.X W.XW.X W.X

1 10 1

Y.Z 1 00 0

1 10 1

1 00 0Y.Z

Y.Z

0

(a)

(b)

1

Y.Z

W.X W.XW.X W.X

Y.Z

Y.Z

Y.Z

Figure 13.33 Four- and
eight-cell subcubes for an
arbitrary logic function

In general, one tries to find the largest possible subcubes to cover all of the
“1” entries in the map. How do maps and subcubes help in the realization of logic
functions, then? The use of maps and subcubes in minimizing logic expressions
is best explained by considering the following rule of Boolean algebra:

Y ·X + Y ·X = Y

where the variable Y could represent a product of logic variables (for example, we
could similarly write (Z ·W) ·X + (Z ·W) ·X = Z ·W with Y = Z ·W ). This
rule is easily proven by factoring Y :

Y · (X +X)

and observing thatX+X = 1, always. Then it should be clear that the variableX
need not appear in the expression at all. Let us apply this rule to a more complex
logic expression, to verify that it can also apply to this case. Consider the logic
expression

W ·X · Y · Z +W ·X · Y · Z +W ·X · Y · Z +W ·X · Y · Z
and factor it as follows:

W · Z · Y · (X +X)+W · Y · Z · (X +X) = W · Z · Y +W · Y · Z
= Y · Z · (W +W) = Y · Z
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Quite a simplification! If we consider, now, a map in which we place a 1 in the
cells corresponding to the mintermsW ·X ·Y ·Z,W ·X ·Y ·Z,W ·X ·Y ·Z, and
W · X · Y · Z, forming the previous expression, we obtain the Karnaugh map of
Figure 13.34. It can easily be verified that the map of Figure 13.34 shows a single
four-cell subcube corresponding to the term Y · Z.

Y.Z

W.X W.XW.X W.X

0 00 0

Y.Z 0 00 0

1 11 1

0 00 0Y.Z

Y.Z

Figure 13.34 Karnaugh
map for the function
W ·X · Y · Z +W ·X · Y · Z +
W ·X · Y · Z +W ·X · Y · Z

We have not established formal rules yet, but it definitely appears that the
map method for simplifying Boolean expressions is a convenient tool. In effect,
the map has performed the algebraic simplification automatically! We can see
that in any subcube, one or more of the variables present will appear in both
complemented and uncomplemented form in all their combinations with the other
variables. These variables can be eliminated. As an illustration, in the eight-cell
subcube case of Figure 13.35, the full-blown expression would be:

W ·X · Y · Z +W ·X · Y · Z +W ·X · Y · Z +W ·X · Y · Z

+W ·X · Y · Z +W ·X · Y · Z +W ·X · Y · Z +W ·X · Y · Z

However, if we consider the eight-cell subcube, we note that the three variables
X, W , and Z appear both in complemented and uncomplemented form in all
their combinations with the other variables and thus can be removed from the
expression. This reduces the seemingly unwieldy expression simply to Y ! In
logic design terms, a simple inverter is sufficient to implement the expression.

Y.Z

W.X W.XW.X W.X

0 00 0

Y.Z 0 00 0

1 11 1

1 11 1Y.Z

Y.Z

Figure 13.35

The example just shown is a particularly simple one, but it illustrates how
simple it can be to determine the minimal expression for a logic function. It should
be apparent that the larger a subcube, the greater the simplification that will result.
For subcubes that do not intersect, as in the previous example, the solution can be
found easily, and is unique.

Sum-of-Products Realizations

Although not explicitly stated, the logic functions of the preceding section were all
in sum-of-products form. As you know, it is also possible to realize logic functions
in product-of-sums form. This section discusses the implementation of logic func-
tions in sum-of-products form and gives a set of design rules. The next section will
do the same for product-of-sums form logical expressions. The following rules
are a useful aid in determining the minimal sum-of-products expression:

F O C U S O N M E T H O D O L O G Y

Sum-of-Products Realizations

1. Begin with isolated cells. These must be used as they are, since no
simplification is possible.

2. Find all cells that are adjacent to only one other cell, forming two-cell
subcubes.

3. Find cells that form four-cell subcubes, eight-cell subcubes, and so
forth.

4. The minimal expression is formed by the collection of the smallest
number of maximal subcubes.
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The following examples illustrate the application of these principles to a variety
of problems.

EXAMPLE 13.9 Logic Circuit Design Using Karnaugh Maps

Problem

Design a logic circuit that implements the truth table of Figure 13.36.A C

0
0
0
0
0
0
0
0
1
1
1
1
1
1
1
1

D y

0
0
1
1
0
0
1
1
0
0
1
1
0
0
1
1

0
1
0
1
0
1
0
1
0
1
0
1
0
1
0
1

1
1
1
0
0
1
0
0
1
1
0
1
0
1
0
1

B

0
0
0
0
1
1
1
1
0
0
0
0
1
1
1
1

Figure 13.36

Solution

Known Quantities: Truth table for y(A,B,C,D).

Find: Realization of y.

Assumptions: Two-, three-, and four-input gates are available.

Analysis: We use the Karnaugh map of Figure 13.37, which is shown with values of 1
and 0 already in place. We recognize four subcubes in the map; three are four-cell
subcubes, and one is a two-cell subcube. The expressions for the subcubes are: A · B ·D
for the two-cell subcube; B · C for the subcube that wraps around the map; C ·D for the
four-by-one subcube; and A ·D for the square subcube at the bottom of the map. Thus,
the expression for y is:

y = A · B ·D + B · C + CD + AD.

11

00 1101 10

0 11 0

10 1 0

0 01 0

1 01 100

01

1 1

A.B
C.D

Figure 13.37 Karnaugh map for
Example 13.9

A

C

y
B

D

Figure 13.38 Logic circuit
realization of Karnaugh map of
Figure 13.37

The implementation of the above function with logic gates is shown in Figure 13.38.

Comments: The Karnaugh map covering of Figure 13.37 is a sum-of-products
expression because we covered the map using the ones.

EXAMPLE 13.10 Deriving a Sum-of-Products Expression
from a Logic Circuit

Problem

Derive the truth table and minimum sum-of-products expression for the circuit of Figure
13.39.



Part II Electronics 625

Solution

Known Quantities: Logic circuit representing f (x, y, z). x

y

z

f

Figure 13.39

Find: Expression for f and corresponding truth table.

Analysis: To determine the truth table, we write the expression corresponding to the
logic circuit of Figure 13.39:

f = x · y + y · z
The truth table corresponding to this expression and the corresponding Karnaugh map
with sum-of-products covering are shown in Figure 13.40.

00 1101 10

0 10 0

1 11 00

1

x
y.z

K map

x

0
0
0
0
1
1
1
1

f

0
1
0
1
0
1
0
1

1
1
0
1
0
0
0
1

y z

0
0
1
1
0
0
1
1

Figure 13.40

Comments: If we used zeros in covering the Karnaugh map for this example, the resulting
expression would be a product-of-sums. You may verify that, in the case of this example,
the complexity of the circuit would be unchanged. Note also that there exists a third subcube
(x = 0, yz = 01, 11) that is not used because it does not help minimize the solution.

EXAMPLE 13.11 Realizing a Product-of-Sums Using Only
NAND Gates

Problem

Realize the following function in sum-of-products form, using only two-input NAND
gates.

f = (x + y) · (y + z)

Solution

Known quantities: f (x, y, z).

Find: Logic circuit for f using only NAND gates.

Analysis: The first step is to convert the expression for f into an expression that can be
easily implemented with NAND gates. We observe that direct application of De Morgan’s
theorem yields:

x + y = x · y
y + z = z · y

Thus, we can write the function as follows:

f = (x · y) · (
z · y)

and implement it with five NAND gates, as shown in Figure 13.41
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x

y

z

f

Figure 13.41

Comments: Note that we used two NAND gates as inverters—one to obtain y, the other

to invert the output of the fourth NAND gate, equal to (x · y) · (
z · y).

EXAMPLE 13.12 Simplifying Expressions by Using Karnaugh
Maps

Problem

Simplify the following expression by using a Karnaugh map.

f = x · y + x · z+ y · z

Solution

Known Quantities: f (x, y, z).

Find: Minimal expression for f .

Analysis: We cover a three-term Karnaugh map to reflect the expression give above. The
result is shown in Figure 13.42. It is clear that the Karnaugh map can be covered by using
just two terms (subcubes): f = x · y + x · z. Thus, the term y · z is redundant.

00 1101 10

0 10 1

0 11 00

1

x
y.z

K map
x.y

x.z

Figure 13.42

Comments: The Karnaugh map covering clearly shows that the term y · z corresponds to
covering a third two-cell subcube vertically intersecting the two horizontal two-cell
subcubes already shown. Clearly, the third subcube is redundant.

EXAMPLE 13.13 Simplifying a Logic Circuit by Using
the Karnaugh Map

Problem

Derive the Karnaugh map corresponding to the circuit of Figure 13.43 and use the
resulting map to simplify the expression.

x

y

z

f

Figure 13.43

Solution

Known Quantities: Logic circuit.

Find: Simplified logic circuit.
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Analysis: We first determine the expression f (x, y, z) from the logic circuit:

f = (x · z)+ (x · z)+ (y · z)
This expression leads to the Karnaugh map shown in Figure 13.44. Inspection of the
Karnaugh map reveals that the map could have been covered more efficiently by using
four-cell subcubes. The improved map covering, corresponding to the simpler function
f = x + z, and the resulting logic circuit are shown in Figure 13.45.

00 1101 10

1 11 1

1 00 10

1

x
y.z

f = y.z + x.z + y.z

Figure 13.44

00 1101 10

1 11 1

1 00 10

1

x
y.z

K map

x

z
f

f = x + z 

Figure 13.45

Comments: In general, one wishes to cover the largest possible subcubes in a Karnaugh
map.

Product-of-Sums Realizations

Thus far, we have exclusively worked with sum-of-products expressions, that is,
logic functions of the form A · B + C ·D. We know, however, that De Morgan’s
laws state that there is an equivalent form that appears as a product of sums, for
example, (W + Y ) · (Y +Z). The two forms are completely equivalent, logically,
but one of the two forms may lead to a realization involving a smaller number of
gates. When using Karnaugh maps, we may obtain the product-of-sums form very
simply by following these rules:

F O C U S O N M E T H O D O L O G Y

Product-of-Sums Realizations

1. Solve for the 0s exactly as for the 1s in sum-of-products expressions.

2. Complement the resulting expression.

The same principles stated earlier apply in covering the map with subcubes and
determining the minimal expression. The following examples illustrate how one
form may result in a more efficient solution than the other.
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EXAMPLE 13.14 Comparison of Sum-of-Products
and Product-of-Sums Designs

Problem

Realize the function f described by the accompanying truth table using both 0 and 1
coverings in the Karnaugh map.x y z f

0 0 0 0

0 0 1 1

0 1 0 1

0 1 1 1

1 0 0 1

1 0 1 1

1 1 0 0

1 1 1 0

Solution

Known Quantities: Truth table for logic function.

Find: Realization in both sum-of-products and product-of-sums forms.

Analysis:

1. Product-of-sums expression. Product-of-sums expressions use zeros to determine the
logical expression from a Karnaugh map. Figure 13.46 depicts the Karnaugh map
covering with zeros, leading to the expression

f = (x + y + z) · (x + y)

00 1101 10

1 00

0 11 10

1

x
y.z

1

x + y + z 

x + y

Figure 13.46

00 1101 10

1 00

0 11 10

1

x
y.z

1

y.z

x.y

x.y

Figure 13.47

2. Sum-of-products expression. Sum-of-products expressions use ones to determine the
logical expression from a Karnaugh map. Figure 13.47 depicts the Karnaugh map
covering with ones, leading to the expression

f = (x · y)+ (x · y)+ (y · z)

Comments: The product-of-sums solution requires the use of five gates (two OR, two
NOT, and one AND), while the sum-of-products solution will use six gates (one OR, two
NOT, and three AND). Thus, solution 1 leads to the simpler design.

EXAMPLE 13.15 Product-of-Sums Design

Problem

Realize the function f described by the accompanying truth table in minimal product of
sums form.
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Solution

Known Quantities: Truth table for logic function.

x y z f

0 0 0 1

0 0 1 0

0 1 0 1

0 1 1 0

1 0 0 1

1 0 1 0

1 1 0 0

1 1 1 0

Find: Realization in minimal product-of-sums forms.

Analysis: We cover the Karnaugh map of Figure 13.48 using zeros, and obtain the
following function:

f = z · (x + y)

00 1101 10

1 00

1 00 10

1

x
y.z

0

z x + y

Figure 13.48

Comments: Is the sum-of-products solution simpler? Try it for yourself.

FOCUS ON
MEASUREMENTS

Safety Circuit for Operation of a Stamping Press
In this example, the techniques illustrated in the preceding examples will be
applied to a practical situation. To operate a stamping press, an operator
must press two buttons (b1 and b2) one meter apart from each other and
away from the press (this ensures that the operator’s hands cannot be caught
in the press). When the buttons are pressed, the logical variables b1 and b2

are equal to 1. Thus, we can define a new variable A = b1 · b2; when A = 1,
the operator’s hands are safely away from the press. In addition to the safety
requirement, however, other conditions must be satisfied before the operator
can activate the press. The press is designed to operate on one of two
workpieces, part I and part II, but not both. Thus, acceptable logic states for
the press to be operated are “part I is in the press, but not part II” and “part II
is in the press, but not part I.” If we denote the presence of part I in the press
by the logical variable B = 1 and the presence of part II by the logical
variable C = 1, we can then impose additional requirements on the
operation of the press. For example, a robot used to place either part in the
press could activate a pair of switches (corresponding to logical variables B
and C) indicating which part, if any, is in the press. Finally, in order for the
press to be operable, it must be “ ready,” meaning that it has to have
completed any previous stamping operation. Let the logical variable D = 1
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represent the ready condition. We have now represented the operation of the
press in terms of four logical variables, summarized in the truth table of
Table 13.12. Note that only two combinations of the logical variables will
result in operation of the press: ABCD = 1011 and ABCD = 1101. You
should verify that these two conditions correspond to the desired operation
of the press. Using a Karnaugh map, realize the logic circuitry required to
implement the truth table shown.

Table 13.12 Conditions for operation of stamping press

(B) (C) (D) Press operation
(A) Part I is Part II is Press is 1 = pressing;

b1 · b2 in press in press operable 0 = not pressing

0 0 0 0 0
0 0 0 1 0
0 0 1 0 0
0 0 1 1 0
0 1 0 0 0
0 1 0 1 0
0 1 1 0 0
0 1 1 1 0
1 0 0 0 0
1 0 0 1 0
1 0 1 0 0
1 0 1 1 1
1 1 0 0 0
1 1 0 1 1
1 1 1 0 0
1 1 1 1 0

↑ Both buttons (b1, b2) must be pressed for this to be a 1.

Solution:
Table 13.12 can be converted to a Karnaugh map, as shown in Figure 13.49.
Since there are many more 0s than 1s in the table, the use of 0s in covering
the map will lead to greater simplification. This will result in a
product-of-sums expression. The four subcubes shown in Figure 13.49 yield
the equation

A ·D · (C + B) · (C + B)

By De Morgan’s law, this equation is equivalent to

A ·D · (C + B) · (C · B)
which can be realized by the circuit of Figure 13.50.

For the purpose of comparison, the corresponding sum-of-
products circuit is shown in Figure 13.51. Note that this circuit
employs a greater number of gates and will therefore lead to a
more expensive design.
Focus on Computer-Aided Solutions— An Electronics WorkbenchTM

simulation of the logic circuit of Figure 13.50 may be found in the
accompanying CD-ROM.
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Figure 13.49
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y

Figure 13.50

A

B

C

D

y

Figure 13.51

Don’t Care Conditions

Another simplification technique may be employed whenever the value of the logic
function to be implemented can be either a 1 or a 0. This condition may result
from the specification of the problem and is not uncommon. Whenever it does
not matter whether a position in the map is filled by a 1 or a 0, we use a so-called
don’t care entry, denoted by an x. Then the don’ t care can be used as either a 1 or
a 0, depending on which results in a greater simplification (i.e., helps in forming
the smallest number of maximal subcubes). The following examples illustrate the
use of don’ t cares.

EXAMPLE 13.16 Using Don’t Cares to Simplify
Expressions—1

Problem

Use don’ t care entries to simplify the expression:

f (a, b, c, d) = a · b · c · d + a · b · c · d + a · b · c · d + a · b · c · d + a · b · c · d + a · b · c · d
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Solution

Known Quantities: Logical expression; don’ t care conditions.

Find: Minimal realization.

Schematics, Diagrams, Circuits, and Given Data: Don’ t care conditions:
f (a, b, c, d) = {0100, 0110, 1010, 1110}.
Analysis: We cover the Karnaugh map of Figure 13.52 using ones, and also using x
entries for each don’ t care condition. Treating all of the x entries as ones, we complete the
covering with two four-cell subcubes and one two-cell subcube, to obtain the following
simplified expression:

f (a, b, c, d) = b · d + b · c + a · c · d

11

00 1101 10

1 00 x

10 1 x

x 01 x

0 11 100

01

0 0

a.b
c.d

b.cb.d

a.c.d

Note that the x’s never occur, and 
so they may be assigned a 1 or a 0, 
whichever will best simplify the 
expression.

Figure 13.52

Comments: Note that we could have also interpreted the don’ t care entries as zeros and
tried to solve in product-of-sums form. Verify that the expression obtained above is
indeed the minimal one.

EXAMPLE 13.17 Using Don’t Cares to Simplify
Expressions—2

Problem

Find a minimum product-of-sums realization for the expression f (a, b, c).

Solution

Known Quantities: Logical expression, don’ t care conditions.

Find: Minimal realization.

Schematics, Diagrams, Circuits, and Given Data:

f (a, b, c) = 1 for {a, b, c} = {000, 010, 011}
f (a, b, c) = don’ t care for {a, b, c} = {100, 101, 110}

Analysis: We cover the Karnaugh map of Figure 13.53 using ones, and also using x
entries for each don’ t care condition. By appropriately selecting two of the three
don’ t-care entries to be equal to 1, we complete the covering with one four-cell subcube
and one two-cell subcube, to obtain the following minimal expression:

f (a, b, c) = a · b + c

00 1101 10

x 0x x

1 00

1

a

b.c

1 1

Figure 13.53 Comments: Note that we have chosen to set one of the don’ t care entries equal to zero,
since it would not lead to any further simplification.

EXAMPLE 13.18 Using Don’t Cares to Simplify
Expressions—3

Problem

Find a minimum sum-of-products realization for the expression f (a, b, c, d).
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Solution

Known Quantities: Logical expression; don’ t care conditions.

Find: Minimal realization.

Schematics, Diagrams, Circuits, and Given Data

f (a, b, c, d) = 1 for {a, b, c, d} = {0000, 0011, 0110, 0101}
f (a, b, c, d) = don’ t care for {a, b, c, d} = {1010, 1011, 1101, 1110, 1111}

Analysis: We cover the Karnaugh map of Figure 13.54 using ones, and also using x
entries for each don’ t care condition. By appropriately selecting three of the four don’ t
care entries to be equal to 1, we complete the covering with one four-cell subcube, two
two-cell subcubes, and one one-cell subcube, to obtain the following expression:

f (a, b, c) = a · b · c · d + b · c · d + a · d + b · c · d

11

00 1101 10

0 xx x

10 x x

0 00 1

1 10 000

01

0 1

a.b

c.d

Figure 13.54Comments: Would the product-of-sums realization be simpler? Verify.

Check Your Understanding
13.15 Simplify the following expression to show that it corresponds to the functionZ:

W ·X · Y · Z +W ·X · Y · Z +W ·X · Y · Z +W ·X · Y · Z +W ·X · Y · Z
+W ·X · Y · Z +W ·X · Y · Z +W ·X · Y · Z

13.16 Simplify the following expression, using a Karnaugh map:

W ·X · Y · Z +W ·X · Y · Z +W ·X · Y · Z +W ·X · Y · Z +W ·X · Y · Z
+W ·X · Y · Z

13.17 Simplify the following expression, using a Karnaugh map:

W ·X · Y · Z +W ·X · Y · Z +W ·X · Y · Z +W ·X · Y · Z
+W ·X · Y · Z +W ·X · Y · Z

13.18 The function y of Example 13.9 can be obtained with fewer gates if we use
gates with three or four inputs. Find the minimum number of gates needed to obtain this
function.

13.19 Verify that the product-of-sums expression for Example 13.14 can be realized
with fewer gates.

13.20 Would a sum-of-products realization for Example 13.15 require fewer gates?

13.21 Prove that the circuit of Figure 13.51 can also be obtained from the sum of
products.

13.22 In Example 13.16, assign a value of 0 to the don’ t care terms and derive the
corresponding minimal expression. Is the new function simpler than the one obtained in
Example 13.16?

13.23 In Example 13.17, assign a value of 0 to the don’ t care terms and derive the
corresponding minimal expression. Is the new function simpler than the one obtained in
Example 13.17?

13.24 In Example 13.17, assign a value of 1 to all don’ t care terms and derive the
corresponding minimal expression. Is the new function simpler than the one obtained in
Example 13.17?
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13.25 In Example 13.18, assign a value of 0 to all don’ t care terms and derive the
corresponding minimal expression. Is the new function simpler than the one obtained in
Example 13.18?

13.26 In Example 13.18, assign a value of 1 to all don’ t care terms and derive the
corresponding minimal expression. Is the new function simpler than the one obtained in
Example 13.18?

13.5 COMBINATIONAL LOGIC MODULES

The basic logic gates described in the previous section are used to implement more
advanced functions and are often combined to form logic modules, which, thanks
to modern technology, are available in compact integrated circuit (IC) packages.
In this section and the next, we discuss a few of the more common combinational
logic modules, illustrating how these can be used to implement advanced logic
functions.

Multiplexers

Multiplexers, or data selectors, are combinational logic circuits that permit the
selection of one of many inputs. A typical multiplexer (MUX) has 2n data lines,
n address (or data select) lines, and one output. In addition, other control inputs
(e.g., enables) may exist. Standard, commercially available MUXs allow for n up
to 4; however, two or more MUXs can be combined if a greater range is needed. The
MUX allows for one of 2n inputs to be selected as the data output; the selection of
which input is to appear at the output is made by way of the address lines. Figure
13.55 depicts the block diagram of a four-input MUX. The input data lines are
labeled D0, D1, D2, and D3; the data select, or address, lines are labeled I0 and
I1; and the output is available in both complemented and uncomplemented form,
and is thus labeled F , or F . Finally, an enable input, labeled E, is also provided,
as a means of enabling or disabling the MUX: if E = 1, the MUX is disabled;
if E = 0, it is enabled. The negative logic (MUX off when E = 1 and on when
E = 0) is represented by the small “bubble” at the enable input, which represents a
complement operation (just as at the output of NAND and NOR gates). The enable
input is useful whenever one is interested in a cascade of MUXs; this would be of
interest if we needed to select a line from a large number, say 28 = 256. Then two
4-input MUXs could be used to provide the data selection of 1 of 8.

Enable

Output

Data  select

Data 
inputs

E

F

D0

D1

D2

D3

I0I1

4-to-1
MUX

block diagram of 
4-to-1 MUX

D0

F

I0

F

Truth table of 
4-to-1 MUX

D1

D2

D3
I1

0

0

1

1

0

1

0

1

Figure 13.55 4-to-1 MUX

The material described in the previous sections is quite adequate to describe
the internal workings of a multiplexer. Figure 13.56 shows the internal construction
of a 4-to-1 MUX using exclusively NAND gates (inverters are also used, but the
reader will recall that a NAND gate can act as an inverter if properly connected).

In the design of digital systems (for example, microcomputers), a single line
is often required to carry two or more different digital signals. However, only
one signal at a time can be placed on the line. A MUX will allow us to select, at
different instants, the signal we wish to place on this single line. This property is
shown here for a 4-to-1 MUX. Figure 13.57 depicts the functional diagram of a
4-to-1 MUX, showing four data lines,D0 throughD3, and two select lines, I0 and
I1.

The data selector function of a MUX is best understood in terms of Table
13.13. In this truth table, the x’s represent don’ t care entries. As can be seen from
the truth table, the output selects one of the data lines depending on the values of
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F

D0

E

D1

D2

D3

F

I1 I0

Figure 13.56 Internal structure of the 4-to-1 MUX

Table 13.13

I1 I0 D3 D2 D1 D0 F

0 0 x x x 0 0

0 0 x x x 1 1

0 1 x x 0 x 0

0 1 x x 1 x 1

1 0 x 0 x x 0

1 0 x 1 x x 1

1 1 0 x x x 0

1 1 1 x x x 1

I1 and I0, assuming that I0 is the least significant bit. As an example, I1I0 = 10
selects D2, which means that the output, F , will select the value of the data line
D2. Therefore F = 1 if D2 = 1 and F = 0 if D2 = 0.

Enable

Output

Select lines

Data 
inputs

E

4-to-1
MUX

D0

I0

F

D1

D2

D3
I1

Figure 13.57 Functional
diagram of four-input MUX
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address

I1 I0

0 0 0 1 1 0

0 1 1 0 0 1

1 0 0 1 1 0

1 1 1 1 1 1

b3 b2 b1 b0

W0

W1

W2
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Figure 13.58 Read-only
memory

Read-Only Memory (ROM)

Another common technique for implementing logic functions uses a read-only
memory, or ROM. As the name implies, a ROM is a logic circuit that holds in
storage (“memory” ) information—in the form of binary numbers—that cannot be
altered but can be “ read” by a logic circuit. A ROM is an array of memory cells,
each of which can store either a 1 or a 0. The array consists of 2m×n cells, where
n is the number of bits in each word stored in ROM. To access the information
stored in ROM, m address lines are required. When an address is selected, in a
fashion similar to the operation of the MUX, the binary word corresponding to the
address selected appears at the output, which consists of n bits, that is, the same
number of bits as the stored words. In some sense, a ROM can be thought of as a
MUX that has an output consisting of a word instead of a single bit.

Figure 13.58 depicts the conceptual arrangement of a ROM with n = 4 and
m = 2. The ROM table has been filled with arbitrary 4-bit words, just for the
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purpose of illustration. In Figure 13.58, if one were to select an enable input of 0
(i.e., on) and values for the address lines of I0 = 0 and I1 = 1, the output word
would be W2 = 0110, so that b0 = 0, b1 = 1, b2 = 1, b3 = 0. Depending on
the content of the ROM and the number of address and output lines, one could
implement an arbitrary logic function.

Unfortunately, the data stored in read-only memories must be entered during
fabrication and cannot be altered later. A much more convenient type of read-
only memory is the erasable programmable read-only memory (EPROM),
the content of which can be easily programmed and stored and may be changed
if needed. EPROMs find use in many practical applications, because of their
flexibility in content and ease of programming. The following example illustrates
the use of an EPROM to perform the linearization of a nonlinear function.

FOCUS ON
MEASUREMENTS

EPROM-Based Lookup Table for Automotive Fuel Injection
System Control
One of the most common applications of EPROMs is the arithmetic lookup
table. A lookup table is similar in concept to the familiar multiplication
table and is used to store precomputed values of certain functions,
eliminating the need for actually computing the function. A practical
application of this concept is present in every automobile manufactured in
the United States since the early 1980s, as part of the exhaust
emission control system. In order for the catalytic converter to
minimize the emissions of exhaust gases (especially hydrocar-
bons, oxides of nitrogen, and carbon monoxide), it is necessary
to maintain the air-to-fuel ratio (A/F) as close as possible to the stoichio-
metric value, that is, 14.7 parts of air for each part of fuel. Most modern
engines are equipped with fuel injection systems that are capable of
delivering accurate amounts of fuel to each individual cylinder—thus, the
task of maintaining an accurate A/F amounts to measuring the mass of air
that is aspirated into each cylinder and computing the corresponding mass of
fuel. Many automobiles are equipped with a mass airflow sensor, capable of
measuring the mass of air drawn into each cylinder during each engine
cycle. Let the output of the mass airflow sensor be denoted by the variable
MA, and let this variable represent the mass of air (in g) actually entering a
cylinder during a particular stroke. It is then desired to compute the mass of
fuel, MF (also expressed in g), required to achieve and A/F of 14.7. This
computation is simply:

MF = MA

14.7

Although the above computation is a simple division, its actual
calculation in a low-cost digital computer (such as would be used on an
automobile) is rather complicated. It would be much simpler to tabulate a
number of values of MA, to precompute the variable MF , and then to store
the result of this computation into an EPROM. If the EPROM address were
made to correspond to the tabulated values of air mass, and the content at
each address to the corresponding fuel mass (according to the precomputed
values of the expression MF = MA/14.7), it would not be necessary to
perform the division by 14.7. For each measurement of air mass into one

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw13.htm
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cylinder, an EPROM address is specified and the corresponding content is
read. The content at the specific address is the mass of fuel required by that
particular cylinder.

In practice, the fuel mass needs to be converted into a time interval
corresponding to the duration of time during which the fuel injector is open.
This final conversion factor can also be accounted for in the table. Suppose,
for example, that the fuel injector is capable of injecting KF g of fuel per
second; then the time duration, TF , during which the injector should be open
in order to inject MF g of fuel into the cylinder is given by:

TF = MF

KF
s

Therefore, the complete expression to be precomputed and stored in the
EPROM is:

TF = MA

14.7 ×KF
s

Figure 13.59 illustrates this process graphically.

Fuel
injection
system

EPROMA/D

Digital value of TF

(EPROM content)
Digital value of MA

(EPROM address)

Analog-to-digital
converter

Air in Fuel
injector

Mass air
flow sensor

MA

TF
Fuel

injector
pulse width

Figure 13.59 Use of EPROM lookup table in automotive fuel
injection system

To provide a numerical illustration, consider a hypothetical engine
capable of aspirating air in the range 0 < MA < 0.51 g and equipped with
fuel injectors capable of injecting at the rate of 1.36 g/s. Thus, the
relationship between TF and MA is:

TF = 50 ×MA ms = 0.05MA s

If the digital value of MA is expressed in dg (decigrams, or
tenths of g), the lookup table of Figure 13.60 can be imple-
mented, illustrating the conversion capabilities provided by the
EPROM. Note that in order to represent the quantities of interest in an
appropriate binary format compatible with the 8-bit EPROM, the units of air
mass and of time have been scaled.
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MA (g) × 10–2

0
1
2
3
4
5

51

Address (digital
value of MA)

00000000
00000001
00000010
00000011
00000100
00000101

00110011

… …

Content (digital
value of TF)

00000000
00000101
00001010
00001111
00010100
00011001

11111111

…

TF(ms) × 10–1

0
5
10
15
20
25

255

…

Figure 13.60 Lookup table for automotive fuel injection
application

Decoders and Read and Write Memory

Decoders, which are commonly used for applications such as address decoding
or memory expansion, are combinational logic circuits as well. Our reason for
introducing decoders is to show some of the internal organization of semiconductor
memory devices. An important application of decoders in the organization of a
memory system is discussed in Chapter 14.

Figure 13.61 shows the truth table for a 2-to-4 decoder. The decoder has an
enable input, G, and select inputs, B and A. It also has four outputs, Y0 through
Y3. When the enable input is logic 1, all decoder outputs are forced to logic 1
regardless of the select inputs.

A  Y0

2-to-4
decoder

B

G  

Y1

Y2

Y3

Select Enable

AG Y0B Y1 Y2 Y3

1 x x 1 1 1 1

0 0 0 0 1 1 1

0 0 1 1 0 1 1

0 1 0 1 1 0 1

0 1 1 1 1 1 0

Inputs Outputs

Figure 13.61 2-to-4
decoder

This simple description of decoders permits a brief discussion of the internal
organization of an SRAM (static random-access or read and write memory).
SRAM is internally organized to provide memory with high speed (i.e., short
access time), a large bit capacity, and low cost. The memory array in this memory
device has a column length equal to the number of words, W , and a row length
equal to the number of bits per word, N . To select a word, an n-to-W decoder is
needed. Since the address inputs to the decoder select only one of the decoder’s
outputs, the decoder selects one word in the memory array. Figure 13.62 shows
the internal organization of a typical SRAM.

n address
inputs

n-to-W
decoder

B

Memory array
W = 2n

W

N

Figure 13.62 Internal organization of SRAM
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Thus, to choose the desired word from the memory array, the proper address
inputs are required. As an example, if the number of words in the memory array
is 8, a 3-to-8 decoder is needed. Data sheets for 2-to-4 and 3-to-8 decoders from
a CMOS family data book are provided in the accompanying CD-ROM.

Check Your Understanding
13.27 Which combination of the control lines will select the data line D3 for a 4-to-1
MUX?

13.28 Show that an 8-to-1 MUX with eight data inputs (D0 through D7) and three
control lines (I0 through I2) can be used as a data selector. Which combination of the
control lines will select the data line D5?

13.29 Which combination of the control lines will select the data lineD4 for an 8-to-1
MUX?

13.30 How many address inputs do you need if the number of words in a memory
array is 16?

CONCLUSION

• Digital logic circuits are at the basis of digital computers. Such circuits operate
strictly on binary signals according to the laws of Boolean algebra.

• Combinational logic circuits can implement arbitrary Boolean logic functions.
• Combinational logic circuits include all of the logic gates—AND, OR, NAND,

NOT, and XOR—as well as logic modules such as multiplexers and read-only
memory.

CHECK YOUR UNDERSTANDING ANSWERS

CYU 13.1 (a) 100111; (b) 111011; (c) 100000000; (d) 0.011100; (e) 0.11001; (f) 0.110011; (g) 100000000.11; (h)
10000001.1001; (i) 1000000000000.11101

CYU 13.2 (a) 13; (b) 27; (c) 23; (d) 0.6875; (e) 0.203125; (f) 0.2128906 0.2128906255; (g) 59.6875; (h) 91.203125;
(i) 22.340820312

CYU 13.3 (a) 20.7510; (b) 7410; (c) 1.510; (d) 2110; (e) 1000002; (f) 10000002; (g) 110010.112; (h) 100011.111112

CYU 13.4 4,096

CYU 13.5 39 mV

CYU 13.6 (a) 111110000011; (b) 00111001001; (c) 10100110; (d) 1AE; (e) B9; (f) 6ED

CYU 13.7 (a) 00010111; (b) 01101001; (c) 0100010

CYU 13.8 (a) 0000 1011 1101; (b) 1101 0100 0111; (c) 0101 1010

CYU 13.16 W · Z +X · Z
CYU 13.17 Y · Z +X · Z
CYU 13.18 Nine gates

CYU 13.20 No

CYU 13.22 f = a · b · c · d + a · c · d + a · b · c + b · c · d
CYU 13.23 f = a · b + a · c
CYU 13.24 f = a · b + a · b + c

CYU 13.25 f = a · b · c · d + a · b · c · d + a · b · c · d + a · b · c · d
CYU 13.26 f = a · b · c · d + b · c · d + a · d + b · c · d + a · c
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CYU 13.27 I1I0 = 11

CYU 13.28 For the first part, use the same method as in Check Your Understanding Exercise 13.27, but for an 8-to-1
MUX. For the second part, I2I1I0 = 101.

CYU 13.29 I2I1I0 = 100

CYU 13.30 4

HOMEWORK PROBLEMS

Section 1: Number Systems

13.1 Convert the following base 10 numbers to hex and
binary:

a. 401 b. 273 c. 15 d. 38 e. 56

13.2 Convert the following hex numbers to base 10 and
binary:

a. A b. 66 c. 47 d. 21 e. 13

13.3 Convert the following base 10 numbers to binary:

a. 271.25 b. 53.375 c. 37.32 d. 54.27

13.4 Convert the following binary numbers to hex and
base 10:

a. 1111 b. 1001101 c. 1100101 d. 1011100
e. 11101 f. 101000

13.5 Perform the following additions all in the binary
system:

a. 11001011 + 101111

b. 10011001 + 1111011

c. 11101001 + 10011011

13.6 Perform the following subtractions all in the binary
system:

a. 10001011 − 1101111

b. 10101001 − 111011

c. 11000011 − 10111011

13.7 Assuming that the most significant bit is the sign
bit, find the decimal value of the following
sign-magnitude form eight-bit binary numbers:

a. 11111000 b. 10011111 c. 01111001

13.8 Find the sign-magnitude form binary
representation of the following decimal numbers:

a. 126 b. −126 c. 108 d. −98

13.9 Find the two’s complement of the following binary
numbers:

a. 1111 b. 1001101 c. 1011100 d. 11101

Section 2: Combinational Logic

13.10 Use a truth table to prove that B = AB + AB.

13.11 Use truth tables to prove that
BC + BC + BA = A+ B.

13.12 Using the method of proof by perfect induction,
show that

(X + Y ) · (X +X · Y ) = Y

13.13 Using De Morgan’s theorems and the rules of
Boolean algebra, simplify the following logic function:

F(X, Y,Z) = X · Y · Z +X · Y · Z +X · (Y + Z)

13.14 Simplify the expression
f (A,B,C,D) = ABC + ACD + BCD.

13.15 Simplify the logic function
F(A,B,C) = A ·B ·C+A ·B ·C+A ·B ·C+A ·B ·C
using Boolean algebra.

13.16 Find the logic function defined by the truth table
given in Figure P13.16.

A C F

0
0
0
0

B

0
1
0

1
1
1
1

0
0
1
1
0
0
1
1

0
1
0
1
0
1
0
1

1
1
1
1
1

Figure P13.16

13.17 Determine the Boolean function describing the
operation of the circuit shown in Figure P13.17.

A

B

C

D

E

F

Figure P13.17
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13.18 Use a truth table to show when the output of the
circuit of Figure P13.18 is 1.

Output

x3 x2 x1

Figure P13.18

13.19 Baseball is a complicated game and often the
manager has a difficult time keeping track of all the
rules of thumb that guide decisions. To assist your
favorite baseball team you have been asked to design a
logic circuit that will flash a light when the manager
should give the steal sign. The rules have been laid out
for you by a baseball fan with limited knowledge of the
game as follows: Give the steal sign if there is a runner
on first base and
a. There are no other runners, the pitcher is

right-handed, and the runner is fast, or
b. There is one other runner on third-base, and one of

the runners is fast, or
c. There is one other runner on second-base, the

pitcher is left-handed, and both runners are fast.

Under no circumstances should the steal sign be given
if all three bases have runners. Design a logic circuit
that implements these rules to indicate when the steal
sign should be given.

13.20 A small county board is composed of three
commissioners. Each commissioner votes on measures
presented to the board by pressing a button indicating
whether the commissioner votes for or against a
measure. If two or more commissioners vote for a
measure it passes. Design a logic circuit that takes the
three votes as inputs and lights either a green or red
light to indicate whether or not a measure passed.

13.21 A water purification plant uses one tank for
chemical sterilization and a second larger tank for
settling and aeration. Each tank is equipped with two
sensors that measure the height of water in each tank
and the flow rate of water into each tank. When the
height of water or flow rate is too high the sensors
produce a logic high output. Design a logic circuit that
sounds an alarm whenever the height of water in both
tanks is too high and either of the flow rates is too high,
or whenever both flow rates are too high and the height
of water in either tank is also too high.

13.22 Many automobiles incorporate logic circuits to
alert the driver of problems or potential problems. In
one particular car, a buzzer is sounded whenever the

ignition key is turned and either a door is open or a seat
belt is not fastened. The buzzer also sounds when the
key is not turned but the lights are on. In addition, the
car will not start unless the key is in the ignition, the
car is in park, and all doors are closed and seat belts
fastened. Design a logic circuit that takes all of the
inputs listed and sounds the buzzer and starts the car
when appropriate.

13.23 An on/off start-up signal governs the compressor
motor of a large commercial air conditioning unit. In
general, the start-up signal should be on whenever the
output of a temperature sensor (S) exceeds a reference
temperature. However, you are asked to limit the
compressor start-ups to certain hours of the day and
also enable service technicians to start up or shut down
the compressor through a manual override. A
time-of-day indicator (D) is available with on/off
outputs as is a manual override switch (M). A separate
timer (T ) prohibits a compressor start-up within 10
minutes of a previous shutdown. Design a logic
diagram that incorporates the state of all four devices
(S, D, M , and T ) and produces the correct on/off
condition for the motor start-up.

Section 3: Logic Design

13.24 Find the logic function corresponding to the truth
table of Figure P13.24 in the simplest sum-of-products
form.

A C F

0
0
0
0

B

1
0
0

1
1
1
1

0
0
1
1
0
0
1
1

0
1
0
1
0
1
0
1

0
1
0
1
1

Figure P13.24

13.25 Find the minimum expression for the output of
the logic circuit shown in Figure P13.25.

A

B

C

D
F(A, B, C, D)

Figure P13.25

13.26 Use a Karnaugh map to minimize the function
f (A,B,C) = ABC + ABC + ABC.
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13.27
a. Build the Karnaugh map for the logic function

defined by the truth table of Figure P13.27.
b. What is the minimum expression for this function?
c. Realize F using AND, OR, and NOT gates.

A C F

0
0
0
0
0
0
0
0
1
1
1
1
1
1
1
1

0
0
0
0
1
1
1
1
0
0
0
0
1
1
1
1

0
0
1
1
0
0
1
1
0
0
1
1
0
0
1
1

D

0
1
0
1
0
1
0
1
0
1
0
1
0
1
0
1

1
1
1
0
0
0
1
1
1
1
1
1
0
0
0
0

B

Figure P13.27

13.28 Fill in the Karnaugh map for the function defined
by the truth table of Figure P13.28, and find the
minimum expression for the function.

A C f(A,B,C)

0
0
0
0
1
1
1
1

B

0
0
1
1
0
0
1
1

0
1
0
1
0
1
0
1

0
1
1
0
1
0
0
1

Figure P13.28

13.29 A function, F , is defined such that it equals 1
when a 4-bit input code is equivalent to any of the
decimal numbers 3, 6, 9, 12 or 15. F is 0 for input
codes 0, 2, 8 and 10. Other input values cannot occur.
Use a Karnaugh map to determine a minimal
expression for this function. Design and sketch a
circuit to implement this function using only AND and
NOT gates.

13.30 The function described in Figure P13.30 can be
constructed using only two gates. Design the circuit.

A C F

0
0
0
0
1
1
1
1

B
Input Output

0
0
1
1
0
0
1
1

0
1
0
1
0
1
0
1

0
0
0
1
0
0
1
x

Figure P13.30

13.31 Design a logic circuit which will produce the
one’s complement of an 8-bit signed binary number.

13.32 Construct the Karnaugh map for the logic
function defined by the truth table of Figure P13.32,
and find the minimum expression for the function.

A C F

0
0
0
0
0
0
0
0
1
1
1
1
1
1
1
1

0
0
0
0
1
1
1
1
0
0
0
0
1
1
1
1

0
0
1
1
0
0
1
1
0
0
1
1
0
0
1
1

D

0
1
0
1
0
1
0
1
0
1
0
1
0
1
0
1

1
0
1
0
0
0
0
1
1
0
1
0
1
1
1
0

B

Figure P13.32

13.33 Modify the circuit for Problem 13.31 so that it
produces the two’s complement of the 8-bit signed
binary input.

13.34 Find the minimum output expression for the
circuit of Figure P13.34.

A

B

C

f

Figure P13.34

13.35 Design a combinational logic circuit which will
add two 4-bit binary numbers.

13.36 Minimize the expression described in the truth
table of Figure P13.36 and draw the circuit.
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A C F

0
0
0
0
1
1
1
1

0
0
1
1
0
0
1
1

0
1
0
1
0
1
0
1

1
1
0
1
1
1
1
0

B

Figure P13.36

13.37 Find the minimum expression for the output of
the logic circuit of Figure P13.37.

A

B

C

f

Figure P13.37

13.38 The objective of this problem is to design a
combinational logic circuit which will aid in
determination of the acceptability of emergency blood
transfusions. It is known that human blood can be
categorized into four types—A, B, AB, and O. Persons
with type A blood can donate to both A and AB types,
and can receive blood from both A and O types.
Persons with type B blood can donate to both B and
AB, and can receive from both B and O types. Persons
with type AB blood can donate only to type AB, but
can receive from any type. Persons with type O blood
can donate to any type, but can receive only from type
O. Make appropriate variable assignments and design a
circuit which will approve or disapprove any particular
transfusion based on these conditions.

13.39 Find the minimum expression for the logic
function at the output of the logic circuit of Figure
P13.39.

A

B

C
f

D

Figure P13.39

13.40 Design a combinational logic circuit which will
accept a 4-bit binary number and:

If the number is even, divide it by 210 and produce the
binary result.
If the number is odd, multiply it by 210 and produce the

binary result.

13.41
a. Fill in the Karnaugh map for the function defined in

the truth table of Figure P13.41.
b. What is the minimum expression for the function?
c. Draw the circuit, using AND, OR, and NOT gates.

A C f(A,B,C)

0
0
0
0
1
1
1
1

B

0
0
1
1
0
0
1
1

0
1
0
1
0
1
0
1

1
1
0
1
1
1
1
0

Figure P13.41

13.42
a. Fill in the Karnaugh map for the logic function

defined by the truth table of Figure P13.42.
b. What is the minimum expression for the function?

A C F

0
0
0
0
0
0
0
0
1
1
1
1
1
1
1
1

0
0
0
0
1
1
1
1
0
0
0
0
1
1
1
1

0
0
1
1
0
0
1
1
0
0
1
1
0
0
1
1

D

0
1
0
1
0
1
0
1
0
1
0
1
0
1
0
1

1
0
1
0
0
0
0
1
1
0
1
0
1
1
1
0

B

Figure P13.42

13.43
a. Fill in the Karnaugh map for the logic function

defined by the truth table of Figure P13.43.
b. What is the minimum expression for the function?
c. Realize the function, using only NAND gates.
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A C

0
0
0
0
0
0
0
0
1
1
1
1
1
1
1
1

0
0
0
0
1
1
1
1
0
0
0
0
1
1
1
1

0
0
1
1
0
0
1
1
0
0
1
1
0
0
1
1

D

0
1
0
1
0
1
0
1
0
1
0
1
0
1
0
1

1
1
1
1
0
1
0
1
1
1
0
0
0
1
1
0

B F

Figure P13.43

13.44 Design a circuit with a four-bit input representing
the binary number A3A2A1A0. The output should be 1
if the input value is divisible by 3. Assume that the
circuit is to be used only for the digits 0 through 9
(thus, values for 10 to 15 can be don’ t cares).
a. Draw the Karnaugh map and truth table for the

function.
b. Determine the minimum expression for the

function.
c. Draw the circuit, using only AND, OR, and NOT

gates.

13.45 Find the simplified sum-of-products
representation of the function from the Karnaugh map
shown in Figure P13.45. Note that x is the don’ t care
term.

11

00 1101 10

0 1x 0

10 0 10 0

1 01 0

0 01 000

01

A.B

C.D

Figure P13.45

13.46 Can the circuit for Problem 13.40 be simplified if
it is known that the input represents a BCD
(binary-coded decimal) number, i.e., it can never be
greater than 1010? If not, explain why not. Otherwise,
design the simplified circuit.

13.47 Find the simplified sum-of-products
representation of the function from the Karnaugh map
shown in Figure P13.47.

11

00 1101 10

0 01 1

10 x 1x 0

0 x1 0

0 x1 000

01

A.B

C.D

Figure P13.47

13.48 One method of ensuring reliability in data
transmission systems is to transmit a parity bit along
with every nibble, byte, or word of binary data
transmitted. The parity bit confirms whether an even
or odd number of 1’s were transmitted in the data. In
even-parity systems, the parity bit is set to 1 when the
number of 1’s in the transmitted data is odd.
Odd-parity systems set the parity bit to 1 when the
number of 1’s in the transmitted data is even. Assume
that a parity-bit is transmitted for every nibble of data.
Design a logic circuit that checks the nibble of data
and transmits the proper parity bit for both even- and
odd-parity systems.

13.49 Assume that a parity bit is transmitted for every
nibble of data. Design two logic circuits that check a
nibble of data and its parity bit to determine if there
may have been an data transmission error. First assume
an even-parity system, then an odd-parity system.

13.50 Design a logic circuit that takes a 4-bit Gray code
input from an optical encoder and translates it into two
4-bit nibbles of BCD code.

13.51 Design a logic circuit that takes a 4-bit Gray code
input from an optical encoder and determines if the
input value is a multiple of 3.

13.52 The 4221 code is a base 10–oriented code that
assigns the weights 4221 to each of 4 bits in a nibble of
data. Design a logic circuit that takes a BCD nibble as
input and converts it to its 4221 equivalent. The logic
circuit should also report an error in the BCD input if
its value exceeds 1001.

13.53 The 4-bit digital output of each of two sensors
along an assembly line conveyor belt is proportional to
the number of parts which pass by on the conveyor belt
in a 30-second period. Design a logic circuit that
reports an error if the outputs of the two sensors differ
by more than one part per 30-second period.

Section 4: Logic Modules

13.54
a. Fill in the Karnaugh map for the logic function

defined by the truth table of Figure P13.54.
b. What is the minimum expression for the function?
c. Realize the function using a 1-of-8 multiplexer.
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A C

0
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0
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0
1
0
1
0
1
0
1
0
1
0
1
0
1
0
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1
0
1
1
0
1
0
0
0
1
0
0
1
0
1
1

B f(A,B,C,D)

Figure P13.54

13.55
a. Fill in the truth table for the multiplexer circuit

shown in Figure P13.55.
b. What binary function is performed by these

multiplexers?

0

1

I0

I1

I2

I3

S C

1

0

x y

0

0

0

1

I0

I1

I2

I3

x C S

0
0
1
1

y

0
1
0
1

Figure P13.55

13.56 The circuit of Figure P13.56 can operate as a
4-to-16 decoder. Terminal EN denotes the enable
input. Describe the operation of the 4-to-16 decoder.
What is the role of logic variable A?

B
C
D

A

EN

3-to-8
Decoder

EN

3-to-8
Decoder

Figure P13.56

13.57 Show that the circuit given in Figure P13.57
converts 4-bit binary numbers to 4-bit Gray code.

B3

B2

B1

B0

G3

G2

G1

G0

4–
bi

t b
in

ar
y 

co
de

 in

4–
B

it 
G

re
y 

co
de

 in

Figure P13.57

13.58 Suppose one of your classmates claims that the
following Boolean expressions represent the
conversion from 4-bit Gray code to 4-bit binary
numbers:

B3 = G3

B2 = G3 ⊕G2

B1 = G3 ⊕G2 ⊕G1

B0 = G3 ⊕G2 ⊕G1 ⊕G0

a. Show that your classmate’s claim is correct.
b. Draw the circuit which implements the conversion.

13.59 Select the proper inputs for a 4-input multiplexer
to implement the function
f (A,B,C) = ABC + ABC + AC. Assume the
inputs I0, I1, I2, and I3 correspond to AB, AB, AB,
and AB, respectively, and that each input may be 0, 1,
C, or C.

13.60 Select the proper inputs for an 8-bit multiplexer
to implement the function f (A,B,C,D) = ∑

(2, 5, 6,
8, 9, 10, 11, 13, 14)10. Assume the inputs I0 through I7

correspond to ABC, ABC, ABC, ABC, ABC, ABC,
ABC, and ABC, respectively, and that each input may
be 0, 1, D, or D.
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C H A P T E R

14

Digital Systems

he first half of Chapter 14 continues the analysis of digital circuits that
was begun in Chapter 13 by focusing on sequential logic circuits, such
as flip-flops, counters, and shift registers. The second half of the chapter
is devoted to an overview of the basic functions of microcontrollers and

microcomputers. During the last decade, microcomputers have become a standard
tool in the analysis of engineering data, in the design of experiments, and in the
control of plants and processes. No longer a specialized electronic device to be
used only by appropriately trained computer engineers, today’s microcomputer—
perhaps more commonly represented by the ubiquitous personal computer—is a
basic tool in the engineering profession. The common thread in its application
in various engineering fields is its use in digital data acquisition instruments and
digital controllers.

Modern microcomputers are relatively easy to program, have significant
computing power and excellent memory storage capabilities, and can be readily
interfaced with other instruments and electronic devices, such as transducers, print-
ers, and other computers. The basic functions performed by the microcomputer
in a typical digital data acquisition or control application are easily described:
input signals (often analog, sometimes already in digital form) are acquired by
the computer and processed by means of suitable software to produce the desired
result (i.e., they undergo some kind of mathematical manipulation), which is then
outputted to either a display or a storage device, or is used in controlling a process,



648 Chapter 14 Digital Systems

a plant, or an experiment. The objective of this chapter is to describe these various
processes, with the aim of giving the reader enough background information to
understand the notation used in data books and instruction manuals.

Upon completing this chapter you should be able to:

• Analyze sequential circuits including RS, D, and JK flip-flops.
• Understand the operation of binary, decade, and ring counters.
• Design simple sequential circuits using state transition diagrams.
• Understand the basic architecture of microprocessors and

microcomputers.

14.1 SEQUENTIAL LOGIC MODULES

The discussion of logic devices in Chapter 13 focuses on the general family of
combinational logic devices. The feature that distinguishes combinational logic
devices from the other major family—sequential logic devices—is that combi-
national logic circuits provide outputs that are based on a combination of present
inputs only. On the other hand, sequential logic circuits depend on present and
past input values. Because of this “memory” property, sequential circuits can store
information; this capability opens a whole new area of application for digital logic
circuits.

Latches and Flip-Flops

The basic information-storage device in a digital circuit is called a flip-flop. There
are many different varieties of flip-flops; however, all flip-flops share the following
characteristics:

1. A flip-flop is a bistable device; that is, it can remain in one of two stable
states (0 and 1) until appropriate conditions cause it to change state. Thus, a
flip-flop can serve as a memory element.

2. A flip-flop has two outputs, one of which is the complement of the other.

OutputsInputs

S

R

Q

Q

S R

0

0

1

1

Q

0

1

0

0

Present state

Reset

Set

Disallowed

Figure 14.1 RS flip-flop
symbol and truth table

RS Flip-Flop

It is customary to depict flip-flops by their block diagram and a name—such as Q

or X—representing the output variable. Figure 14.1 represents the so-called RS
flip-flop, which has two inputs, denoted by S and R, and two outputs, Q and Q.
The value at Q is called the state of the flip-flop. If Q = 1, we refer to the device
as being in the 1 state. Thus, we need define only one of the two outputs of the
flip-flop. The two inputs, R and S, are used to change the state of the flip-flop,
according to the following rules:

1. When R = S = 0, the flip-flop remains in its present state (whether 1 or 0).

2. When S = 1 and R = 0, the flip-flop is set to the 1 state (thus, the letter S,
for set).

3. When S = 0 and R = 1, the flip-flop is reset to the 0 state (thus, the letter R,
for reset).

4. It is not permitted for both S and R to be equal to 1. (This would correspond
to requiring the flip-flop to set and reset at the same time.)
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The rules just described are easily remembered by noting that 1s on the S and R

inputs correspond to the set and reset commands, respectively.
A convenient means of describing the series of transitions that occur as

the signals sent to the flip-flop inputs change is the timing diagram. A timing
diagram is a graph of the inputs and outputs of the RS flip-flop (or any other logic
device) depicting the transitions that occur over time. In effect, one could also
represent these transitions in tabular form; however, the timing diagram provides
a convenient visual representation of the evolution of the state of the flip-flop.
Figure 14.2 depicts a table of transitions for an RS flip-flop Q, as well as the
corresponding timing diagram.

0

0

0

0

0

0

0

1

0

0

0

1

0

0

1

0

0

0

1

1

0

0

0

0

0

1

1

1 0 1

S R Q
Time

R

1

Flip-flop
is reset

Flip-flop
is set

Flip-flop
is reset

(but Q = 0)
already

0
1

0
1

0

S

Q

Flip-flop
is set

Figure 14.2 Timing diagram for the RS flip-flop

It is important to note that the RS flip-flop is level-sensitive. This means
that the set and reset operations are completed only after the R and S inputs have
reached the appropriate levels. Thus, in Figure 14.2 we show the transitions in the
Q output as occurring with a small delay relative to the transitions in the R and S

inputs.
It is instructive to illustrate how an RS flip-flop can be constructed using

simple logic gates. For example, Figure 14.3 depicts a realization of such a circuit
consisting of four gates: two inverters and two NAND gates (actually, the same
result could be achieved with four NAND gates). Consider the case in which
the circuit is in the initial state Q = 0 (and therefore Q = 1). If the input
S = 1 is applied, the top NOT gate will see inputs Q = 1 and S = 0, so that

Q = (S ·Q) = (0 · 1) = 1—that is, the flip-flop is set. Note that when Q is set
to 1, Q becomes 0. This, however, does not affect the state of the Q output, since
replacing Q with 0 in the expression

Q = (S ·Q)

does not change the result:

Q = (0 · 0) = 1

Thus, the cross-coupled feedback from outputs Q and Q to the input of the NAND
gates is such that the set condition sustains itself. It is straightforward to show
(by symmetry) that a 1 input on the R line causes the device to reset (i.e., causes
Q = 0) and that this condition is also self-sustaining.

Q

Q

R

S

Q

Q

R

S

Figure 14.3 Logic gate
implementation of the RS
flip-flop
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EXAMPLE 14.1 RS Flip-Flop Timing Diagram

Problem

Determine the output of an RS flip-flop for the series of inputs given in the table below.

R 0 0 0 1 0 0 0

S 1 0 1 0 0 1 0

Solution

Known Quantities: RS flip-flop truth table (Figure 14.1).

Find: Output of RS flip-flop, Q.

Analysis: We complete the timing diagram for the RS flip-flop following the rules stated
earlier to determine the output of the device; the result is summarized below.

R 0 0 0 1 0 0 0

S 1 0 1 0 0 1 0

Q 1 1 1 0 0 1 1

A sketch of the waveforms, shown below, can also be generated to visualize the
transitions.

R

S
Q

An extension of the RS flip-flop includes an additional enable input that
is gated into each of the other two inputs. Figure 14.4 depicts an RS flip-flop
consisting of two NOR gates. In addition, an enable input is connected through
two AND gates to the RS flip-flop, so that an input to the R or S line will be
effective only when the enable input is 1. Thus, any transitions will be controlled
by the enable input, which acts as a synchronizing signal. The enable signal may
consist of a clock, in which case the flip-flop is said to be clocked and its operation
is said to be synchronous.

The same circuit of Figure 14.4 can be used to illustrate two additional
features of flip-flops: the preset and clear functions, denoted by the inputs P

and C, respectively. When P and C are 0, they do not affect the operation of
the flip-flop. Setting P = 1 corresponds to setting S = 1, and therefore causes
the flip-flop to go into the 1 state. Thus, the term preset: this function allows the
user to preset the flip-flop to 1 at any time. When C is 1, the flip-flop is reset, or
cleared (i.e., Q is made equal to 0). Note that these direct inputs are, in general,
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Preset

Clear

Q

S

R

Q

Q
S

R

E

Preset (P)

Clear (C)

Enable

Timing diagram

Figure 14.4 RS flip-flop with enable, preset, and clear lines

asynchronous; therefore, they allow the user to preset or clear the flip-flop at any
time. A set of timing waveforms illustrating the function of the enable, preset, and
clear inputs is also shown in Figure 14.4. Note how transitions occur only when
the enable input goes high (unless the preset or clear inputs are used to override
the RS inputs).

Another extension of the RS flip-flop, called the data latch, or delay ele-
ment, is shown in Figure 14.5. In this circuit, the R input is always equal to the
inverted S input, so that whenever the enable input is high, the flip-flop is set.
This device has the dual advantage of avoiding the potential conflict that might
arise if both R and S were high and reducing the number of input connections by
eliminating the reset input. This circuit is called a data latch or delay because once
the enable input goes low, the flip-flop is latched to the previous value of the input.
Thus, this device can serve as a basic memory element, delaying the output by one
clock count with respect to the input.

D Flip-Flop

The D flip-flop is an extension of the data latch that utilizes two RS flip-flops,
as shown in Figure 14.6. In this circuit, a clock is connected to the enable input
of each flip-flop. Since Q1 sees an inverted clock signal, the latch is enabled
when the clock waveform goes low. However, since Q2 is disabled when the
clock is low, the output of the D flip-flop will not switch to the 1 state until the
clock goes high, enabling the second latch and transferring the state of Q1 to
Q2. It is important to note that the D flip-flop changes state only on the positive
edge of the clock waveform: Q1 is set on the negative edge of the clock, and
Q2 (and therefore Q) is set on the positive edge of the clock, as shown in the
timing diagram of Figure 14.6. This type of device is said to be edge-triggered.
This feature is indicated by the “knife edge” drawn next to the CLK input in the
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Enable
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Q

Enable
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Figure 14.5 Data latch and associated timing diagram
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Device symbol
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Q1 S2

E2
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Q

Q

Q1 Q2

CLK

Q

Q

D

CLK

Figure 14.6 D flip-flop functional diagram, symbol, and timing waveforms

device symbol. The particular device described here is said to be positive edge–
triggered, or leading edge–triggered, since the final output of the flip-flop is set
on a positive-going clock transition.

On the basis of the rules stated in this section, the state of the D flip-flop can
be described by means of the following truth table:

D CLK Q

0 ↑ 0

1 ↑ 1

where the symbol ↑ indicates the occurrence of a positive transition.
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JK Flip-Flop

Another very common type of flip-flop is the JK flip-flop, shown in Figure 14.7.
The JK flip-flop operates according to the following rules:

• When J and K are both low, no change occurs in the state of the flip-flop.
• When J = 0 and K = 1, the flip-flop is reset to 0.
• When J = 1 and K = 0, the flip-flop is set to 1.
• When both J and K are high, the flip-flop will toggle between states at

every negative transition of the clock input, denoted from here on by the
symbol ↓.

J
S1

Functional diagram

Device symbol

E1

Q1 S2

E2

Q2

Q

Q

Q1

Q2

Q

Q

J

KR1 R2

Master Slave

CLK
K

CLK

Figure 14.7 JK flip-flop functional diagram and device symbol

Note that, functionally, the operation of the JK flip-flop can also be explained
in terms of two RS flip-flops. When the clock waveform goes high, the “master”
flip-flop is enabled; the “slave” receives the state of the master upon a negative clock
transition. The “bubble” at the clock input signifies that the device is negative or
trailing edge–triggered. This behavior is similar to that of an RS flip-flop, except
for the J = 1, K = 1 condition, which corresponds to a toggle mode rather than
to a disallowed combination of inputs.

Figure 14.8 depicts the truth table for the JK flip-flop. It is important to
note that when both inputs are 0 the flip-flop remains in its previous state at the
occurrence of a clock transition; when either input is high and the other is low,
the JK flip-flop behaves like the RS flip-flop, whereas if both inputs are high,
the output “toggles” between states every time the clock waveform undergoes a
negative transition.

Data sheets for various types of flip-flops may be found in the accompanying
CD-ROM.

Jn

J

CLK

Q

JK flip-flop

Kn Qn+1

Qn

0 (reset)

1 (set)

Qn (toggle)

K

Q

0

0

1

1

0

1

0

1

Figure 14.8 Truth
table for the JK flip-flop

EXAMPLE 14.2 The T Flip-Flop

Problem

Determine the truth table and timing diagram of the T flip-flop of Figure 14.9. Note that
the T flip-flop is a JK flip-flop with its inputs tied together.
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Waveforms for (toggle mode) T flip-flop (T = 1)

t
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CLK

Input

Clock

T flip-flop

CLK

Q

Q
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Figure 14.9 T flip-flop symbol and timing waveforms

Solution

Known Quantities: JK flip-flop rules of operation (Figure 14.8).

Find: Truth table and timing diagram for T flip-flop.

Analysis: We recognize that the T flip-flop is a JK flip-flop with its inputs tied together.
Thus, the flip-flop will need only a two-element truth table to describe its operation,
corresponding to the top and bottom entries in the JK flip-flop truth table of Figure 14.8.
The truth table is shown below. A timing diagram is also included in Figure 14.9.

T CLK Qk+1

0 ↓ Qk

1 ↓ Qk

Comments: The T flip-flop takes its name from the fact that it toggles between the high
and low state. Note that the toggling frequency is one half that of the clock. Thus the T

flip-flop also acts as a divide-by-2 counter. Counters are explored in more detail in the
next subsection.

EXAMPLE 14.3 JK Flip-Flop Timing Diagram

Problem

Determine the output of a JK flip-flop for the series of inputs given in the table below. The
initial state of the flip-flop is Q0 = 1.

J 0 1 0 1 0 0 1

K 0 1 1 0 0 1 1

Solution

Known Quantities: JK flip-flop truth table (Figure 14.8).

Find: Output of RS flip-flop, Q, as a function of the input transitions.
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Analysis: We complete the timing diagram for the JK flip-flop following the rules of
Figure 14.8; the result is summarized below.

J 0 0 0 1 0 0 0

K 1 0 1 0 0 1 0

Q 1 0 0 1 1 0 1

A sketch of the waveforms, shown below, can also be generated to visualize the
transitions. Each vertical line corresponds to a clock transition.

00

J

11 01 10 00 01 11

K

Q

1 0 0 1 0 0 1

Comments: How would the timing diagram change if the initial state of the flip-flop
were Q0 = 1?

Digital Counters

One of the more immediate applications of flip-flops is in the design of counters. A
counter is a sequential logic device that can take one of N possible states, stepping
through these states in a sequential fashion. When the counter has reached its last
state, it resets to zero and is ready to start counting again. For example, a three-
bit binary up counter would have 23 = 8 possible states, and might appear as
shown in the functional block of Figure 14.10. The input clock waveform causes
the counter to step through the eight states, making one transition for each clock
pulse. We shall shortly see that a string of JK flip-flops can accomplish this task
exactly. The device shown in Figure 14.10 also displays a reset input, which forces
the counter output to equal 0: b2b1b0 = 000.

Although binary counters are very useful in many applications, one is often
interested in a decade counter, that is, a counter that counts from 0 to 9 and then
resets. A four-bit binary counter can easily be configured in principle to provide
this function by means of simple logic that resets the counter when it has reached
the count 10012 = 910. As shown in Figure 14.11, if we connect bits b3 and b1 to
a four-input AND gate, along with b2 and b0, the output of the AND gate can be
used to reset the counter after a count of 10. Additional logic can provide a “carry”
bit whenever a reset condition is reached, which could be passed along to another
decade counter, enabling counts up to 99. Decade counters can be cascaded so as
to represent decimal digits in succession.

Although the decade counter of Figure 14.11 is attractive because of its
simplicity, this configuration would never be used in practice, because of the
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Figure 14.10 Binary up counter functional representation, state table,
and timing waveforms
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Figure 14.11 Decade counter

presence of propagation delays. These delays are caused by the finite response
time of the individual transistors in each logic device and cannot be guaranteed to be
identical for each gate and flip-flop. Thus, if the reset signal—which is presumed
to be applied at exactly the same time to each of the four JK flip-flops in the four-bit
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binary counter—does not cause the JK flip-flops to reset at exactly the same time
on account of different propagation delays, then the binary word appearing at the
output of the counter will change from 1001 to some other number, and the output
of the four-input NAND gate will no longer be high. In such a condition, the
flip-flops that have not already reset will then not be able to reset, and the counting
sequence will be irreparably compromised.

What can be done to obviate this problem? The answer is to use a system-
atic approach to the design of sequential circuits making use of state transition
diagrams. This topic will be discussed in the next section.

A simple implementation of the binary counter we have described in terms
of its functional behavior is shown in Figure 14.12. The figure depicts a three-bit
binary ripple counter, which is obtained from a cascade of three JK flip-flops.
The transition table shown in the figure illustrates how the Q output of each stage
becomes the clock input to the next stage, while each flip-flop is held in the toggle
mode. The output transitions assume that the clock, CLK, is a simple square wave
(all JKs are negative edge–triggered).

1

Clock
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J
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Q1

K

Q

0

0

0
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1

0

1

0
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Input Q3 Q2 Q1
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Q J

CLK

Q3

K

Q

1 1

Figure 14.12 Ripple counter

This 3-bit ripple counter can easily be configured as a divide-by-8 mecha-
nism, simply by adding an AND gate. To divide the input clock rate by 8, one
output pulse should be generated for every eight clock pulses. If one were to output
a pulse every time a binary 111 combination occurs, a simple AND gate would
suffice to generate the required condition. This solution is shown in Figure 14.13.
Note that the square wave is also included as an input to the AND gate; this en-
sures that the output is only as wide as the input signal. This application of ripple
counters is further illustrated in the following example.

J

CLK

K

Q21

1

J

CLK

K

Q31

1

J

CLK

K

Q11

1

Square
wave
input

Figure 14.13 Divide-by-8 circuit
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EXAMPLE 14.4 Divider Circuit

Problem

Draw the timing diagram for the clock input, Q0 and Q1, for the binary ripple counter of
Figure 14.14.

J

KK

J Q1Q0

Q0VCC Q1

CLK CLK

VCC

Figure 14.14

Solution

Known Quantities: JK flip-flop truth table (Figure 14.8).

Find: Output of each flip-flop, Q, as a function of the input clock transitions.

Assumptions: Assume negative-edge–triggered devices.

Analysis: Following the timing diagram of Figure 14.12, we see that Q0 switches at half
the frequency of the clock input, and that Q1 switches at half the frequency of Q0. Hence
the timing diagram shown below.

CLK

Q0

Q1

2T

4T

T

A slightly more complex version of the binary counter is the so-called syn-
chronous counter, in which the input clock drives all of the flip-flops simultane-
ously. Figure 14.15 depicts a three-bit synchronous counter. In this figure, we have
chosen to represent each flip-flop as a T flip-flop. The clocks to all the flip-flops
are incremented simultaneously. The reader should verify that Q0 toggles to 1 first
and then Q1 toggles to 1, and that the AND gate ensures that Q2 will toggle only
after Q0 and Q1 have both reached the 1 state (Q0 ·Q1 = 1).
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Figure 14.15 Three-bit synchronous counter

Other common counters are the ring counter, illustrated in Example 14.5,
and the up-down counter, which has an additional select input that determines
whether the counter counts up or down. Data sheets for various counters may be
found in the accompanying CD-ROM.

EXAMPLE 14.5 Ring Counter

Problem

Draw the timing diagram for the ring counter of Figure 14.16.

Init

Q3S

R Q3

CLK

PR

Q1 Q0

Q2S

R Q2

CLK

CLR
Q1S

R Q1

CLK

CLR
Q0S

R Q0

CLK

CLR

Q2Q3

Clock
input

Figure 14.16 Ring counter

Solution

Known Quantities: JK flip-flop truth table (Figure 14.8).

Find: Output of each flip-flop, Q, as a function of the input clock transitions.

Assumptions: Assume that prior to applying the clock input the Init line sees a positive
transition (this initializes the counter by setting the state of the first flip-flop to 1 through a
PR (preset) input, and all other states to zero through a CLR (clear) input).

Analysis: With the initial state of Q3 = 0, a clock transition will set Q3 = 1. The clock
also causes the other three flip-flops to see a reset input of 1, since
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Q3 = Q2 = Q1 = Q0 = 0 at the time of the first clock pulse. Thus, Q2, Q1 and Q0

remain in the zero state. At the second clock pulse, since Q3 is now 1, the second flip-flop
will see a set input of one, and its output will become Q2 = 1. Q1 and Q0 remain in the
zero state, and Q3 is reset to 0. The pattern continues, causing the 1-state to ripple from
left to right and back again. This rightward rotation gives the counter its name. The
transition table is shown below.

CLK Q3 Q2 Q1 Q0

↑ 1 0 0 0
↑ 0 0 1 0
↑ 0 1 0 0
↑ 0 0 0 1
↑ 1 0 0 0
↑ 0 1 0 0
↑ 0 0 1 0

Comments: The shifting function implemented by the ring counter is used in the shift
registers discussed in the following subsection.

Focus on Computer-Aided Solutions: A ring counter simulation generated by
Electronics WorkbenchTM may be found in the accompanying CD-ROM.

FOCUS ON
MEASUREMENTS

Digital Measurement of Angular Position and Velocity
Another type of angular position encoder, besides the angular encoder
discussed in Chapter 13 in “Focus on Measurements: Position Encoders,” is
the slotted encoder shown in Figure 14.17. This encoder can be used in
conjunction with a pair of counters and a high-frequency clock to determine
the speed of rotation of the slotted wheel. As shown in Figure 14.18, a clock
of known frequency is connected to a counter while another counter records
the number of slot pulses detected by an optical slot detector as the wheel
rotates. Dividing the counter values, one could obtain the speed of the
rotating wheel in radians per second. For example, assume a clocking
frequency of 1.2 kHz. If both counters are started at zero and at some instant
the timer counter reads 2,850 and the encoder counter reads 3,050, then the
speed of the rotating encoder is found to be:

1,200
cycles

second
· 2,850 slots

3,050 cycles
= 1,121.3

slots

second

and

1,121.3 slots per second × 1◦ per slot × 2π/360 rad/degree

= 19.6 rad/s

If this encoder is connected to a rotating shaft, it is possible to
measure the angular position and velocity of the shaft. Such shaft
encoders are used in measuring the speed of rotation of electric
motors, machine tools, engines, and other rotating machinery.

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw14.htm
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360 slots

360 slots; 1 increment = 1 degree

Figure 14.17

Time processing unit

Pulse detector

Clock Counter

Counter

Figure 14.18 Calculating the speed of rotation of the slotted
wheel

A typical application of the slotted encoder is to compute the ignition and
injection timing in an automotive engine. In an automotive engine,
information related to speed is obtained from the camshaft and the flywheel,
which have known reference points. The reference points determine the
timing for the ignition firing points and fuel injection pulses, and are
identified by special slot patterns on the camshaft and crankshaft. Two
methods are used to detect the special slots (reference points): period
measurement with additional transition detection (PMA), and period
measurement with missing transition detection (PMM). In the PMA method,
an additional slot (reference point) determines a known reference position
on the crankshaft or camshaft. In the PMM method, the reference position is
determined by the absence of a slot. Figure 14.19 illustrates a typical PMA
pulse sequence, showing the presence of an additional pulse. The additional
slot may be used to determine the timing for the ignition pulses relative to a
known position of the crankshaft. Figure 14.20 depicts a typical PMM pulse
sequence. Because the period of the pulses is known, the additional slot or
the missing slot can be easily detected and used as a reference position. How
would you implement these pulse sequences using ring counters?
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pulse sequence

Registers

A register consists of a cascade of flip-flops that can store binary data, one bit in
each flip-flop. The simplest type of register is the parallel input–parallel output
register shown in Figure 14.21. In this register, the “load” input pulse, which acts
on all clocks simultaneously, causes the parallel inputs b0b1b2b3 to be transferred
to the respective flip-flops. The D flip-flop employed in this register allows the
transfer from bn to Qn to occur very directly. Thus, D flip-flops are very commonly
used in this type of application. The binary word b3b2b1b0 is now “stored,” each
bit being represented by the state of a flip-flop. Until the “load” input is applied
again and a new word appears at the parallel inputs, the register will preserve the
stored word.

Q0

b0

“Load”
input b1 b2 b3

Q1 Q2 Q3

D Q1 D Q2 D Q3

CLK CLK CLK CLK

D Q0

Figure 14.21 Four-bit parallel register

The construction of the parallel register presumes that the N -bit word to be
stored is available in parallel form. However, it is often true that a binary word will
arrive in serial form, that is, one bit at a time. A register that can accommodate
this type of logic signal is called a shift register. Figure 14.22 illustrates how the
same basic structure of the parallel register applies to the shift register, except that
the input is now applied to the first flip-flop and shifted along at each clock pulse.
Note that this type of register provides both a serial and a parallel output.

Data sheets for some common registers are included in the accompanying
CD-ROM.
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Figure 14.22 Four-bit shift register

FOCUS ON
MEASUREMENTS

Seven-Segment Display
A seven-segment display is a very convenient device for displaying digital
data. The display is shown in Figure 14.23. Operation of a seven-segment
display requires a decoder circuit to light the proper combinations of
segments corresponding to the desired decimal digit.

a

This display, with the appro-
priate decoder driver, is capable
of displaying values ranging
from 0 to 9.

b

c

g
f

e
d

a
b
c
d
e
f
g

Figure 14.23 Seven-
segment display
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d
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C

B

A BCD to
seven-segment

decoder

D

Figure 14.24

A typical BCD to seven-segment decoder function block is shown in
Figure 14.24, where the lowercase letters correspond to the segments shown
in Figure 14.23. The decoder features four data inputs (A, B, C, D), which
are used to light the appropriate segment(s). The outputs of the decoder are
connected to the seven-segment display. The decoder will light up the
appropriate segments corresponding to the incoming value. A BCD to
seven-segment decoder function is similar to the 2-to-4 decoder function
described in Chapter 13 and shown in Figure 13.61. Data sheets for
seven-segment display drivers may be found in the accompanying CD-ROM.

Check Your Understanding
14.1 The circuit shown in Figure 14.25 also serves as an RS flip-flop and requires only
two NOR gates. Analyze the circuit to prove that it operates as an RS flip-flop. [Hint: Use
a truth table with two variables, S and R.]
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14.2 Derive the detailed truth table and draw a timing diagram for the JK flip-flop,
using the two–flip-flop model of Figure 14.7.

S

R

Q

Q

NOR gate
RS latch

Figure 14.25

14.3 The speed of the rotating encoder of “Focus on Measurements: Digital Measure-
ment of Angular Position and Velocity” is found to be 9,425 rad/s. The encoder timer reads
10 and the clock counter reads 300. Assuming that both the timer counter and the encoder
counter started at zero, find the clock frequency.

14.2 SEQUENTIAL LOGIC DESIGN

The design of sequential circuits, just like the design of combinational circuits,
can be carried out by means of a systematic procedure. You will recall how the
Karnaugh map, introduced in Chapter 13, allowed us to formalize the design pro-
cedures for an arbitrary combinational circuit. The equivalent of a Karnaugh map
for a sequential circuit is the state diagram, with its associated state transition
table. To illustrate these concepts, it is best to proceed with an example. Consider
the three-bit binary counter of Figure 14.26, which is made up of three T flip-flops.
You can easily verify that the input equations for this counter are T1 = 1, T2 = q1,
and T3 = q1q2. Knowing the inputs, we can determine the three outputs from
these relationships at any time. The outputs Q1, Q2, and Q3 form the state of
the machine. It is straightforward to show that as the clock goes through a series
of cycles, the counter will go through the transitions shown in Table 14.1, where
we indicate the current state by lowercase q and the next state by an uppercase
Q. Note that the state diagram of Figure 14.26 provides information regarding the
sequence of states assumed by the counter in graphical form. In a state diagram,
each state is denoted by a circle called a node, and the transition from one state
to another is indicated by a directed edge, that is, a line with a directional arrow.
The analysis of sequential circuits consists of determining either their transition
table or their state diagram.

The reverse of this analysis process is the design process. How can one
systematically arrive at the design of a sequential circuit, such as a counter, by

T3 Q3

Q3

T2 Q2

Q2

CLK

T1 Q1

Q1

001 010 011

111 110 101 100

000

1

Figure 14.26 Three-bit binary counter and state
diagram
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Table 14.1 State transition table for three-bit binary
counter

Current state Input Next state

q3 q2 q1 T3 T2 T1 Q3 Q2 Q1

0 0 0 0 0 1 0 0 1

0 0 1 0 1 1 0 1 0

0 1 0 0 0 1 0 1 1

0 1 1 1 1 1 1 0 0

1 0 0 0 0 1 1 0 1

1 0 1 0 1 1 1 1 0

1 1 0 0 0 1 1 1 1

1 1 1 1 1 1 0 0 0

employing state transition tables and state diagrams? The design procedure will
be explained in this section.

The initial specification for a logic circuit is usually in the form of either a
transition table or a state diagram. The design will differ depending on the type of
flip-flop used. Therefore one must first choose a flip-flop and define its behavior
in the form of an excitation table. Truth tables and excitation tables for the RS, D,
and JK flip-flops are given in Tables 14.2, 14.3, and 14.4.

Table 14.2 Truth table and excitation table for RS flip-flop

Truth table for RS flip-flop Excitation table for RS flip-flop

S R Qt Qt+1 Qt Qt+1 S R

0 0 0 0 0 0 0 db

0 0 1 1 0 1 1 0

0 1 0 0 1 0 0 1

0 1 1 0 1 1 d 0

1 0 0 1

1 0 1 1

1 1 Xa X

1 1 X X

aAn X indicates that this combination of inputs is not allowed.
bA “d” denotes a don’t care entry.

Table 14.3 Truth Table and excitation table for D flip-flop

Truth table for D flip-flop Excitation table for D flip-flop

D Qt Qt+1 Qt Qt+1 D

0 0 0 0 0 0

0 1 0 0 1 1

1 0 1 1 0 0

1 1 1 1 1 1

The use of excitation tables will now be demonstrated through an example.
Let us design a modulo-4 binary up-down counter, that is, a counter that can
change state counting up or down in the binary sequence from 0 to 3. For example,
if the current state of the counter is 2, an input of 1 will cause the counter to change
state “up” to 3, while an input of 0 will cause the counter to count “down” to 1. The
state diagram for this counter is given in Figure 14.27. We choose two RS flip-flops
for the implementation (the number of flip-flops must be sufficient to cover all the
necessary states—two flip-flops are sufficient for a four-state machine) and begin
constructing Table 14.5 by listing the possible inputs, denoted by the variable x,
and their effect on the counter. Since the counter can have four states and there are
two inputs, we must look at eight possible combinations. The first five columns of
Table 14.5 describe the behavior of the counter for all possible inputs and present
states; the behavior of the counter consists of determining the next state, denoted
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Table 14.4 Truth table and excitation table for JK flip-flop

Truth table for JK flip-flop Excitation table for JK flip-flop

J K Qt Qt+1 Qt Qt+1 J K

0 0 0 0 0 0 0 d

0 0 1 1 0 1 1 d

0 1 0 0 1 0 d 1

0 1 1 0 1 1 d 0

1 0 0 1

1 0 1 1

1 1 0 1

1 1 1 0

Table 14.5 State transition table for modulo-4 up-down counter

Current Current Next Next
Input state state state state Output
x q1 q2 Q1 Q2 S1 R1 S2 R2 y

0 0 0 1 1 1 0 1 0 1

0 0 1 0 0 0 d 0 1 0

0 1 0 0 1 0 1 1 0 1

0 1 1 1 0 d 0 0 1 0

1 0 0 0 1 0 d 1 0 1

1 0 1 1 0 1 0 0 1 0

1 1 0 1 1 d 0 1 0 1

1 1 1 0 0 0 1 0 1 0

by Q1Q2, given the input, x, and the current state, q1q2. Note that the first five
columns of Table 14.5 contain exactly the same information that is given in the
diagram of Figure 14.27. Now we can refer to the excitation table of the RS
flip-flop to see what R and S inputs are required to obtain the desired counter
function. For example, if q1 = 1 and we wish to have Q1 = 0, we must have
S1 = 0 and R1 = 1 (we are resetting the first flip-flop). An entire state transition
is handled by considering each flip-flop independently; for example, if we desire
a transition from q1q2 = 10 to Q1Q2 = 01, we must have S1 = 0 and R1 = 1, as
already stated, and S2 = 1 and R2 = 0. Repeating this analysis for each possible
transition, one can then fill the next four columns of Table 14.5 with the values
shown, where “d” represents a don’t care condition.

00

01

10

11

Figure 14.27 State
diagram of a modulo-4
up-down counter

So far, we have been able to determine the desired inputs for each flip-flop
based on the counter input and on the desired state transition. Now we need to
design a logic circuit that will cause the flip-flop inputs to be as stated in Table 14.5
in response to the input, x. This is a rather simple combinational logic problem,
illustrated by the Karnaugh maps of Figure 14.28. From the Karnaugh maps we
obtain the following expressions:

S1 = xq1q2 + xq1q2 = (xq2 + xq2)q1

R1 = xq1q2 + xq1q2 = (xq2 + xq2)q1

S2 = q2

R2 = q2

which allow us to complete the design, as shown in Figure 14.29.
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Figure 14.28 Karnaugh maps for flip-flop
inputs in modulo-4 counter
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Figure 14.29 Implementation of modulo-4 counter

The procedure outlined in this section can be applied to more complex se-
quential circuits using the same basic steps. More advanced problems are explored
in the homework problems.

14.3 MICROCOMPUTERS

To bring the broad range of applicability of microcomputers in engineering into
perspective, it will be useful to stop for a moment to consider the possible appli-
cation of microcomputer systems to different fields. The following list—by no
means exhaustive—provides a few suggestions; it would be a useful exercise to
imagine other likely applications in your own discipline.

Civil engineering Measurement of stresses and vibration in
structures

Chemical engineering Process control

Industrial engineering Control of manufacturing processes

Material and metallurgical engineering Measurement of material properties

Marine engineering Instrumentation to determine ship location,
ship propulsion control

Aerospace engineering Instrumentation for flight control and navigation

Mechanical engineering Mechanical measurements, robotics, control
of machine tools

Nuclear engineering Radiation measurement, reactor instrumentation

Biomedical engineering Measurement of physiological functions (e.g.,
electrocardiography and electroencephalography),
control of experiments

The massive presence of microcomputers in engineering laboratories and
in plants and production facilities can be explained by considering the numerous
advantages the computer can afford over more traditional instrumentation and
control technologies. Consider, for example, the following points:
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• A single microcomputer can perform computations and send signals from
many different sensors measuring different parameters to many different
display, storage, or control devices, under control of a single software
program.

• The microcomputer is easily reprogrammed for any changes or
adjustments to the measurement or control procedures, or in the
computations.

• A permanent record of the activities performed by the microcomputer can
be easily stored and retained.

It should be evident that the microcomputer can perform repetitive tasks, or
tasks that require great accuracy and repeatability, far better than could be expected
of human operators and analog instruments. What, then, does constitute a digital
data acquisition and control system? Figure 14.30 depicts the basic blocks
that form such a system. In the figure, the user of the microcomputer system
is shown to interact with the microcomputer by means of software, often called
application software. Application software is a collection of programs written
either in high-level languages, such as C, C++, or Unix shell, or in assembly
language (a programming language very close to the internal code used by the
microcomputer). The particular application software used may be commercially
available or may be provided by the user; a combination of these two cases is the
norm.

User

Sensor
signals

To
displays

To
actuators

Signal interface

Signal interface

Software Communication
links

Other computers
and instrumentation

systems

Microcomputer

Figure 14.30 Structure of a digital data acquisition and control
system

The signals that originate from real-world sensors—signals related to tem-
peratures, vibration, or flow, for example—are interfaced to the microcomputer by
means of specialized circuitry that converts analog signals to digital form and times
the flow of information into the microcomputer using a clock reference, which may
be internal to the microcomputer or externally provided. The heart of the signal
interface unit is the analog-to-digital converter, or ADC, which will be discussed
in some detail in Chapter 15. Not all sensor signals are analog, though. For exam-
ple, the position of a switch or an on-off valve might be of interest; signals of this
type are binary in nature, and the signal interface unit can route such signals directly

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw14.htm
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Mechatronics

Industry and the consumer market require engineer-
ing processes and products that are more reliable,
more efficient, smaller, faster, and less expensive.
The production and development of these devices re-
quire engineers who can understand and design sys-
tems from an integrated perspective. A
discipline that shows particular promise in
this arena is mechatronic design, based on
the integration of mechanical engineer-
ing, electrical engineering, and computer science
(Figure 14.31). Most major programs in the United
States don’t emphasize mechatronics as a primary
curriculum component, but there is an industry-
motivated push to change this situation.

Mechatronics is an especially important
and interesting domain for modern industry for a
number of reasons. The automotive, aerospace,
manufacturing, power systems, test and instru-
mentation, consumer and industrial electronics
industries make use of and contribute to mecha-
tronics. Mechatronic design has surfaced as a new
philosophy of design, based on the integration
of existing disciplines primarily mechanical, and
electrical, electronic, and software engineering.1–7

Design elements from these traditional disci-
plines don’t simply exist side by side, but are

deeply integrated in the design process. Whether
a given functionality should be achieved electroni-
cally, by software, or by elements from electrical or
mechanical engineering domains requires mastery of
analysis and synthesis techniques from the different
areas. Being a successful mechatronics design engi-
neer requires an in-depth understanding of many, if
not all, of its constituent disciplines.

One of the distinguishing features of the mecha-
tronic approach to the design of products and pro-
cesses is the use of embedded microcontrollers. These
microcontrollers replace many mechanical functions
with electronic ones, resulting in much greater flexi-
bility, ease of redesign or reprogramming, the ability
to implement distributed control in complex systems,
and the ability to conduct automated data collection
and reporting. Mechatronic design represents the fu-
sion of traditional mechanical, electrical, and soft-
ware engineering design methods with sensors and
instrumentation technology, electric drive and actu-
ator technology, and embedded real-time micropro-
cessor systems and real-time software. Mechatronic
systems range from heavy industrial machinery, to
vehicle propulsion systems, to precision electrome-
chanical motion control devices.

Electronics Mechanics

Computers

Figure 14.31 Mechatronics as the intersection of three engineering disciplines

1S. Ashley, “Getting Hold on Mechatronics”, Mechanical Engineering, Vol. 119, No. 5, 1997.
2D. Auslander, “What is Mechatronics?”, IEEE/ASME Trans. on Mechatronics, Vol. 1, No. 1, 1996.
3F. Harashima, M. Tomizuka, and T. Fukuda, “Mechatronics—What Is It and How?”, IEEE/ASME Trans. on Mechatronics, Vol. 1, No. 2, 1996.
4G. Rizzoni, A. Keyhani, “Design of Mechatronic Systems: An Integrated, Inter-Departmental Curriculum”, Mechatronics, Vol. 5, No. 7, July 1995.
5G. Rizzoni, “Development of a Mechatronics Curriculum at the Ohio State University,” ASME International Mechanical Engineering Congress and Exposition,
San Francisco, 1996.
6D. Auslander, C. J. Kempf, Mechatronics: Mechanical System Interfacing, Prentice-Hall, Upper Saddle River, NJ, 1996, 242 pp.
7G. Rizzoni, A. Keyhani, G. Washington, G. Baumgartner, B. Chandrasekaran, “Education in Mechatronic Systems at the Ohio State University,” ASME International
Mechanical Engineering Congress and Exposition, Proc. Dyn. Sys. and Control Division, Anaheim, CA, November, 1998.
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to the microcomputer. Once the sensor data has been acquired and converted to
digital form, the microcomputer can perform computations on the data and either
display or store the results, or generate command outputs to actuators through
another signal interface. Actuators are devices that can generate a physical output
(e.g., force, heat, flow, pressure) from an electrical input. Some actuators can be
controlled directly by means of a digital signal (e.g., an on-off valve), but some
require an analog input voltage or current, which can be obtained from the digital
signal generated by the microcomputer by means of a digital-to-analog converter,
or DAC.

In addition to the program control exercised by the user, the microcomputer
may also respond to inputs originating from other computer and instrumentation
systems through appropriate communication links, which also permit commu-
nication in the reverse direction. Thus, a microcomputer system dedicated to a
complex task may consist of several microcomputers tied over a communication
network.

The present chapter will describe the basic architecture and operation of a
special class of microcomputers, called microcontrollers, while Chapter 14 will
explore instrumentation-related issues.

14.4 MICROCOMPUTER ARCHITECTURE

Prior to delving into a description of how microcomputers interface with external
devices (such as sensors and actuators) and communicate with the outside world,
it will be useful to discuss the general architecture of a microcomputer, in order to
establish a precise nomenclature and paint a clear picture of the major functions
required in the operation of a typical microcomputer.

The general structure of a microcomputer is shown in Figure 14.32. It should
be noted immediately that each of the blocks that are part of the microcomputer
is connected with the CPU bus, which is the physical wire connection allowing
each of the subsystems to communicate with the others. In effect, the CPU bus is
simply a set of wires; note, however, that since only one set of signals can travel
over the data bus at any one time, it is extremely important that the transmission
of data between different parts of the microcomputer (e.g., from the A/D unit
to memory) be managed properly, to prevent interference with other functions
(e.g., the display of unwanted data on a video terminal). As will be explained
shortly, the task of managing the operation of the CPU bus resides within the
central processing unit, or CPU. The CPU has the task of managing the flow
of data and coordinating the different functions of the microcomputer, in addition
to performing the data processing—in effect, the CPU is the heart and brains of
the microcomputer. Some of the major functions of the CPU will be discussed in
more detail shortly.

One of the important features of the microcomputer is its ability to store data.
This is made possible by different types of memory elements: read-only memory,
or ROM; read and write memory (random-access memory), or RAM; and
mass storage memory, such as hard drive or floppy disk, tape, or optical drives.
ROM is nonvolatile memory: it will retain its data whether the operating power
is on or off. ROM memory contains software programs that are used frequently
by the microcomputer; one example is the bootstrap program, which is necessary
to first start up the computer when power is turned on. RAM is memory that
can be accessed very rapidly by the CPU; data can be either read from or written
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Figure 14.32 Microcomputer architecture

into RAM very rapidly. RAM is therefore used primarily during the execution
of programs to store partial or permanent results, as well as to store all of the
software currently in use by the computer. The main difference between RAM
and mass storage memory, such as a hard drive or a tape drive, is therefore in the
speed of access: RAM can be accessed in tens of nanoseconds, whereas a hard
drive requires access time on the order of microseconds, and tape drive, on the
order of seconds. Another important distinction between RAM and mass memory
is that the latter is far less expensive for an equivalent storage capability, the price
typically being lower for longer access time.

A video terminal enables the user to enter programs and to display the data
acquired by the microcomputer. The video terminal is one of many peripherals
that enable the computer to communicate information to the outside world. Among
these peripherals are printers, and devices that enable communication between
computers, such as modems (a modem enables the computer to send and receive
data over a telephone line). Finally, Figure 14.33 depicts real-time input/output
(I/O) devices, such as analog-to-digital and digital-to-analog converters and digital
I/O devices. These are the devices that allow the microcomputer to read signals
from external sensors, to output signals to actuators, and to exchange data with
other computers.

14.5 MICROCONTROLLERS

A microcontroller is a special-purpose microcomputer system, designed to per-
form the functions illustrated in Figure 14.28. Microcontrollers have become an
essential part of many engineering products, processes and systems, and are often
deeply embedded in the inner workings of many products and systems we use daily
(for example, in automobile control systems, and in many consumer products and
appliances, such as autofocus cameras and washing machines). This section intro-
duces the operation of a general-purpose microcontroller using as an example the
architecture of the Motorola 68HC05. Although much more powerful microcon-
trollers are available, the 8-bit, 2-MHz, HCMOS-technology (where “H” stands
for “high speed”) MC68HC05 contains all of the essential elements that make

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw14.htm
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microcontrollers so useful. The material presented in this and the next sections is
intended to serve as an overview. Supplemental material, including the details of
the instruction set for the MC68HC05 and illustrative examples, may be found in
the accompanying CD-ROM.

Computer Architecture

Computer systems come in many different sizes, from the large mainframe comput-
ers that run entire companies and hospitals, to the powerful networked workstations
that are the workhorse of computer-aided engineering design, to the ubiquitous per-
sonal computers, whether in desktop or laptop form, to the microcontrollers that
are the subject of the remainder of this chapter. All computer systems are charac-
terized by the same basic elements, although the details may differ significantly.
Figure 14.32 depicts the overall structure of a computer system. A central proces-
sor unit (CPU) is timed by a clock to execute instructions contained in memory at a
certain rate, determined by the frequency of the clock. The instructions contained
in memory originate from computer programs, which are loaded into memory as
needed. The flow of instruction execution is controlled by various external inputs
and outputs. Inputs could consist of keyboard commands (as is often the case in
personal computers), or of information provided by sensors, or of the position of
switches (the last two inputs are very typical of microcontrollers). Typical outputs
could be to a video display, a magnetic or optical storage device, a printer, or a
plotter (all common with desktop PCs); microcontroller outputs are more likely to
activate LED displays, relays, and actuators such as motors or valves.

We discuss the details of some typical microcontroller inputs and outputs
later in this section and in the next section, where an application example is pre-
sented. Inputs and outputs can be either analog (that is, representing continuous
values) or digital (representing discrete values). Digital inputs can be directly
accepted by a CPU, while analog inputs require the use of an analog-to-digital
converter (or ADC). ADCs are described in detail in the next chapter. Similarly,
the CPU can directly generate digital outputs, while a digital-to-analog converter
(DAC, also introduced in Chapter 15) is required to generate an analog output.
Next, we outline the important properties of each of the elements of the block
diagram of Figure 14.33.

The Central Processor Unit (CPU)

The function of the CPU is to execute the program of instruction contained in
memory. The CPU will therefore be required to read information from inputs and
to write information to outputs. To accomplish these tasks, the CPU reads from
and writes to memory. Microcontroller programs are usually much simpler than
those that operate, say, in a desktop computer. This is because microcontrollers are
usually dedicated to a few specific tasks. The instruction set of the M68HC05,
which is the native programming language of this processor, is based on approx-
imately 60 different instructions. We shall see in a later subsection [“Operation
of the Central Processing Unit (CPU)”] how these instructions are used to execute
desired functions.

The Clock

The clock represents the heartbeat of the microcontroller. The clock function is
typically implemented by a crystal oscillator that determines the basic clock cycle
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for the execution of each instruction step. Each step takes one clock cycle to com-
plete. We are all familiar with the rating of processor speeds in megahertz. Typical
microcontrollers are capable of speeds in the megahertz to tens of megahertz range.

Memory

The CPU needs to have access to different kinds of memory to execute programs.
Read-only memory (ROM) is used for permanent programs and data that are
necessary, for example, to boot and initialize the system. Information stored in
ROM remains unchanged even when power to the computer is turned off. Random
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access read/write memory (RAM) is used to temporarily store data and instruc-
tions. For example, the program that is executed by the CPU and the intermediate
results of the calculations are stored in RAM. Many microcontrollers also employ
erasable programmable read-only memory (EPROM) or electrically erasable
programmable read-only memory (EEPROM); these types of memory are used
like ROM, but can be reprogrammed relatively easily using special “EPROM burn-
ers.” EPROM and EEPROM can be very useful if one wishes to make small but
important changes to the functions executed by the microcontroller. For example,
the microcontrollers used in automotive applications are usually the same from
one model year to the next and across various vehicle platforms, but differences
in control strategies and calibration data among vehicles, and changes and fixes
required from one model year to the next are usually accommodated by means of
EPROMs. Section 14.5 describes an automotive application.

Computer memory is arranged on the basis of bits, that is, a single digital
variable with value of 0 or 1. Bits are grouped in bytes, consisting of 8 bits,
and in words, consisting of 16 or 32 bits. While the size of a word can vary,
a byte always consists of 8 bits. Small microcontrollers such as the 6805 have
access to a relatively limited amount of memory (e.g., 64 Kbytes); more powerful
microcontrollers may access as much as 1 Mbyte. Note that the memory capacity
of a microcontroller is significantly smaller than that of the personal computers
you are likely to use in your work.

Mass storage devices (magnetic and optical storage devices, such as hard
drives and CD-ROMs) can also be used to increase a computer’s access to data and
information. Access to such external devices is much slower than access to ROM
and RAM, and is therefore usually not practical in embedded microcontrollers.

Computer Programs

A computer program is a listing of instructions to be executed by the CPU. The
instructions are coded in a special machine language that consists of combina-
tions of bytes. To assist the programmer, each CPU instruction is associated to a
mnemonic instruction code, which associated a short word or abbreviated code
to each instruction (for example, the instruction ASL in the M68HC05 stands for
arithmetic shift left). More sophisticated software development systems allow the
instructor to program in a higher-level language (often the C programming lan-
guage); the high-level language program is then translated into machine code by
a compiler. We shall devote one of the next subsections to programming issues.

Number Systems and Number Codes in Digital
Computers

Number Systems

It should be already clear that computers operate on the basis of the binary number
system. The binary and hexadecimal number systems were introduced in Chap-
ter 13. The hexadecimal system is particularly well suited for use in computer
codes, because it allows a much more compact notation than the binary code
would. The hexadecimal code, as you will recall, permits expressing a four-bit
binary number as a single-digit, using the numbers from 0 to 9 and the letters A
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to F. The range of possible combinations that can be expressed in a 16-bit word,
for example, can be represented: in decimal numbers as the range from 010 to
216 − 1 = 65,5351010; as 0000 0000 0000 00002 to 1111 1111 1111 11112 in
binary code; and as 000016 to FFFF16 in hexadecimal code.

It’s very common to precede a hexadecimal number with the $ symbol to dif-
ferentiate it from a decimal representation; for example, $32 would be interpreted
as a hexadecimal word, and 32 as a decimal number.

Computer Codes

In addition to the codes that were described in Chapter 13 (binary, octal, hex-
adecimal, binary-coded decimal), a standard convention adopted by all computer
manufacturers is the so-called ASCII8 code, defined in Table 14.6. The ASCII
code defines the alphanumeric characters that are typically associated with text
used in programming.

Instructions to the CPU are coded as operation codes, or opcodes. Each
opcode instructs the CPU to perform a sequence of steps that correspond to an
operation (for example, an addition). Although all computers perform essentially
the same basic tasks at the binary level, the manner in which these tasks are
performed varies depending on the computer manufacturer, and therefore opcodes
vary from manufacture to manufacturer. The instruction set of a specific computer
is the set of all basic operations that the computer can perform. For example,
the 6805 can execute 62 basic instructions, which are arranged into 210 unique
opcodes. The difference between a basic instruction and an opcode is that the
same basic instruction can be used in slightly different ways (in conjunction with
other instructions) to perform a specific operation. Thus, opcodes are the basic
building block of the programming language of a computer.

Mnemonics and Assemblers

To assist the programmer in remembering and identifying the function of opcodes,
mnemonics are used. A mnemonic is an alphabetic abbreviation that corresponds
to a specific opcode. Thus, the programmer writes a program using mnemon-
ics, and the program is translated into machine code (consisting of opcodes and
data) by a computer program called an assembler. A more detailed discussion of
programming issue follows in a later subsection.

Memory Organization

Memory performs an essential function in microcontrollers. Different kinds of
memory are used to store information of different types. The three basic types of
memory are described in Section 13.5. ROM and EPROM are used to store the
operating system and the programs used by the controller. RAM is used by the
CPU to read and write instructions during the execution of a computer program.

Memory is usually organized in the form of a memory map, which is a
graphical representation of the allocation of the memory used by a particular mi-
crocontroller. Example 14.6 describes the use of memory in a typical microcon-
troller.

8American Standard Code for Information Interchange.
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Table 14.6 ASCII code

Graphic Graphic Graphic
or ASCII or ASCII or ASCII
control (hex) control (hex) control (hex)

NUL 00 + 2B V 56

SOH 01 , 2C W 57

STX 02 − 2D X 58

ETX 03 . 2E Y 59

EOT 04 / 2F Z 5A

ENQ 05 0 30 [ 5B

ACK 06 1 31 \ 5C

BEL 07 2 32 ] 5D

BS 08 3 33 ↑ 5E

HT 09 4 34 ← 5F

LF 0A 5 35 ` 60

VT 0B 6 36 a 61

FF 0C 7 37 b 62

CR 0D 8 38 c 63

SO 0E 9 39 d 64

SI 0F : 3A e 65

DLE 10 ; 3B f 66

DC1 11 < 3C g 67

DC2 12 = 3D h 68

DC3 13 > 3E i 69

DC4 14 ? 3F j 6A

NAK 15 @ 40 k 6B

SYN 16 A 41 l 6C

ETB 17 B 42 m 6D

CAN 18 C 43 n 6E

EM 19 D 44 o 6F

SUB 1A E 45 p 70

ESC 1B F 46 q 71

FS 1C G 47 r 72

GS 1D H 48 s 73

RS 1E I 49 t 74

US 1F J 4A u 75

SP 20 K 4B v 76

! 21 L 4C w 77

” 22 M 4D x 78

# 23 N 4E y 79

$ 24 O 4F z 7A

% 25 P 50 { 7B

& 26 Q 51 | 7C

’ 27 R 52 } 7D

( 28 S 53 ˜ 7E

) 29 T 54 DEL 7F

* 2A U 55
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EXAMPLE 14.6 Writing Data to and Reading Data from I/O
Ports

Problem

1. Write specified data to an I/O address.

2. Assume that an input device is connected to the address E6H. Write the code
necessary to read a byte from this input device.

Solution

Known Quantities: Desired data, I/O address.

Find: Write the appropriate sequence of commands using the MC68HC05 instruction set.

Schematics, Diagrams, Circuits, and Given Data: The data to be written to the I/O port
is 36H (decimal number 36); the I/O address is A6H.

Assumptions: Data is written to the accumulator register first.

Analysis:

1. The command to write to an I/O port is STA$〈address〉. The command assumes that
the data is in the accumulator register, thus we first must load the accumulator with
the desired value:

LDA #$36 ; load accumulator with 36H

STA $00A6 ; write accumulator to I/O port A6H

2. The command to read from an I/O port is LDA〈address〉. The value read from the
input port is stored in the accumulator. To store the byte into the accumulator register
we use the command:

LDA $00E6 ; load accumulator with E6H

Comments: The CD-ROM that accompanies this book contains the complete instruction
set for the MC68HC05 microcontroller.

Operation of the Central Processing Unit (CPU)

The M68HC05 is organized as follows. Five CPU registers can be directly ac-
cessed by the CPU (i.e., without the need to access memory); the memory map
defines the names and types of the memory locations that are accessible to the
CPU in addition to the registers.

The accumulator, or A register, is used to hold the results of arithmetic
operations performed by the CPU.

The index, or X register, is used to point to an address in memory where
the CPU will read or write information. This register is used to perform a
function called indexed addressing, which is described in more detail in the
M68HC05 instruction set found in the accompanying CD-ROM.
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The program counter (PC) register keeps track of the address of the next
instruction to be executed by the CPU.
The condition code register (CCR) holds information that reflects the
status of prior CPU operations. For example, branch instructions look at
the CCR to make either/or decisions.
The stack pointer (SP) register contains return address information and
the previous content of all CPU registers, so that if the CPU is interrupted
or a subroutine is initiated (we shall visit this concept soon), the status of
the program prior to the interrupt or prior to branching to the subroutine is
retained. Once the CPU has finished servicing the interrupt or has
completed the subroutine, it can resume its previous operations by loading
the contents of the SP register.

Interrupts

Interrupts perform a very important function in microcontrollers by allowing the
CPU to interrupt is normal flow of operations to respond to an external event. For
example, an interrupt request may occur when an analog-to-digital converter (de-
scribed in more detail in Chapter 15) has completed the conversion of an analog
signal to digital form, so that the digital value of a sensor reading may be made
available to the CPU for further processing. The following “Focus on Measure-
ments” illustrates an automotive application of this concept.

FOCUS ON
MEASUREMENTS

Reading Sensor Data By Using Interrupts
In modern automotive instrumentation, a microprocessor performs all of the
signal-processing operations for several measurements. A block diagram for
such instrumentation is given in Figure 14.34. Depending on the technology
used, the sensors’ outputs can be either digital or analog. If the sensor
signals are analog, they must be converted to digital format by means of an
analog-to-digital converter (ADC), as shown in Figure 14.35. The
analog-to-digital conversion process requires an amount of time that
depends on the individual ADC, as will be explained in Chapter 15. After
the conversion is completed, the ADC then signals the computer by
changing the logic state on a separate line that sets its interrupt request flip-
flop. This flip-flop stores the ADC’s interrupt request until it is
acknowledged (see Figure 14.36).

When an interrupt occurs, the processor automatically jumps to a
designated program location and executes the interrupt service subroutine.
For the ADC, this would be a subroutine to read the conversion results and
store them in some appropriate location, or to perform an operation on them.
When the processor responds to the interrupt, the interrupt request flip-flop
is cleared by a direct signal from the processor. To resume the execution of
the program at the proper point upon completion of the ADC service
subroutine, the program counter content is automatically saved before
control is transferred to the service subroutine. The service subroutine saves
in a stack the content of any registers it uses, and restores the registers’
content before returning.
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The interrupt may occur at any point in a program’s execution,
independent of the internal clock; it is therefore referred to as an
asynchronous event.

Instruction Set for the MC68HC05 Microcontroller

The complete instruction set for the MC68HC05 microcontroller may be found in
the accompanying CD-ROM.
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Programming and Application Development
in a Microcontroller

Section 14.6 illustrates the use of a microcontroller in a very common application:
the control of an automotive engine.

14.6 A TYPICAL AUTOMOTIVE ENGINE
MICROCONTROLLER

This section gives the reader an insight to the functioning of a typical automotive
engine controller. The system described is based on the features of commercially
available 32-bit microprocessors. Table 14.7 lists the microcontroller’s major
characteristics.

Table 14.7 Characteristics of automotive microcontroller

I/O section I/O section
Processor section inputs outputs

Microcoded timing channels Variable reluctance Discrete low-side drivers
(TPU—time processor unit) sensor interfacea

Discrete I/O channels Hall sensor b interfaces PWM low-side drivers
(cam, crank)

PWM channels Analog input Low-side-driven fuel
injectorsc

8-bit ADC channels Exhaust gas oxygen Low-side-driven coil
sensors drivers

10-bit ADC channels Discrete pull-ups to High-side drivers
ignition

Boot memory (flash) Discrete pull-downs to High- and low-side
ground current-controlled outputs

RAM PWM/frequency inputs Stepper motor driver

Serial communication Power and ground H-bridge driver
(RS-232, CAN, Class II, UART)

aSee Chapter 16 “Focus on Measurements: Magnetic Reluctance Position Sensor” for an explanation of the
operation of this sensor.
bSee Chapter 7 “Focus on Measurements: How Hall-Effect Current Transducers Work” for an explanation of
the operation of this sensor.
cSee Chapter 11 for an example of a fuel injector driver.

General Description

The controller consists of a processor section and an input/output (I/O) section,
mounted in an enclosure. These two sections are usually combined onto one printed
circuit board for cost considerations. A generic controller may be programmed
with different software for a wide range of production engine applications, or
specific hardware/software designs may be provided for each vehicle application.
Through embedded software, the controller is able to communicate with a per-
sonal computer (PC) for software debugging and development. Serial bus–based
instrumentation is also available to assist in the development process, before an
application is released for vehicle production. A block diagram of a typical system
configuration is given in Figure 14.37.

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw14.htm
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Processor Section

The processor comprises a 32-bit microprocessor, memory, analog and digital I/O,
timing channels, serial communications, and all required supporting logic.

Microprocessor

Typical of many systems, the controller printed circuit board is designed to ac-
cept a plug-in replacement microprocessor, in anticipation of updates for higher
performance and/or additional features. Such modifications may require a new
crystal, different value resistors, capacitors, etc. Typical crystal frequencies for
automotive applications would be around 5 MHz, for a clock frequency of about
20 MHz.

A popular family of processors consists of a central processing unit and
three integrated modules. Each of these modules can function on its own once it
is initialized by the central processing unit.

Central Processing Unit

The processor is equipped with a background mode, which can be used for program
download or system diagnostics. No target software is required for operation of this
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system, provided proper hardware and software for a personal computer (desktop
or laptop) are present.

Timer Processor Unit (TPU)

The TPU has 16 channels of microcode-controlled pulse I/O. It comes with a
predefined set of channel control programs called primitives. The TPU can be
reprogrammed by using the on-chip RAM in the emulation mode. Programming
for the TPU can be done by the end user.

System Integration Module (SIM)

The SIM performs various functions, some of which include:

• External bus interface
• Interrupt detection
• Chip select activation
• Programmable timer interrupt
• Clock generation
• System protection
• System testing

The system is set up through the SIM setup registers.

Queued Serial Module (QSM)

The QSM contains a serial communications interface (SCI) and a queued serial port
interface (QSPI) module. The queuing feature of the QSPI bus, and its associated
chip selects, enhances the overall performance of the processors.

Memory

Boot Memory

Single-chip processors contain their own flash boot memory. Alternatively, ex-
panded mode processors support external boot memory, which may be a variety of
technologies, including EPROM, EEPROM, or NOVRAM (non-volatile RAM).
Because they are connected to the boot chip select on the processor, they must
contain the boot program to set up the processor control registers. The remain-
ing memory in the parts may be used for any of a number of purposes (program,
parameter storage, data logging, etc.).

RAM

Up to 1 Mbyte of RAM is supported by a typical processor. This should provide
sufficient RAM to facilitate data logging and parameter storage.

Memory Map

Processors control peripheral chips via programmable chip selects, which allow
the user to change the memory map through control registers. The memory map is
therefore not fixed until initialization has taken place. On power-up, the boot chip
select is set to be active in the address range $000000 to $100000. After power-up,
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the chip selects can be set to create any desired memory map within the limits set
by the hardware design.

Chip Select

Examples of such chip selects are CSBOOT and CS0 to CS10. CSBOOT is always
a chip select since it must be used before the registers are configured. CS0 to CS10
may be used for a variety of functions as they are programmable.

The hardware configuration of the board uses some of these chip selects for
specific purposes. The Table 14.8 shows a typical use of the chip selects.

Table 14.8 Chip select allocation

CSBOOT Boot memory select. This chip select is combined with other signals
in a PAL to produce chip selects for the boot memories.

CS0 RAM select.

CS1 Enable signal buffering and conditioning circuit.

CS2 ADC enable.

CS3 CAN serial interface IC.

CS4 Output driver module enable.

CS5 Transmission controller enable.

CS6 Memory control.

CS7 Spare.

CS8 Spare.

CS9 Spare.

CS910 Spare.

Analog-to-Digital Converters

The system includes 10-bit and 8-bit ADCs. Both of these converters communicate
with the processor via the QSPI bus. There is a low-pass RC filter on each of the
ADC channels.

Communications

Several different types of serial communications are available on microprocessor
chips. Some examples are: SCI, QSPI, Class II, CAN, and RS-232.9 All interfaces
are made available to the user at the interface connector.

The SCI has both TXD (digital transmit) and RXD (digital receive) lines.
The SCI lines are available at the interface connector directly and are routed to a
level shifter circuit to provide the appropriate signal levels.

Class II is a single-wire serial bus for communication between micropro-
cessor-controlled modules. The bus allows any module to communicate with any
other module on the bus. A data link controller IC is used as an interface between
the processor and the bus.

CAN is a European-standard, high-speed communications link using a two-
wire interface. The controller communicates with the CAN controller over the
parallel bus. Serial lines are found on the interface connectors.

9See Chapter 15 for an introduction to the RS-232 communication protocol.
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Interrupts

Many microprocessors have several interrupt input lines which, when set, will
interrupt the software process being executed in favor of a new process. Some
of these interrupt request lines may be software-maskable, such that their effect
is ignored, while others may be nonmaskable, indicating that the processor will
always service a request seen on these inputs. Each interrupt line will be prioritized
to ensure an orderly process in the event that the processor receives more than one
interrupt request. The nonmaskable interrupts will be ranked with the highest
priority. Unused interrupt lines may be left disconnected, while a software fault
routine may be serviced in the event the microprocessor experiences an input on
one of these unused inputs.

Input/Output (I/O) Section

For safety reasons, all outputs are disabled until such time as the processor passes
its self-test routine and the system is able to establish proper control of all outputs.
This is accomplished by use of the “computer not operating properly” (CNOP)
signal, which is used by all significant devices within the controller. A custom
circuit generates the CNOP signal.

A brief description of the features of the I/O section follows.

Inputs

Discrete

Discrete inputs may be “pulled up” to 12 V or “pulled down” to ground potential
to ensure a recognizable default condition or to enable fault detection of failed
inputs. All discrete inputs normally have some hardware filtering to provide noise
immunity.

Analog

Several 8-bit and 10-bit ADC inputs provide a means of feeding the processor
digital signals from analog sensors. For maximum accuracy the ADCs should
be powered and referenced to the same power supply that will be providing the
voltage reference for the associated sensors that it handles. A 10-bit ADC provides
a higher signal resolution (1024 bits) than the 8-bit ADC (256 bits). The ADCs
communicate with the processor via the QSPI bus.

PWM/Frequency

Pulse-width modulation frequency inputs are read by the TPU preprocessor which
relieves the main processor from the burden of handling large amounts of time-
dependent data (e.g., spark and fuel information). Microcode, embedded within
the preprocessor, defines the way in which these types of signals are processed.

Knock

Knock is a damaging, audible phenomenon that results from preignition of the
fuel/air mixture in the combustion chamber. Piezoelectric sensors,10 mounted

10See Chapter 11 “Focus on Measurements: Charge Amplifiers” for an introduction to piezoelectric
sensors.
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on the engine, interface with a custom integrated circuit to detect this damaging
condition such that the processor can adjust spark timing to eliminate the knock.

Outputs

Discrete

All discrete outputs have self-shutdown and diagnostic capability.

PWM

Outputs that are capable of being pulse-width–modulated can generally be used as
a discrete output. These outputs also have self- shutdown and diagnostic capability.
Alternatively, diagnostics can be implemented via a sense resistor fed back to an
amplifier circuit and then on to an ADC.

Output Driver Module

The output driver module is an application-specific integrated circuit (ASIC) de-
signed for discrete I/O processing. It has programmable discrete I/O lines, pro-
grammable PWM lines, drives for external pnp switches, and set logic circuitry. It
has a time-out line which is used as an active low “computer not operating prop-
erly” (CNOP) signal to other parts in the system and as a turn-off delay (TOD) for
the power supply.

Fuel Injectors

The fuel and spark driver IC controls the fuel injectors, under command of software,
via the TPU bus. Diagnostic feedback capability is available by latching the
feedback lines with a parallel to serial shift register and then shifting out the data
via SPI control.

Spark Coil

Ignition options include two different drive options. The first is driving external
ignition coils. The second is high-side driving an external ignition (IGN) module.

Insulated-gate bipolar transistor (IGBT) coil drivers are available in the I/O
section. These provide the ability to drive ignition coils directly. These IGBTs
also have both analog and discrete feedback capabilities. A sense resistor from
the IGBT is buffered and sent to two different circuits.

Exhaust Gas Recirculation (EGR) Valve Drivers

A traditional discrete low-side drive or high-side drive is available for the linear
EGR valve interface.

Current-Controlled Circuit

A current-controlled circuit is provided to drive a force motor for direct application
to a transmission control. The force motor circuit controls both the high and low
side of the load. The force motor circuit is controlled by a PWM signal. Sampling
the current and converting that into an analog value provides the feedback. An
ADC can read this analog value.
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Stepper Motor

A stepper motor11 driver is available for applications using a stepper-controlled
idle air valve.

Brushless Motor

A brushless motor12 driver (BMD) has been provided for applications using this
type of actuator. It is configurable for different drive modes.

Power Supply

The power supply uses battery (BATT) and ignition (IGN) to provide different sup-
ply lines used by the controller circuitry. One example would be an independent,
close-tolerance, tracking voltage reference, for all sensors that are being read by
the ADC. The supply will operate reliably down to a battery voltage of 4–5 volts.
The CNOP signal provides a simple means of allowing the controller to perform
housekeeping tasks prior to shutdown after IGN goes low.

Ground Structure

Care must be taken to avoid ground loops13 within the controller that could result
in interference with signal levels. Typical methods employed for this include
separation of signal grounds, power grounds, and radio-frequency grounds. All
three grounds have their own dedicated circuit board layer.

14.7 CONCLUSION

• Sequential logic circuits are digital logic circuits with memory
capabilities; their operation is described by state transition tables and
state diagrams. Counters and registers are the two principal classes of
sequential circuits. Sequential circuits can be designed using a formal
procedure analogous to the use of Karnaugh maps for combinational
circuits.

• Digital systems play a prominent role in modern engineering. The
microprocessor, in particular, has become an integral part of
instrumentation and control systems. The microprocessor is very flexible
in its application because it can be programmed to perform many
different tasks. Depending on the computing power required, 8-, 16-, and
32-bit microprocessors are used for automating measurement and control
functions in a variety of industrial applications.

CHECK YOUR UNDERSTANDING ANSWERS

CYU 14.3 4.5 kHz CYU 14.4 2,048 CYU 14.5 32,768

11See Section 18.2 for an introduction to stepper motors.
12See Section 18.1 for an introduction to brushless DC motors.
13See Section 15.2 for an introduction to grounding and noise issues in circuit design.
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HOMEWORK PROBLEMS

14.1 The input to the circuit of Figure P14.1 is a square
wave having a period of 2 s, maximum value of 5 V,
and minimum value of 0 V. Assume all flip-flops are
initially in the RESET state.

a. Explain what the circuit does.

b. Sketch the timing diagram, including the input and
all four outputs.

J

K Q

Q J

K Q

Q J

K Q

QJ

K QQ

Q

+5 V

Input
pulse
train

Output
# 1

Output
# 2

Output
# 3

Output
# 4

Figure P14.1

14.2 A binary pulse counter can be constructed by
interconnecting T -type flip-flops in an appropriate
manner. Assume it is desired to construct a counter
which can count up to 10010.
a. How many flip-flops would be required?
b. Sketch the circuit needed to implement this counter.

14.3 Explain what the circuit of Figure P14.3 does and
how it works. Hint: This circuit is called a 2-bit
synchronous binary up-down counter.

T
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System
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Figure P14.3

14.4 Suppose a circuit is constructed from 3 D-type
flip-flops, with

D0 = Q2 D1 = Q2 ⊕Q0 D2 = Q1

a. Draw the circuit diagram.
b. Assume the circuit starts with all flip-flops SET.

Sketch a timing diagram which shows the outputs
of all three flip-flops.

14.5 Suppose that you want to use a D flip-flop for a
laboratory experiment. However, you have only T

flip-flops. Assuming that you have all the logic gates
available, make a D flip-flop using a T flip-flop and
some logic gate(s).

14.6 Draw a timing diagram (four complete clock
cycles) for A0, A1, and A2 for the circuit of
Figure P14.6. Assume that all initial values are 0. Note
that all flip-flops are negative edge–triggered.

CLK
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K Q

Q
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Q Q
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J
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Q J
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Q

CLK CLK CLK

A2

Figure P14.6

14.7 Assume that the slotted encoder shown in
Figure P14.7 has a length of 1 meter and a total of
1,000 slots (i.e., there is one slot per millimeter). If a
counter is incremented by 1 each time a slot goes past
a sensor, design a digital counting system that
determines the speed of the moving encoder (in meters
per second).

1 mm

1 m

Figure P14.7

14.8 Find the output Q for the circuit of Figure P14.8.

1 2 3 4 5 6 7 8 9 1110
t

1 2 3 4 5 6 7 8 9 1110
t

D

CLK
Q

Q

D

CLK

Figure P14.8

14.9 Describe how the ripple counter works. Why is it
so named? What disadvantages can you think of for
this counter?
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14.10 Write the truth table for an RS flip-flop with
enable (E), preset (P), and clear (C) lines.

14.11 A JK flip-flop is wired as shown in Figure P14.11
with a given input signal. Assuming that Q is at logic
0 initially and the trailing edge triggering is effective,
sketch the output Q.

Logic 1

Input

Input
J

K Q

Q

CLK

Figure P14.11

14.12 With reference to the JK flip-flop of
Problem 14.11, assume that the output at the Q
terminal is made to serve as the input to a second JK
flip-flop wired exactly as the first. Sketch the Q output
of the second flip-flop.

14.13 Assume that there is a flip-flop with the
characteristic given in Figure P14.13, where A and B
are the inputs to the flip-flop and Q is the next state
output. Using necessary logic gates, make a T flip-flop
from this flip-flop.
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Figure P14.13

14.14 A typical PC has 32 Mbytes of standard memory.
a. How many words is this?
b. How many nibbles is this?
c. How many bits is this?

14.15 Suppose a microprocessor has n registers.
a. How many control lines do you need to connect

each register to all other registers?
b. How many control lines do you need if a bus is

used?

14.16 Suppose it is desired to implement a 4-Kbyte
16-bit memory.
a. How many bits are required for the memory

address register?
b. How many bits are required for the memory data

register?

14.17 What is the distinction between volatile and
nonvolatile memory?

14.18 Suppose a particular magnetic tape can be
formatted with eight tracks per centimeter of tape
width. The recording density is 200 bits/cm, and the
transport mechanism moves the tape past the read
heads at a velocity of 25 cm/s. How many bytes/s can
be read from a 2-cm-wide tape?

14.19 Draw a block diagram of a circuit that will
interface two interrupts, INT0 and INT1, to the INT
input of a CPU so that INT1 has the higher priority and
INT0 has the lower. In other words, a signal on INT1
is to be able to interrupt the CPU even when the CPU
is currently handling an interrupt generated by INT0,
but not vice versa.
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C H A P T E R

15

Electronic Instrumentation
and Measurements

his chapter introduces measurement and instrumentation systems and sum-
marizes important concepts by building on the foundation provided in ear-
lier chapters. The development of the chapter follows a logical thread, start-
ing from the physical sensors and proceeding through wiring and grounding

to signal conditioning and analog-to-digital conversion, and finally to digital data
transmission.

The first section presents an overview of sensors commonly used in engi-
neering measurements. Some sensing devices have already been covered in earlier
chapters, and others will be discussed in later chapters; the main emphasis in this
chapter will be on classifying physical sensors, and on providing additional detail
on some sensors not presented elsewhere in this book—most notably, tempera-
ture transducers. The second section of the chapter describes the common signal
connections and proper wiring and grounding techniques, with emphasis on noise
sources and techniques for reducing undesired interference. Section 15.3 pro-
vides an essential introduction to digital signal conditioning, namely, a discussion
of instrumentation amplifiers and active filters. The last three sections introduce
analog-to-digital conversion, other integrated circuits used in instrumentation sys-
tems, and digital data transmission, respectively.
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Upon completing this chapter, you should be able to:

• Recognize the principal classes of sensors.
• Design proper circuit connections to minimize noise in floating,

grounded, and differential-source circuits.
• Understand the concepts of shielding and grounding.
• Specify, analyze, and design instrumentation amplifiers and simple active

filters.
• Understand the processes of analog-to-digital and digital-to-analog

conversion, and specify the requirements of a data acquisition system.
• Design simple instrumentation circuits using op-amps and integrated

circuits.
• Understand the basic principles of digital data transmission.

15.1 MEASUREMENT SYSTEMS
AND TRANSDUCERS

Measurement Systems

In virtually every engineering application there is a need for measuring some
physical quantities, such as forces, stresses, temperatures, pressures, flows, or
displacements. These measurements are performed by physical devices called
sensors or transducers, which are capable of converting a physical quantity to
a more readily manipulated electrical quantity. Most sensors, therefore, convert
the change of a physical quantity (e.g., humidity, temperature) to a corresponding
(usually proportional) change in an electrical quantity (e.g., voltage or current).
Often, the direct output of the sensor requires additional manipulation before the
electrical output is available in a useful form. For example, the change in resistance
resulting from a change in the surface stresses of a material—the quantity measured
by the resistance strain gauges described in Chapter 21—must first be converted
to a change in voltage through a suitable circuit (the Wheatstone bridge) and
then amplified from the millivolt to the volt level. The manipulations needed to
produce the desired end result are referred to as signal conditioning. The wiring
of the sensor to the signal conditioning circuitry requires significant attention
to grounding and shielding procedures, to ensure that the resulting signal is as
free from noise and interference as possible. Very often, the conditioned sensor
signal is then converted to digital form and recorded in a computer for additional
manipulation, or is displayed in some form. The apparatus used in manipulating a
sensor output to produce a result that can be suitably displayed or stored is called a
measurement system. Figure 15.1 depicts a typical computer-based measurement
system in block diagram form.

Sensor Classification

There is no standard and universally accepted classification of sensors. Depending
on one’s viewpoint, sensors may be grouped according to their physical charac-
teristics (e.g., electronic sensors, resistive sensors), or by the physical variable or

1See “Focus on Measurements, Measurement of Force.”
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Figure 15.1 Measurement system

quantity measured by the sensor (e.g., temperature, flow rate). Other classifications
are also possible. Table 15.1 presents a partial classification of sensors grouped
according to the variable sensed; we do not claim that the table is complete, but
we can safely state that most of the engineering measurements of interest to the
reader are likely to fall in the categories listed in Table 15.1. Also included in the
table are references to the “Focus on Measurements” boxes that describe sensors
elsewhere in this book.

A sensor is usually accompanied by a set of specifications that indicate its
overall effectiveness in measuring the desired physical variable. The following
definitions will help the reader understand sensor data sheets:

Accuracy: Conformity of the measurement to the true value, usually in
percent of full-scale reading

Error: Difference between measurement and true value, usually in percent
of full-scale reading

Precision: Number of significant figures of the measurement

Resolution: Smallest measurable increment

Span: Linear operating range

Range: The range of measurable values

Linearity: Conformity to an ideal linear calibration curve, usually in
percent of reading or of full-scale reading (whichever is greater)

Motion and Dimensional Measurements

The measurement of motion and dimension is perhaps the most commonly
encountered engineering measurement. Measurements of interest include abso-
lute position, relative position (displacement), velocity, acceleration, and jerk (the
derivative of acceleration). These can be either translational or rotational mea-
surements; usually, the same principle can be applied to obtain both kinds of
measurements. These measurements are often based on changes in elementary
properties, such as changes in the resistance of an element (e.g., strain gauges, po-
tentiometers), in an electric field (e.g., capacitive sensors), or in a magnetic field
(e.g., inductive, variable-reluctance, or eddy current sensors). Other mechanisms
may be based on special materials (e.g., piezoelectric crystals), or on optical sig-
nals and imaging systems. Table 15.1 lists several examples of dimensional and
motion measurement that can be found in this book.

Force, Torque, and Pressure Measurements

Another very common class of measurements is that of pressure and force, and
the related measurement of torque. Perhaps the single most common family
of force and pressure transducers comprises those based on strain gauges (e.g.,

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw15.htm
http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw15.htm
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Table 15.1 Sensor classification

Focus on
Sensed variables Sensors Measurements boxes

Motion and dimensional variables Resistive potentiometers Resistive Throttle Position
Sensor (Chapter 2)

Strain gauges Resistance Strain Gauges,
The Wheatstone Bridge, and
Force Measurements (Chapter 2)

Differential transformers (LVDTs) Linear Variable Differential
Transformer (LVDT) (Chapter 16)

Variable-reluctance sensors Magnetic Reluctance Position
Sensor (Chapter 16)

Capacitive sensors Capacitive Displacement Transducer
and Microphone (Chapter 4); Peak
Detector Circuit for Capacitive
Displacement Transducer (Chapter 8)

Piezoelectric sensors Piezoelectric Sensor and Charge
Amplifiers (Chapter 12)

Electro-optical sensors Digital Position Encoders; Digital
Measurement of Angular
Position and Velocity (Chapter 13)

Moving-coil transducers Seismic Transducer (Chapter 16)
Seismic sensors Seismic Transducer (Chapter 6)

Force, torque, and pressure Strain gauges Resistance Strain Gauges,
The Wheatstone Bridge, and
Force Measurements (Chapter 2)

Piezoelectric sensors Piezoelectric Sensor and Charge
Amplifiers (Chapter 12)

Capacitive sensors Capacitive Displacement Transducer
and Microphone (Chapter 4); Peak
Detector Circuit for Capacitive
Displacement Transducer (Chapter 8)

Flow Pitot tube
Hot-wire anemometer Hot-Wire Anemometer (Chapter 15)
Differential pressure sensors Differential Pressure Sensor (Chapter 15)
Turbine meters Turbine Meters (Chapter 15)
Vortex shedding meters
Ultrasonic sensors
Electromagnetic sensors
Imaging systems

Temperature Thermocouples Thermocouples (Chapter 15)
Resistance thermometers (RTDs) Resistance Thermometers (RTDs)

(Chapter 15)
Semiconductor thermometers Diode Thermometer (Chapter 8)
Radiation detectors

Liquid level Motion transducers
Force transducers
Differential-pressure measurement devices

Humidity Semiconductor sensors

Chemical composition Gas analysis equipment
Solid-state gas sensors

load cells, diaphragm pressure transducers). Also very common are piezoelectric
transducers. Capacitive transducers again find application in the measurement
of pressure. Table 15.1 indicates where the reader can find examples of these
measurements in this book.
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Flow Measurements
In many engineering applications it is desirable to sense the flow
rate of a fluid, whether compressible (gas) or incompressible
(liquid). The measurement of fluid flow rate is a complex sub-
ject; in this section we simply summarize the concepts underlying some of the most
common measurement techniques. Shown in Figure 15.2 are three different types
of flow rate sensors. The sensor in Figure 15.2(a) is based on differential pressure
measurement and on a calibrated orifice: the relationship between pressure
across the orifice, p1 − p2, and flow rate through the orifice, q, is predetermined
through the calibration; therefore, measuring the differential pressure is equivalent
to measuring flow rate.

p1 p2

q

R

R2

R1

R3

VEX

+–
vo

Turbine

Differential-pressure flow- 
meter: A calibrated orifice 
and a pair of pressure 
transducers permit the 
measurement of flow rate.

(a)

Hot-wire anemometer: A 
heated wire is cooled by the 
gas flow. The resistance of 
the wire changes with 
temperature.

(b)

Turbine flowmeter: Fluid 
flow induces rotation of the 
turbine; measurement of 
turbine velocity provides an 
indication of flow rate.

(c)

q

Figure 15.2 Devices for the
measurement of flow

The sensor in Figure 15.2(b) is called a hot-wire anemometer, because it
is based on a heated wire that is cooled by the flow of a gas. The resistance of
the wire changes with temperature, and a Wheatstone bridge circuit converts this
change in resistance to a change in voltage while the current is kept constant.
Also commonly used are hot-film anemometers, where a heated film is used in
place of the more delicate wire. A very common application of the latter type of
sensor is in automotive engines, where control of the air-to-fuel ratio depends on
measurement of the engine intake mass airflow rate.

Figure 15.2(c) depicts a turbine flowmeter, in which the fluid flow causes
a turbine to rotate; the velocity of rotation of the turbine (which can be measured
by a noncontact sensor—e.g., a magnetic pickup2) is related to the flow velocity.

Besides the techniques discussed in this chapter, many other techniques exist
for measuring fluid flow, some of significant complexity.

Temperature Measurements
One of the most frequently measured physical quantities is tempera-
ture. The need to measure temperature arises in just about every field
of engineering. This subsection is devoted to summarizing two com-
mon temperature sensors—the thermocouple and the resistance temperature
detector (RTD)—and their related signal-conditioning needs.

Thermocouples

A thermocouple is formed by the junction of two dissimilar metals. This junction
results on an open-circuit thermoelectric voltage due to the Seebeck effect, named
after Thomas Seebeck, who discovered the phenomenon in 1821. Various types of
thermocouples exist; they are usually classified according to the data of Table 15.2.
The Seebeck coefficient shown in the table is specified at a given temperature
because the output voltage of a thermocouple, v, has a nonlinear dependence on
temperature. This dependence is typically expressed in terms of a polynomial of
the following form:

T = a0 + a1v + a2v
2 + a3v

3 + · · · + anv
n (15.1)

For example, the coefficients of the J thermocouple in the range −100◦C to
+1,000◦C are as follows:

a0 = −0.048868252 a1 = 19,873.14503 a2 = −128,614.5353

a3 = 11,569,199.78 a4 = −264,917,531.4 a5 = 2,018,441,314

2See Chapter 16, “Focus on Measurements: Magnetic Reluctance Position Sensors.”

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw15.htm
http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw15.htm
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Table 15.2 Thermocouple data

Seebeck
coefficient

Type Elements +/– (µ V/◦C) Range (◦C) Range (mV)

E Chromel/constantan 58.70 at 0◦C −270 to 1,000 −9.835 to 76.358

J Iron/constantan 50.37 at 0◦C −210 to 1,200 −8.096 to 69.536

K Chromel/alumel 39.48 at 0◦C −270 to 1,372 −6.548 to 54.874

R Pt(10%)—Rh/Pt 10.19 at 600◦C −50 to 1,768 −0.236 to 18.698

T Copper/constantan 38.74 at 0◦C −270 to 400 −6.258 to 20.869

S Pt(13%)—Rh/Pt 11.35 at 600◦C −50 to 1,768 −0.226 to 21.108

The use of a thermocouple requires special connections, because the junction
of the thermocouple wires with other leads (such as voltmeter leads, for example)
creates additional thermoelectric junctions that in effect act as additional thermo-
couples. For example, in the J thermocouple circuit of Figure 15.3, junction J1 is
exposed to the temperature to be measured, but junctions J2 and J3 also generate a
thermoelectric voltage, which is dependent on the temperature at these junctions,
that is, the temperature at the voltmeter connections. One would therefore have to
know the voltages at these junctions, as well, in order to determine the actual ther-
moelectric voltage at J1. To obviate this problem, a reference junction at known
temperature can be employed; a traditional approach involves the use of a cold
junction, so called because it often consists of an ice bath, one of the easiest means
of obtaining a known reference temperature. Figure 15.4 depicts a thermocouple
measurement using an ice bath. The voltage measured in Figure 15.4 is dependent
on the temperature difference T1 − Tref , where Tref = 0◦C. The connections to the
voltmeter are made at an isothermal block, kept at a constant temperature; note
that the same metal is used in both of the connections to the isothermal block.
Thus (still assuming a J thermocouple), there is no difference between the ther-
moelectric voltages at the two copper-iron junctions; these will add to zero at the
voltmeter. The voltmeter will therefore read a voltage proportional to T1 − Tref .

J3 (+)

J2 (–)

J1

Voltmeter
connections

–

+

Iron

Constantan

Copper��Figure 15.3 J thermocouple
circuit

Iron
Constantan
Copper

��

T1

Tref
0° C

Isothermal
block

Ice
bath

Voltmeter
connections

–

+

J1

∗∗ ∗∗ ∗∗∗∗ ∗

Jref

Figure 15.4 Cold-junction–
compensated thermocouple
circuit

An ice bath is not always a practical solution. Other cold junction tem-
perature compensation techniques employ an additional temperature sensor to
determine the actual temperature of the junctions J2 and J3 of Figure 15.3.

Resistance Temperature Detectors (RTDs)

A resistance temperature detector (RTD) is a variable-resistance device whose
resistance is a function of temperature. RTDs can be made with both positive
and negative temperature coefficients and offer greater accuracy and stability than
thermocouples. Thermistors are part of the RTD family. A characteristic of all
RTDs is that they are passive devices, that is, they do not provide a useful output
unless excited by an external source. The change in resistance in an RTD is usually
converted to a change in voltage by forcing a current to flow through the device.
An indirect result of this method is a self-heating error, caused by the i2R heating
of the device. Self-heating of an RTD is usually denoted by the amount of power
that will raise the RTD temperature by 1◦C. Reducing the excitation current can
clearly help reduce self-heating, but it also reduces the output voltage.

The RTD resistance has a fairly linear dependence on temperature; a common
definition of the temperature coefficient of an RTD is related to the change in
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resistance from 0◦ to 100◦C. Let R0 be the resistance of the device at 0◦C and R100

the resistance at 100◦C. Then the temperature coefficient, α, is defined to be

α = R100 − R0

100 − 0




◦C
(15.2)

A more accurate representation of RTD temperature dependence can be obtained
by using a nonlinear (cubic) equation and published tables of coefficients. As an
example, a platinum RTD could be described either by the temperature coefficient
α = 0.003911, or by the equation

RT = R0(1 + AT − BT 2 − CT 3)

= R0(1 + 3.6962 × 10−3T − 5.8495 × 10−7T 2

−4.2325 × 10−12T 3)

(15.3)

where the coefficient C is equal to zero for temperatures above 0◦C.
Because RTDs have fairly low resistance, they are sensitive to error intro-

duced by the added resistance of the lead wires connected to them; Figure 15.5
depicts the effect of the lead resistances, rL, on the RTD measurement. Note that
the measured voltage includes the resistance of the RTD as well as the resistance of
the leads. If the leads used are long (greater than 3 m is a good rule of thumb), then
the measurement will have to be adjusted for this error. Two possible solutions to
the lead problems are the four-wire RTD measurement circuit and the three-wire
Wheatstone bridge circuit, shown in Figure 15.6(a) and (b), respectively. In the
circuit of Figure 15.6(a), the resistance of the lead wires from the excitation, rL1

and rL4, may be arbitrarily large, since the measurement is affected by the resis-
tance of only the output lead wires, rL2 and rL3, which can be usually kept small
by making these leads short. The circuit of Figure 15.6(b) takes advantage of the
properties of the Wheatstone bridge to cancel out the unwanted effect of the lead
wires while still producing an output dependent on the change in temperature.
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rL

RTVo

rL

–

+

Figure 15.5 Effect
of connection leads on
RTD temperature
measurement
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–

+
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Iex

RT
rL1

rL2

rL3

(b)

R3

R1

R2

– +
Vo

Figure 15.6 Four-wire
RTD circuit (a) and three-wire
Wheatstone bridge RTD circuit
(b)

15.2 WIRING, GROUNDING, AND NOISE

The importance of proper circuit connections cannot be overemphasized. Unfor-
tunately, this is a subject that is rarely taught in introductory electrical engineering
courses. The present section summarizes some important considerations regard-
ing signal source connections, various types of input configurations, noise sources
and coupling mechanisms, and means of minimizing the influence of noise on a
measurement.

Signal Sources and Measurement System
Configurations

Before proper connection and wiring techniques can be presented, we must exam-
ine the difference between grounded and floating signal sources. Every sensor
can be thought of as some kind of signal source; a general representation of the
connection of a sensor to a measurement system is shown in Figure 15.7(a). The
sensor is modeled as an ideal voltage source in series with a source resistance.
Although this representation does not necessarily apply to all sensors, it will be
adequate for the purposes of the present section. Figures 15.7(b) and (c) show two
types of signal sources: grounded and floating. A grounded signal source is one
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in which a ground reference is established—for example, by connecting the signal
low lead to a case or housing. A floating signal source is one in which neither signal
lead is connected to ground; since ground potential is arbitrary, the signal source
voltage levels (signal low and signal high) are at an unknown potential relative to
the case ground. Thus, the signal is said to be floating. Whether a sensor can be
characterized as a grounded or a floating signal source ultimately depends on the
connection of the sensor to its case, but the choice of connection may depend on
the nature of the source. For example, the thermocouple described in Section 15.1
is intrinsically a floating signal source, since the signal of interest is a difference
between two voltages. The same thermocouple could become a grounded signal
source if one of its two leads were directly connected to ground, but this is usually
not a desirable arrangement for this particular sensor.

(a) Ideal signal source connected
 to measurement system

RS

VS

(b) Grounded signal source

Measurement
system

+
_

VS
+
_

(c) Floating signal source

VS
+
_

Figure 15.7 Measurement
system and types of signal
sources

In analogy with a signal source, a measurement system can be either ground-
referenced or differential. In a ground-referenced system, the signal low connec-
tion is tied to the instrument case ground; in a differential system, neither of the
two signal connections is tied to ground. Thus, a differential measurement system
is well suited to measuring the difference between two signal levels (such as the
output of an ungrounded thermocouple).

One of the potential dangers in dealing with grounded signal sources is the
introduction of ground loops. A ground loop is an undesired current path caused
by the connection of two reference voltages to each other. This is illustrated
in Figure 15.8, where a grounded signal source is shown connected to a ground-
referenced measurement system. Notice that we have purposely denoted the signal
source ground and the measurement system ground by two distinct symbols, to
emphasize that these are not necessarily at the same potential—as also indicated
by the voltage difference �V . Now, one might be tempted to tie the two grounds
to each other, but this would only result in a current flowing from one ground to
the other, through the small (but nonzero) resistance of the wire connecting the
two. The net effect of this ground loop would be that the voltage measured by the
instrument would include the unknown ground voltage difference �V , as shown
in Figure 15.8. Since this latter voltage is unpredictable, you can see that ground
loops can cause substantial errors in measuring systems. In addition, ground loops
are the primary cause of conducted noise, as explained later in this section.

Source ground

Measurement
system ground

Grounded
signal source

VS
–

+

∆V

VS

Ground-referenced
measurement system

=
–+

+
_

+
_

+
_ ∆V

Figure 15.8 Ground loop in ground-referenced
measurement system

A differential measurement system is often a way to avoid ground loop
problems, because the signal source and measurement system grounds are not con-
nected to each other, and especially because the signal low input of the measuring
instrument is not connected to either instrument case ground. The connection of
a grounded signal source and a differential measurement system is depicted in
Figure 15.9.
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Figure 15.10 Measuring signals from a floating
source: (a) differential input; (b) single-ended input

If the signal source connected to the differential measurement system is
floating, as shown in Figure 15.10, it is often a recommended procedure to reference
the signal to the instrument ground by means of two identical resistors that can
provide a return path to ground for any currents present at the instrument. An
example of such input currents would be the input bias currents inevitably present
at the input of an operational or instrumentation amplifier.

The simple concepts illustrated in the preceding paragraphs and figures can
assist the user and designer of instrumentation systems in making the best possible
wiring connections for a given measurement.

Noise Sources and Coupling Mechanisms

Noise—meaning any undesirable signal interfering with a measurement—is an
unavoidable element of all measurements. Figure 15.11 depicts a block diagram
of the three essential stages of a noisy measurement: a noise source, a noise cou-
pling mechanism, and a sensor or associated signal-conditioning circuit. Noise
sources are always present, and are often impossible to eliminate completely;
typical sources of noise in practical measurements are the electromagnetic fields
caused by fluorescent light fixtures, video monitors, power supplies, switching cir-
cuits, and high-voltage (or current) circuits. Many other sources exist, of course,
but often the simple sources in our everyday environment are the most difficult to
defeat.

Coupling
mechanism

• AC power systems
• High-voltage or

high-current circuits
• Switching circuits

• Conductive coupling
• Capacitive coupling
• Inductive coupling
• Radiative coupling

Noise source
Sensor or signal

conditioning
circuit

Figure 15.11 Noise sources and coupling
mechanisms

Figure 15.11 also indicates that various coupling mechanisms can exist be-
tween a noise source and an instrument. Noise coupling can be conductive; that
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is, noise currents may actually be conducted from the noise source to the instru-
ment by physical wires. Noise can also be coupled capacitively, inductively, and
radiatively.

Figure 15.12 illustrates how interference can be conductively coupled by
way of a ground loop. In the figure, a power supply is connected to both a load
and a sensor. We shall assume that the load may be switched on and off, and that
it carries substantial currents. The top circuit contains a ground loop: the current
i from the supply divides between the load and sensor; since the wire resistance is
nonzero, a large current flowing through the load may cause the ground potential
at point a to differ from the potential at point b. In this case, the measured sensor
output is no longer vo, but it is now equal to vo + vba , where vba is the potential
difference from point b to point a. Now, if the load is switched on and off and
its current is therefore subject to large, abrupt changes, these changes will be
manifested in the voltage vba and will appear as noise on the sensor output.

i

+V

a

b

vo

The ground loop created by the 
load circuit can cause a different 
ground potential between a and b.

Power
supply

Load

Sensor
+V

i

+V

a

b

vo

Separate ground returns for 
the load and the sensor circuit 
eliminate the ground loop.

Power
supply

Load

Sensor
+V

Figure 15.12 Conductive
coupling: ground loop and
separate ground returns

This problem can be cured simply and effectively by providing separate
ground returns for the load and sensor, thus eliminating the ground loop.

The mechanism of capacitive coupling is rooted in electric fields that may
be caused by sources of interference. The detailed electromagnetic analysis can
be quite complex, but to understand the principle, refer to Figure 15.13(a), where
a noise source is shown to generate an electric field. If a noise source conductor
is sufficiently close to a conductor that is part of the measurement system, the two
conductors (separated by air, a dielectric) will form a capacitor, through which
any time-varying currents can flow. Figure 15.13(b) depicts an equivalent circuit
in which the noise voltage VN couples to the measurement circuit through an
imaginary capacitor, representing the actual capacitance of the noise path.

VS
+
_

+_

VN Noise
source

Electric
field

Signal
source

(a) Capacitive coupling

(b) Equivalent circuit

VS RL
+
_

+
_VN

RL

Figure 15.13 Capacitive
coupling and equivalent-circuit
representation

The dual of capacitive coupling is inductive coupling. This form of noise
coupling is due to the magnetic field generated by current flowing through a con-
ductor. If the current is large, the magnetic fields can be significant, and the mutual
inductance (see Chapters 5 and 16) between the noise source and the measure-
ment circuit causes the noise to couple to the measurement circuit. Thus, inductive
coupling, as shown in Figure 15.14, results when undesired (unplanned) magnetic
coupling ties the noise source to the measurement circuit.

VS
+
_

+_

+_

+
_VN

VN

VS

iN

iind

Magnetic flux lines

(a) Inductive coupling (b) Equivalent circuit

Figure 15.14 Inductive coupling and equivalent-circuit representation

Noise Reduction

Various techniques exist for minimizing the effect of undesired interference, in
addition to proper wiring and grounding procedures. The two most common
methods are shielding and the use of twisted-pair wire. A shielded cable is



Part II Electronics 699

shown in Figure 15.15. The shield is made of a copper braid or of foil and is
usually grounded at the source end but not at the instrument end, because this
would result in a ground loop. The shield can protect the signal from a significant
amount of electromagnetic interference, especially at lower frequencies. Shielded
cables with various numbers of conductors are available commercially. However,
shielding cannot prevent inductive coupling. The simplest method for minimizing
inductive coupling is the use of twisted-pair wire; the reason for using twisted pair
is that untwisted wire can offer large loops that can couple a substantial amount
of electromagnetic radiation (see Section 16.1). Twisting drastically reduces the
loop area, and with it the interference. Twisted pair is available commercially.

–

+

VS

Measurement
system

+
_

Signal
source

Shield

Figure 15.15 Shielding

15.3 SIGNAL CONDITIONING

A properly wired, grounded, and shielded sensor connection is a necessary first
stage of any well-designed measurement system. The next stage consists of any
signal conditioning that may be required to manipulate the sensor output into a
form appropriate for the intended use. Very often, the sensor output is meant to be
fed into a digital computer, as illustrated in Figure 15.1. In this case, it is important
to condition the signal so that it is compatible with the process of data acquisition.
Two of the most important signal-conditioning functions are amplification and
filtering. Both are discussed in the present section.

Instrumentation Amplifiers

An instrumentation amplifier (IA) is a differential amplifier with very high in-
put impedance, low bias current, and programmable gain that finds widespread
application when low-level signals with large common-mode components are to
be amplified in noisy environments. This situation occurs frequently when a low-
level transducer signal needs to be preamplified, prior to further signal conditioning
(e.g., filtering). Instrumentation amplifiers were briefly introduced in Chapter 12
(see Example 12.4), as an extension of the differential amplifier. You may recall
that the IA introduced in Example 12.4 consisted of two stages, the first composed
of two noninverting amplifiers, the second of a differential amplifier. Although the
design in Chapter 12 is useful and is sometimes employed in practice, it suffers
from a few drawbacks, most notably the requirement for very precisely matched
resistors and source impedances to obtain the maximum possible cancellation of
the common-mode signal. If the resistors are not matched exactly, the common-
mode rejection ratio of the amplifier is significantly reduced, as the following will
demonstrate.

R RF

iFiS

v'b

R2

R1

R'2

R'

v–

v+

_

+ vout

R'F

_

+

_

+
vb

va

v'a

Figure 15.16 Discrete op-amp
instrumentation amplifier

The amplifier of Figure 15.16 has properly matched resistors (R2 = R′
2,

RF = R′
F ), except for resistors R and R′, which differ by an amount �R such that



700 Chapter 15 Electronic Instrumentation and Measurements

R′ = R + �R. Let us compute the closed-loop gain for the amplifier. As shown
in Example 12.4, the input-stage noninverting amplifiers have a closed-loop gain
given by

A = v′
b

vb

= v′
a

va

= 1 + 2R2

R1
(15.4)

To compute the output voltage, we observe that the voltage at the noninverting
terminal is

v+ = RF

RF + R + �R
v′
a (15.5)

and since the inverting-terminal voltage is v− = v+, the feedback current is given
by

iF = vout − v−

RF

= vout − RF

RF +R+�R
v′
a

RF

(15.6)

and the source current is

iS = v′
b − v−

R
= v′

b − RF

RF +R+�R
v′
a

R
(15.7)

Applying KCL at the inverting node (under the usual assumption that the input
current going into the op-amp is negligible), we set iF = −iS and obtain the
expression

vout

RF

= v′
a

RF + R + �R
− v′

b

R
+ RF

R

v′
a

RF + R + �R

=
(

1 + RF

R

)
v′
a

RF + R + �R
− v′

b

R

so that the output voltage may be computed to be

vout = RF

(
R + RF

R

)
v′
a

RF + R + �R
− RF

R
v′
b (15.8)

Note that if the term �R in the denominator were zero, the same result would
be obtained as in Example 12.4: vout = (RF /R)(v′

a − v′
b); however, because

of the resistor mismatch, there is a corresponding mismatch between the gains
for the two differential signal components. Further—and more important—if the
original signals, va and vb, contained both differential-mode and common-mode
components:

va = va dif + vcom vb = vb dif + vcom (15.9)

such that

v′
a = A(va dif + vcom) v′

b = A(vb dif + vcom) (15.10)

then the common-mode components would not cancel out in the output of the
amplifier, because of the gain mismatch, and the output of the amplifier would be
given by

vout = RF

(
R + RF

R

)
A(va dif + vcom)

RF + R + �R
− RF

R
A(vb dif + vcom) (15.11)
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resulting in the following output voltage:

vout = vout, dif + vout, com (15.12)

with

vout, dif = RF

(
R + RF

R

)
Ava dif

RF + R + �R
− RF

R
Avb dif (15.13)

and

vout, com = RF

(
R + RF

R

)
Avcom

RF + R + �R
− RF

R
Avcom

= RF

R

(
R + RF

RF + R + �R
− 1

)
Avcom

(15.14)

The common-mode rejection ratio (CMRR; see Section 12.6) is given in units of
dB by

CMRRdB =
∣∣∣∣ Adif

Acom

∣∣∣∣ = 20 log10

∣∣∣∣ Adif

vout, com/vcom

∣∣∣∣
= 20 log10

∣∣∣∣∣∣
Adif

RF

R

(
R+RF

RF +R+�R
− 1

)
A

∣∣∣∣∣∣
(15.15)

where Adif is the differential gain (which is usually assumed equal to the nominal
design value). Since the common-mode gain, vout, com/vcom, should ideally be zero,
the theoretical CMRR for the instrumentation amplifier with perfectly matched
resistors is infinite. In fact, even a small mismatch in the resistors used would
dramatically reduce the CMRR, as the Check Your Understanding exercises at the
end of this subsection illustrate. Even with resistors having 1 percent tolerance, the
maximum CMRR that could be attained for typical values of resistors and an overall
gain of 1,000 would be only 60 dB. In many practical applications, a requirement
for a CMRR of 100 or 120 dB is not uncommon, and these would demand resistors
of 0.01 percent tolerance (see Check Your Understanding Exercise 15.3). It should
be evident, then, that the “discrete” design of the IA, employing three op-amps and
discrete resistors, will not be adequate for the more demanding instrumentation
applications.

EXAMPLE 15.1 Common-Mode Gain and Rejection Ratio

Problem

Compute the common-mode gain and common-mode rejection ratio (CMRR) for the
amplifier of Figure 15.16.

Solution

Known Quantities: Amplifier nominal closed-loop gain; resistance values; resistor
tolerance.
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Find: vout, com/vcom, CMRRdB

Analysis: The common-mode gain is equal to the ratio of the common-mode output
signal to the common-mode input:

vout, com

vcom
= 100 −

(
11

11.02
− 1

)
= −0.1815

The CMRR (in units of dB) can be computed from equation 15.15 where

Adif = A × RF

R
= 100

and therefore,

CMRR =
∣∣∣∣ Adif

Acom

∣∣∣∣
dB

= 20 log10

∣∣∣∣ Adif

vout, com/vcom

∣∣∣∣ = 20 log10

∣∣∣∣∣∣
Adif

RF

R

(
R+RF

R+RF +�R
− 1

)
A

∣∣∣∣∣∣
= 20 log10

∣∣∣∣∣ 100
10
1

(
11

11.02 − 1
)

10

∣∣∣∣∣ = 54.82 dB

Comments: Note that, in general, it is difficult to determine exactly the level of resistor
mismatch in an instrumentation amplifier. One usually makes reference to manufacturer
data sheets, such as those you will find in the accompanying CD-ROM.

The general expression for the CMRR of the instrumentation amplifier of
Figure 15.16, without assuming any of the resistors are matched, except for R2

and R′
2, is

CMRR =
∣∣∣∣ Adif

Acom

∣∣∣∣ =
∣∣∣∣∣∣
(RF /R)(1 + 2R2/R1)

RF

R

[
R′

F

RF

(
RF +R
R′

F +R′

)
− 1

]
∣∣∣∣∣∣ (15.16)

and it can easily be shown that the CMRR is infinite if the resistors are perfectly
matched.

Example 15.1 illustrated some of the problems that are encountered in the
design of instrumentation amplifiers using discrete components. Many of these
problems can be dealt with very effectively if the entire instrumentation amplifier
is designed into a single monolithic integrated circuit, where the resistors can be
carefully matched by appropriate fabrication techniques and many other problems
can also be avoided. The functional structure of an IC instrumentation amplifier
is depicted in Figure 15.17. Specifications for a common IC instrumentation
amplifier (and a more accurate circuit description) are shown in Figure 15.18.
Among the features worth mentioning here are the programmable gains, which
the user can set by suitably connecting one or more of the resistors labeled R1

to the appropriate connection. Note that the user may also choose to connect
additional resistors to control the amplifier gain, without adversely affecting the
amplifier’s performance, since R1 requires no matching. In addition to the pin
connection that permits programmable gains, two additional pins are provided,
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Figure 15.17 IC instrumentation amplifier
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Figure 15.18 AD625 instrumentation amplifier

called sense and reference. These additional connections are provided to the user
for the purpose of referencing the output voltage to a signal other than ground,
by means of the reference terminal, or of further amplifying the output current
(e.g., with a transistor stage), by connecting the sense terminal to the output of the
current amplifier.

EXAMPLE 15.2 Instrumentation Amplifier Gain Configuration
Using Internal Resistors

Problem

Determine the possible input-stage gains that can be configured using the choice of
resistor values given for the instrumentation amplifier (IA) of Figure 15.17.
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Solution

Known Quantities: IA resistor values.

Find: A, for different resistor combinations.

Schematics, Diagrams, Circuits, and Given Data: RF = R = 10 k
; R2 = 20 k
;
R1 = 80.2 
, 201 
, 404 
.

Analysis: Recall that the gain of the input stage (for each of the differential inputs) can
be calculated according to equation 15.4:

A = 1 + 2R2

R1

Thus, by connecting each of the three resistors, we can obtain gains

A1 = 1 + 40,000

80.2
= 500 A2 = 1 + 40,000

201
= 200 A3 = 1 + 40,000

404
= 100

It is also possible to obtain additional input-stage gains by connecting resistors in parallel:

80.2‖201 = 57.3 
(A4 ≈ 700) 80.2‖404 = 66.9 
(A5 ≈ 600)

404‖201 = 134.2 
(A6 ≈ 300)

Comments: The use of resistors supplied with the IA package is designed to reduce the
uncertainty introduced by the use of external resistors, since the value of the internally
supplied resistors can be controlled more precisely.

Check Your Understanding
15.1 Use the definition of the common-mode rejection ratio (CMRR) given in equation
15.16 to compute the CMRR (in dB) of the amplifier of Example 15.1 if RF/R = 100 and
A = 10, and if �R = 5% of R. Assume R = 1 k
, RF = 100 k
.

15.2 Repeat Exercise 15.1 for a 1 percent variation in R.

15.3 Repeat Exercise 15.1 for a 0.01 percent variation in R.

15.4 Calculate the mismatch in gains for the differential components for the 5 percent
resistance mismatch of Exercise 15.1.

15.5 Calculate the mismatch in gains for the differential components for the 1 percent
resistance mismatch of Exercise 15.2.

15.6 What value of resistance R1 would permit a gain of 1,000 for the IA of Exam-
ple 15.2?

Active Filters

The need to filter sensor signals that may be corrupted by noise or other interfer-
ing or undesired inputs has already been approached in two earlier chapters. In
Chapter 6, simple passive filters made of resistors, capacitors, and inductors were
analyzed. It was shown that three types of filter frequency response characteristics
can be achieved with these simple circuits: low-pass, high-pass, and band-pass.
In Chapter 12, the concept of active filters was introduced, to suggest that it may
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be desirable to exploit the properties of operational amplifiers to simplify filter
design, to more easily match source and load impedances, and to eliminate the
need for inductors. The aim of this section is to discuss more advanced active
filter designs, which find widespread application in instrumentation circuits.

Figure 15.19 depicts the general characteristics of a low-pass active filter,
indicating that within the pass-band of the filter, a certain deviation from the
nominal filter gain, A, is accepted, as indicated by the minimum and maximum
pass-band gains, A+ ε and A− ε. The width of the pass-band is indicated by the
cutoff frequency, ωC . On the other hand, the stop-band, starting at the frequency
ωS , does not allow a gain greater than Amin. Different types of filter designs
achieve different types of frequency responses, which are typically characterized
either by having a particularly flat pass-band frequency response (Butterworth
filters), or by a very rapid transition between pass-band and stop-band (Chebyshev
filters, and Cauer, or elliptical, filters), or by some other characteristic, such as a
linear phase response (Bessel filters). Achieving each of these properties usually
involves trade-offs; for example, a very flat pass-band response will usually result
in a relatively slow transition from pass-band to stop-band.

|H(jω)|

A – ε
A

A + ε

Amin

Pass-band

Stop-band

ωC ωS ω

Figure 15.19 Prototype low-pass filter response

In addition to selecting a filter from a certain family, it is also possible to
select the order of the filter; this is equal to the order of the differential equation that
describes the input-output relationship of a given filter. In general, the higher the
order, the faster the transition from pass-band to stop-band (at the cost of greater
phase shifts and amplitude distortion, however). Although the frequency response
of Figure 15.19 pertains to a low-pass filter, similar definitions also apply to the
other types of filters.

Butterworth filters are characterized by a maximally flat pass-band frequency
response characteristic; their response is defined by a magnitude-squared function
of frequency:

|H(jω)|2 = H 2
0

1 + ε2ω2n
(15.17)

where ε = 1 for maximally flat response andn is the order of the filter. Figure 15.20
depicts the frequency response (normalized to ωC = 1) of first-, second-, third-,
and fourth-order Butterworth low-pass filters. The Butterworth polynomials,
given in Table 15.3 in factored form, permit the design of the filter by specifying
the denominator as a polynomial in s. For s = jω, one obtains the frequency
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Figure 15.20 Butterworth low-pass filter frequency response

Table 15.3 Butterworth polynomials in quadratic form

Order n Quadratic factors

1 (s + 1)

2 (s2 + √
2s + 1)

3 (s + 1)(s2 + s + 1)

4 (s2 + 0.7654s + 1)(s2 + 1.8478s + 1)

5 (s + 1)(s2 + 0.6180s + 1)(s2 + 1.6180s + 1)

response of the filter. Examples 15.4 and 15.5 illustrate filter design procedures
that make use of these tables.

Figure 15.21 depicts the normalized frequency response of first- to fourth-
order low-pass Chebyshev filters (n = 1 to 4), for ε = 1.06. Note that a certain
amount of ripple is allowed in the pass-band; the amplitude of the ripple is defined
by the parameter ε, and is constant throughout the pass-band. Thus, these filters are
also called equiripple filters. Cauer, or elliptical, filters are similar to Chebyshev
filters, except for being characterized by equiripple both in the pass-band and in
the stop-band. Design tables exist to select the appropriate order of Butterworth,
Chebyshev, or Cauer filter for a specific application.
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0.6

0.8
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A
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de

0.2

First order
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Third order
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Figure 15.21 Chebyshev low-pass filter frequency response

Three common configurations of second-order active filters, which can be
used to implement second-order (or quadratic) filter sections using a single op-
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amp, are shown in Figure 15.22. These filters are called constant-K, or Sallen and
Key, filters (after the names of the inventors). The analysis of these active filters,
although somewhat more involved than that of the active filters presented in the
preceding chapter, is based on the basic properties of the ideal operational amplifier
discussed earlier. Consider, for example, the low-pass filter of Figure 15.22. The
first unusual aspect of the filter is the presence of both negative and positive
feedback; that is, feedback connections are provided to both the inverting and the
noninverting terminals of the op-amp. The analysis method consists of finding
expressions for the input terminal voltages of the op-amp, v+ and v−, and using
these expressions to derive the input-output relationship for the filter. This analysis
is left as a homework problem. The frequency response of the low-pass filter is
given by

H(jω) = K(1/R1R2C1C2)

(jω)2 +
[

1
R1C1

+ 1
R2C1

+ 1
R2C2

(K − 1)
]
jω + 1

R1R2C1C2

(15.18)

C1

C2

R1 R2

RB

RA

vS _
+

Low-pass filter

vout

R1

R2

C1 C2

RB

RA

_
+

High-pass filter

R2

R3

R1 C1

RB

RA

_
+

Band-pass filter

C2

v+

v

vS
vout

vS

vout

Figure 15.22 Sallen and Key
active filters

The above frequency response can be expressed in one of two more general
forms:

H(jω) = Kω2
C

(jω)2 +
(

ωC

Q

)
(jω) + ω2

C

and (15.19)

H(jω) = K

(jω)2

ω2
C

+
(

2ζ
ωC

)
(jω) + 1

The two forms are related to one another by the identity 2ζ = Q−1. The parameter
ωC represents the cutoff frequency of the (low-pass) filter. The parameter Q is
called the quality factor, and represents the sharpness of the resonant peak in the
frequency response of the filter (recall the material on resonance in Chapter 6).
The parameter ζ , which is called damping ratio, is proportional to the inverse of
Q, and represents the degree of damping present in the filter: a filter with low
damping (low ζ ), and therefore high Q, will have an underdamped response
(see, again, Chapter 6), while a low-Q filter will be highly damped.

The relationships between the three parameters of the second-order filter
(ωC , ζ , and K) and the resistors and capacitors is defined below for the low-pass
Sallen and Key filter. A very desirable property of the Sallen and Key, or constant-
K, filter is the fact that the low-frequency gain of the filter is independent of the
cutoff frequency, and is determined simply by the ratio of resistors RA and RB .
The other four components define the cutoff frequency and damping ratio (or Q),
as shown in equations 15.20.

K = 1 + RA

RB

ωC = 1√
R1R2C1C2

1

Q
= 2ζ =

√
R2C2

R1C1
+

√
R1C2

R2C1
+ (K − 1)

√
R1C1

R2C2

(15.20)
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The quadratic filter sections of Figure 15.22 can be used to implement filters
of arbitrary order and of different characteristics. For example, a fourth-order
Butterworth filter can be realized by connecting two second-order Sallen and Key
quadratic sections in cascade, and by observing that the component values of each
section can be specified given the desired gain, cutoff frequency, and damping
ratio (or quality factor). The following examples illustrate these procedures.

Data sheets for integrated-circuit filters may be found in the accompanying
CD-ROM.

EXAMPLE 15.3 Determining the Order of a Butterworth Filter

Problem

Determine the required order of a filter, given the filter specifications.

Solution

Known Quantities: Filter gain at cutoff frequencies (pass-band and stop-band).

Find: Order n of filter.

Schematics, Diagrams, Circuits, and Given Data: Pass-band gain: −3 dB at ωC =
1 rad/s; stop-band gain: −40 dB at ωC = 4ωC .

Assumptions: Use a Butterworth filter response. Assume that the low-frequency gain
H0 = 1.

Analysis: Using the magnitude-squared response for the Butterworth filter (equation
15.17),

|H(jω)|2 = H 2
0

1 + ε2ω2n

with ε = 1, we obtain the following expression at the pass-band cutoff frequency, ωC :

|H(jω = jωC)| = H0√
1 + ω2n

C

= H0√
1 + 12n

= H0√
2
.

This is already the desired value for the pass-band gain (3 dB below the low-frequency
gain), since

20 log10

(
1√
2

)
= −3 dB.

Note that the first requirement is automatically satisfied because of the nature of the
Butterworth filter response.

The requirement for the stop-band gain imposes that the gain at frequencies at or
above ωS be less than −40 dB:

20 log10 |H(jω = jωS)| = 20 log10

H0√
1 + ω2n

S

= 20 log10

H0√
1 + 42n

≤ −40.

Thus:

20 log10(H0) − 20 log10(
√

1 + 42n) ≤ −40

or

log10(1 + 42n) ≥ 4

(1 + 42n) ≥ 104

2n log10(4) ≥ log10(104 − 1)
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Solving the above inequality we obtain: n ≥ 3.32. Since n must be an integer, we choose
n = 4. Note that for n = 4, the actual gain at the stop-band frequency can be calculated to
be:

|H(jω = jωS)| = H0√
1 + ω2n

C

= 1√
1 + 42×4

= −48.16 dB

which is lower than the minimum desired gain of −40 dB, thus satisfying the specification.

Comments: Note that the −3 dB gain at the pass-band cutoff frequency is always
satisfied in a Butterworth filter, since ε = 1.

EXAMPLE 15.4 Design of Sallen and Key Filter

Problem

Determine the cutoff frequency, DC gain, and quality factor for the Sallen and Key filter
of Figure 15.22.

Solution

Known Quantities: Filter resistor and capacitor values.

Find: K; ωC ; Q.

Schematics, Diagrams, Circuits, and Given Data: All resistors are 500 
, all capacitors
are 2 µF.

Assumptions: None

Analysis: Using the definitions given in equation 15.20, we compute:

K = 1 + RA

RB

= 1 + 500

500
= 2

ωC = 1√
R1R2C1C2

= 1√
(500)2 (2 × 10−6)2

= 1,000 rad/s

1

Q
= 2ζ =

√
R2C2

R1C1
+

√
R1C2

R2C1
+ (1 − K)

√
R1C1

R2C2
= 1

Comments: What type of response does the filter analyzed above have? We can compare
the filter response to that of a quadratic Butterworth filter (or other filter family) by
determining the Q of the filter. Once the gain and cutoff frequency have been defined, Q
is the parameter that distinguishes, say, a Butterworth from a Chebyshev filter. The
Butterworth polynomial of order 2 is given in Table 15.3 as (s2 + √

2s + 1). If we
compare this expression to the denominator of equation 15.19, we obtain:

H(s) = Kω2
C

s2 +
(
ωC
Q

)
s + ω2

C

= 1

s2 + √
2s + 1

Since the expressions for the quadratic polynomials of Table 15.3 are normalized to unity
gain and cutoff frequency, we know that K = 1 and ωC = 1, and therefore we can solve
for the value of Q in a Butterworth filter by setting

1

Q
=

√
2 or Q = 1√

2
= 0.707



710 Chapter 15 Electronic Instrumentation and Measurements

Thus, every second-order Butterworth filter is characterized by a Q of 0.707; this
corresponds to a damping ratio ζ = 0.5Q−1 = 0.707, that is, to a lightly underdamped
response. The next example considers the characteristics of a fourth-order Butterworth
filter.

EXAMPLE 15.5 Design of Fourth-Order Butterworth Filter

Problem

Design a fourth-order low-pass Butterworth filter using two quadratic Sallen and Key
sections.

Solution

Known Quantities: Filter response; desired gain and cutoff frequency.

Find: Component values R1, R2, C1, C2, RA, RB , for each filter section.

Schematics, Diagrams, Circuits, and Given Data: Gain = 100; cutoff frequency =
400 rad/s.

Assumptions: Use low-pass Sallen and Key filter prototype. In the sinusoidal steady
state, s → jω.

Analysis: Table 15.3 suggests that a Butterworth fourth-order filter is composed of the
product of two quadratic responses. Our first objective is to determine the Q of each of
these two quadratic responses, so that we can design each of the two Sallen and Key
quadratic sections. Comparing the standard quadratic low-pass filter response to the first of
the two Butterworth polynomials for a normalized filter with K = 1 and ωC = 1, we have:

H(s) = Kω2
C

s2 +
(
ωC
Q

)
s + ω2

C

= 1

s2 + 0.7654s + 1

and, for a normalized filter with K = 1 and ωC = 1, we can solve for the value of Q1, the
Q of the first section:

1

Q1
= 0.7654 or Q1 = 1

0.7654
= 1.3065

Repeating the procedure for the second section we obtain:

1

Q2
= 1.8478 or Q2 = 1

1.8478
= 0.5412

Having determined these values, we can now proceed to design two separate quadratic
sections with the values of Q computed above, and each with gain K = 10 (so that the
product of the two sections yields a low-frequency gain of 100, as specified), and cutoff
frequency ωC = 400 rad/s. The responses for the two sections are:

H(s) = Kω2
C

s2 +
(
ωC
Q1

)
s + ω2

C

= 1.6 × 106

s2 + 306.16s + 1.6 × 105

= 10

6.25 × 10−6s2 + 1.914 × 10−3s + 1
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and

H(s) = Kω2
C

s2 +
(
ωC
Q2

)
s + ω2

C

= 1.6 × 106

s2 + 739.12s + 1.6 × 105

= 10

6.25 × 10−6s2 + 4.62 × 10−3s + 1

One of the important features of the Sallen and Key filter prototype is that we can choose
the values for the resistors that set the circuit gain independently of those of the resistors
that set the cutoff frequency (the converse is not true). Thus, we can separately select
K = 10 for both stages by requiring that 1 + RA/RB = 10, for example, RA = 100 k
,
RA = 11.1 k
.

Next, we compute the component values using equations 15.20. Since we have only
two equations and four unknowns, two values will have to be selected arbitrarily. We can
write:

ωC =
√

1

R1R2C1C2
⇒ ωC

√
C1C2 = 1√

R1R2
⇒

√
R1R2 = 1

ωC

√
C1C2

and

1

Q
=

√
R2

R1
·
√

C2

C1
+

√
R1

R2
·
√

C2

C1
+ (1 − K)

√
R1

R2
·
√

C1

C2
.

Rearrange the last equation as:

1

Q
=

√
R2

R1
·
√

C2

C1
+

√
R1

R2
·
[√

C2

C1
+ (1 − K) ·

√
C1

C2

]

and operate a change of variables to obtain:

x =
√

R2

R1
c =

[√
C2

C1
+ (1 − K) ·

√
C1

C2

]
a =

√
C2

C1
b = 1

Q

b = ax + c

x

or

ax2 − bx + c = 0

There is always a positive root in the preceding equation, as a and b are both positive.
One can easily show that there is another positive root if

√
1

4Q2
+ K − 1 <

√
C2

C1
<

√
K − 1

and in that case there are two solutions for R1, R2; also, there are real solutions only if
C2 < (K − 1)C1.

Solving the preceding equations gives:

x =
√

R2

R1
= b + √

b2 − 4 · ac
2a

.
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or

x =
√

R2

R1
=

1

Q
+

√
1

Q2
− 4 · C2

C1
+ 4(K − 1)

2

√
C2

C1

Now, we have the new system:


√
R2

R1
=

1

Q
+

√
1

Q2
− 4 · C2

C1
+ 4(K − 1)

2

√
C2

C1

√
R1R2 = 1

wC

√
C1C2

that can by easily be solved by substitution, as follows:

√
R2 =

1

Q
+

√
1

Q2
− 4 · C2

C1
+ 4(K − 1)

2

√
C2

C1

√
R1

R1 ·

1

Q
+

√
1

Q2
− 4 · C2

C1
+ 4(K − 1)

2

√
C2

C1

= 1

ωC

√
C1C2

That is,

R1 =
2

√
C2

C1

ωC

√
C1C2

[
1

Q
+

√
1

Q2
− 4 · C2

C1
+ 4(K − 1)

]

R2 =

[
1

Q
+

√
1

Q2
− 4 · C2

C1
+ 4(K − 1)

]

2

√
C2

C1
· ωC

√
C1C2

If we assume 0.1 µF values for both C1 and C2 in each section, we can compute the value
of the resistances required to complete the design:

First section:
R1 = 7,723 
 (nearest standard 5% resistor value: 8.2 k
)
R2 = 80,923 
 (nearest standard 5% resistor value: 82 k
)

Second section:
R1 = 6,411 
 (nearest standard 5% resistor value: 6.8 k
)
R2 = 97,484 
 (nearest standard 5% resistor value: 100 k
)
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The designer may choose to employ high precision resistors or adjustable resistors, if
desired.

Comments: We have chosen to fix the values of the capacitors and compute the required
values of the resistors because of the greater availability of resistor sizes.

Focus on Computer-Aided Solutions: A Matlab file that performs the computations
shown above for each quadratic section may be found in the accompanying CD-ROM.
Note that the m-file can be easily modified to design a Butterworth filter of arbitrary order.

Check Your Understanding
15.7 Determine the order of the filter required to satisfy the requirements of Example
15.3 if the stop-band frequency is moved to ωS = 2ωC .

15.8 What is the actual attenuation of the filter of Exercise 15.7 at the stop-band fre-
quency, ωS?

15.9 Design a quadratic filter section with Q = 1 and a cutoff frequency of 10 rad/s.
Note that there can be many solutions, depending on your design.

15.4 ANALOG-TO-DIGITAL AND
DIGITAL-TO-ANALOG CONVERSION

To take advantage of the capabilities of a microcomputer, it is necessary to suitably
interface signals to and from external devices with the microcomputer. Depend-
ing on the nature of the signal, either an analog or a digital interface circuit will
be required. The advantages in memory storage, programming flexibility, and
computational power afforded by today’s digital computers are such that the in-
strumentation designer often chooses to convert an analog signal to an equivalent
digital representation, to exploit the capabilities of a microprocessor in processing
the signal. In many cases, the data converted from analog to digital form remain
in digital form for ease of storage, or for further processing. In some instances it
is necessary to convert the data back to analog form. The latter condition arises
frequently in the context of control system design, where an analog measurement
is converted to digital form and processed by a digital computer to generate a
control action (e.g., raising or lowering the temperature of a process, or exerting
a force or a torque); in such cases, the output of the digital computer is converted
back to analog form, so that a continuous signal becomes available to the actuators.
Figure 15.23 illustrates the general appearance of a digital measuring instrument
and of a digital controller acting on a plant or process.

The objective of this section is to describe how the digital-to-analog (D/A)
and analog-to-digital (A/D) conversion blocks of Figure 15.23 function. After
illustrating discrete circuits that can implement simple A/D and D/A converters,
we shall emphasize the use of ICs specially made for these tasks. Nowadays, it is
uncommon (and impractical) to design such circuits using discrete components:

http://www.mhhe.com/engcs/electrical/rizzoni/examples.mhtml
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Figure 15.23 Block diagrams of a digital measuring instrument and a
digital control system

the performance and ease of use of IC packages make them the preferred choice
in virtually all applications.

Digital-to-Analog Converters

We discuss digital-to-analog conversion first because it is a necessary part of
analog-to-digital conversion in many A/D conversion schemes. A digital-to-
analog converter (DAC) will convert a binary word to an analog output voltage
(or current). The binary word is represented in terms of 1s and 0s, where typically
(but not necessarily), 1s correspond to a 5-volt level and 0s to a 0-volt signal. As
an example, consider a four-bit binary word:

B = (b3b2b1b0)2 = (b3 · 23 + b2 · 22 + b1 · 21 + b0 · 20)10 (15.21)

The analog voltage corresponding to the digital word B would be

va = (8b3 + 4b2 + 2b1 + b0) δv (15.22)

where δv is the smallest step size by which va can increment. This least step size
will occur whenever the least significant bit (LSB), b0, changes from 0 to 1, and
is the smallest increment the digital number can make. We shall also shortly see
that the analog voltage obtained by the D/A conversion process has a “staircase”
appearance because of the discrete nature of the binary signal.

The step size is determined on the basis of each given application, and
is usually determined on the basis of the number of bits in the digital word to
be converted to an analog voltage. We can see that, by extending the previous
example for an n-bit word, the maximum value va can attain is

va max = (2n−1 + 2n−2 + · · · + 21 + 20) δv

= (2n − 1) δv
(15.23)
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It is relatively simple to construct a DAC by taking advantage of the summing
amplifier illustrated in Chapter 12. Consider the circuit shown in Figure 15.24,
where each bit in the word to be converted is represented by means of a 5-V source
and a switch. When the switch is closed, the bit takes a value of 1 (5 V); when the
switch is open, the bit has value 0. Thus, the output of the DAC is proportional to
the word bn−1bn−2 . . . b1b0.

+

–
Rn – 1

RF

bn – 1

Rn – 2

b1

bn – 2

R0

b0

R1

…

va

Vin

Figure 15.24 n-bit
digital-to-analog converter
(DAC)

You will recall that a property of the summing amplifier is that the sum of
the currents at the inverting node is zero, yielding the relationship

va = −
(
RF

Ri

· bi · 5

)
i = 0, 1, . . . , n − 1 (15.24)

where Ri is the resistor associated with each bit and bi is the decimal value of the
ith bit (i.e., b0 = 20, b1 = 21, and so on). It is easy to verify that if we select

Ri = R0

2i
(15.25)

we can obtain weighted gains for each bit so that

va = −RF

R0
(2n−1bn−1 + · · · + 21b1 + 20b0) · Vin (15.26)

and so that the analog output voltage is proportional to the decimal representation
of the binary word. As an illustration, consider the case of a four-bit word; a
reasonable choice for R0 might be R0 = 10 k
, yielding a resistor network
consisting of 10-, 5-, 2.5-, and 1.25-k
 resistors, as shown in Figure 15.25. The
largest decimal value of a four-bit word is 24 − 1 = 15, and so it is reasonable to
divide this range into steps of 1 volt (i.e., δv = 1 V). Thus, the full-scale value of
va is 15 V:

0 ≤ va ≤ 15 V

and we select RF according to the following expression:

RF = δv R0

Vin
= 1 · 104

5
= 2 k


The corresponding four-bit DAC is shown in Figure 15.25.

+

–
va

b3

b2

b1

b0

1.25 kΩ

2.5 kΩ

5 kΩ

10 kΩ

2 kΩ

4-bit DAC
with 0-15 V

range

Figure 15.25 Four-bit
DAC

The DAC transfer characteristic is such that the analog output voltage, va ,
has a steplike appearance, because of the discrete nature of the binary signal. The
coarseness of the “staircase” can be adjusted by selecting the number of bits in the
binary representation.

The practical design of a DAC is generally not carried out in terms of dis-
crete components, because of problems such as the accuracy required of the resis-
tor value. Many of the problems associated with this approach can be solved by
designing the complete DAC circuit in integrated circuit (IC) form. The specifica-
tions stated by the IC manufacturer include the resolution, that is, the minimum
nonzero voltage; the full-scale accuracy; the output range; the output settling
time; the power supply requirements; and the power dissipation. The following
examples illustrate the use of integrated circuit DACs.
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EXAMPLE 15.6 DAC Resolution

Problem

Determine the smallest step size, or resolution, of an 8-bit DAC.

Solution

Known Quantities: Maximum analog voltage.

Find: Resolution δv.

Schematics, Diagrams, Circuits, and Given Data: va,max = 12 V.

Analysis: Using equation 15.23, we compute:

δv = va,max − va,min

28 − 1
= 12 − 0

28 − 1
= 47.1 mV

Comments: Note that the resolution is dependent not only on the number of bits, but also
on the analog voltage range (12 V in this case).

EXAMPLE 15.7 Determining the Required Number of Bits
in a DAC

Problem

Find an expression for the required number of bits in a DAC using the definitions of range
and resolution.

Solution

Known Quantities: Range and resolution of DAC. Voltage level corresponding to logic 1.

Find: Number of DAC bits required.

Schematics, Diagrams, Circuits, and Given Data:
Range: the analog voltage range of the DAC = va,max − va,min.
Resolution: the minimum step size δv.
Vin = voltage level corresponding to logic 1.
0 V = voltage level corresponding to logic 0.

Analysis: The maximum analog voltage output of the DAC is obtained when all bits are
set to 1. Using equation 15.26 we can determine va,max:

va,max = Vin
RF

R0
(2n − 1)

The minimum analog voltage output is realized when all bits are set to logic 0. In this
case, since the voltage level associated with a logic 0 is 0 V, va,min = 0. Thus, the range of
this DAC is va,max − va,min = va,max.

The resolution was defined in the preceding example as:

δv = va,max − va,min

2n − 1
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Knowing both range and resolution, we can solve for the number of bits, n, as follows:

n =
log

(
va,max−va,min

δv
+ 1

)
log 2

=
log

(
range

resolution + 1
)

log 2

Since n must be an integer, the result of the above expression will be rounded up to the
nearest integer. For example, if we require a 10-V range DAC with a resolution of 10 mV,
we can compute the required number of bits to be:

n = log
(

10
10−2 + 1

)
log 2

= 9.97 → 10 bits

Comments: The result of this example is of direct use in the design of practical DAC
circuit.

EXAMPLE 15.8 Using DAC Device Data Sheets

Problem

Using the data sheets for the AD7524 (supplied in the enclosed CD-ROM), answer the
following questions:

1. What is the best (smallest) resolution attainable for a range of 10 volts?

2. What is the maximum allowable conversion frequency of this DAC?

Solution

Known Quantities: Desired range of DAC.

Find: Resolution and maximum conversion frequency.

Schematics, Diagrams, Circuits, and Given Data: Range = 10 V. DAC specifications
found in device data sheet.

Assumptions: The DAC is operated at full-scale range.

Analysis:

1. From the data sheet we determine that the AD558 is an 8-bit converter. Thus, the best
resolution that can be obtained is:

δv = va,max − va,min

2n − 1
= 10

28 − 1
= 39.2 mV

2. The maximum frequency of the DAC depends on the settling time. This is defined as
the time required for the output to settle to within one half of the least significant bit
(LSB) of its final value. Only one conversion can be performed during the settling
time. The settling time is dependent on the voltage range, and for the 10-V range
indicated in this problem it is equal to TS = 1 µs. The corresponding maximum
sampling frequency is FS = 1/TS = 1 MHz.

Comments: The significance of the sampling frequency is discussed in the next
subsection in connection with the Nyquist sampling criterion.



718 Chapter 15 Electronic Instrumentation and Measurements

Analog-to-Digital Converters

The device that makes conversion of analog signals to digital form is the analog-to-
digital converter (ADC), and, just like the DAC, it is also available as a single IC
package. This section will illustrate the essential features of four types of ADCs:
the tracking ADC, which utilizes a DAC to perform the conversion; the integrating
ADC; the flash ADC; and the successive-approximation ADC. In addition to dis-
cussing analog-to-digital conversion, we shall also introduce the sample-and-hold
amplifier.

Quantization

The process of converting an analog voltage (or current) to digital form requires
that the analog signal be quantized and encoded in binary form. The process of
quantization consists of subdividing the range of the signal into a finite number
of intervals; usually, one employs 2n − 1 intervals, where n is the number of bits
available for the corresponding binary word. Following this quantization, a binary
word is assigned to each interval (i.e., to each range of voltages or currents);
the binary word is then the digital representation of any voltage (current) that
falls within that interval. You will note that the smaller the interval, the more
accurate the digital representation is. However, some error is necessarily always
present in the conversion process; this error is usually referred to as quantization
error. Let va represent the analog voltage and vd its quantized counterpart, as
shown in Figure 15.26 for an analog voltage in the range 0–16 V. In the figure,
the analog voltage va takes on a value of vd = 0 whenever it is in the range
0–1 V; for 1 ≤ va < 2, the corresponding value is vd = 1; for 2 ≤ va < 3,
vd = 2; and so on, until, for 15 ≤ va < 16, we have vd = 15. You see
that if we now represent the quantized voltage vd by its binary counterpart, as
shown in the table of Figure 15.26, each 1-volt analog interval corresponds to a
unique binary word. In this example, a four-bit word is sufficient to represent the
analog voltage, although the representation is not very accurate. As the number
of bits increases, the quantized voltage is closer and closer to the original analog
signal; however, the number of bits required to represent the quantized value
increases.
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Figure 15.26 A digital
voltage representation of an
analog voltage

Tracking ADC

Although not the most efficient in all applications, the tracking ADC is an easy
starting point to illustrate the operation of an ADC, in that it is based on the DAC
presented in the previous section. The tracking ADC, shown in Figure 15.27,
compares the analog input signal with the output of a DAC; the comparator output
determines whether the DAC output is larger or smaller than the analog input to
be converted to binary form. If the DAC output is smaller, then the comparator
output will cause an up-down counter (see Chapter 14) to count up, until it reaches
a level close to the analog signal; if the DAC output is larger than the analog
signal, then the counter is forced to count down. Note that the rate at which the
up-down counter is incremented is determined by the external clock, and that the
binary counter output corresponds to the binary representation of the analog signal.
A feature of the tracking ADC is that it follows (“tracks”) the analog signal by
changing one bit at a time.

Comparator

Analog
input

Up

Down

Digital
output

+

–

Clock

Up-down
counter

D/A

Figure 15.27 Tracking ADC
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Integrating ADC

The integrating ADC operates by charging and discharging a capacitor, according
to the following principle: if one can ensure that the capacitor charges (discharges)
linearly, then the time it will take for the capacitor to discharge is linearly related
to the amplitude of the voltage that has charged the capacitor. In practice, to
limit the time it takes to perform a conversion, the capacitor is not required to
charge fully. Rather, a clock is used to allow the input (analog) voltage to charge
the capacitor for a short period of time, determined by a fixed number of clock
pulses. Then the capacitor is allowed to discharge through a known circuit, and the
corresponding clock count is incremented until the capacitor is fully discharged.
The latter condition is verified by a comparator, as shown in Figure 15.28. The
clock count accumulated during the discharge time is proportional to the analog
voltage.

+

–

Clock

va 

C

R

Reset

Digital output

Vref

Integrator
Comparator

+

–
Counter

Figure 15.28 Integrating ADC

In the figure, the switch causes the counter to reset when it is connected
to the reference voltage, Vref . The reference voltage is used to provide a known,
linear discharge characteristic through the capacitor (see the material on the op-
amp integrator in Chapter 12). When the comparator detects that the output of
the integrator is equal to zero, it switches state and disables the NAND gate, thus
stopping the count. The binary counter output is now the digital counterpart of the
voltage va .

Other common types of ADC are the so-called successive-approximation
ADC and the flash ADC.

Flash ADC

The flash ADC is fully parallel and is used for high-speed conversion. A resistive
divider network of 2n resistors divides the known voltage range into that many
equal increments. A network of 2n − 1 comparators then compares the unknown
voltage with that array of test voltages. All comparators with inputs exceeding the
unknown are “on”; all others are “off.” This comparator code can be converted
to conventional binary by a digital priority encoder circuit. For example, assume
that the three-bit flash ADC of Figure 15.29 is set up with Vref = 8 V. An input
of 6.2 V is provided. If we number the comparators from the top of Figure 15.29,
the state of each of the seven comparators is as given in Table 15.4.
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Figure 15.29 A three-bit
flash ADC
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Table 15.4 State of comparators in a 3-bit flash ADC

Input on Input on
Comparator + line − line Output

1 7 V 6.2 V H

2 6 V 6.2 V L

3 5 V 6.2 V L

4 4 V 6.2 V L

5 3 V 6.2 V L

6 2 V 6.2 V L

7 1 V 6.2 V L

EXAMPLE 15.9 Flash ADC

Problem

How many comparators are needed in a 4-bit flash ADC?

Solution

Known Quantities: ADC resolution.

Find: Number of comparators required.

Analysis: The number of comparators needed is 2n − 1 = 15.

Comments: The flash ADC has the advantage of high speed because it can
simultaneously determine the value of each bit thanks to the parallel comparators.
However, because of the large number of comparators, flash ADCs tend to be expensive.

In the preceding discussion, we explored a few different techniques for
converting an analog voltage to its digital counterpart; these methods—and any
others—require a certain amount of time to perform the A/D conversion. This is
the ADC conversion time, and is usually quoted as one of the main specifications
of an ADC device. A natural question at this point would be: If the analog voltage
changes during the analog-to-digital conversion and the conversion process itself
takes a finite time, how fast can the analog input signal change while still allowing
the ADC to provide a meaningful digital representation of the analog input? To
resolve the uncertainty generated by the finite ADC conversion time of any prac-
tical converter, it is necessary to use a sample-and-hold amplifier. The objective
of such an amplifier is to “freeze” the value of the analog waveform for a time
sufficient for the ADC to complete its task.

A typical sample-and-hold amplifier is shown in Figure 15.30. It operates
as follows. A MOSFET analog switch (see Chapter 10) is used to “sample” the
analog waveform. Recall that when a voltage pulse is provided to the sample input
of the MOSFET switch (the gate), the MOSFET enters the ohmic region and in
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Figure 15.30 Description of the sample-and-hold process

effect becomes nearly a short circuit for the duration of the sampling pulse. While
the MOSFET conducts, the analog voltage, va , charges the “hold” capacitor, C, at
a fast rate through the small “on” resistance of the MOSFET. The duration of the
sampling pulse is sufficient to charge C to the voltage va . Because the MOSFET is
virtually a short circuit for the duration of the sampling pulse, the charging (RC)
time constant is very small, and the capacitor charges very quickly. When the
sampling pulse is over, the MOSFET returns to its nonconducting state, and the
capacitor holds the sampled voltage without discharging, thanks to the extremely
high input impedance of the voltage-follower (buffer) stage. Thus, vSH is the
sampled-and-held value of va at any given sampling time.

EXAMPLE 15.10 Sample-and-Hold Amplifier

Problem

Using the data sheets for the AD585 sample-and-hold amplifier (supplied in the enclosed
CD-ROM), answer the following questions:

1. What is the acquisition time of the AD582?

2. How could acquisition time be reduced?

Solution

Known Quantities: AD585 device data sheets.

Find: Acquisition time.

Schematics, Diagrams, Circuits, and Given Data: DAC specifications found in device
data sheet. Definition: the acquisition time T is the time required for the output of the
sample-and-hold amplifier to reach its final value, within a specified error bound, after the
amplifier has switched from the sample mode to the hold mode. The time T includes the
switch delay time, the slewing interval, and the amplifier settling time.

Analysis:

1. From the data sheets, the acquisition time for the AD585 is 3 µs.

2. This acquisition time could be reduced by reducing the value of the holding capacitor,
CH .
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Comments: The significance of the sampling frequency is discussed in the next
subsection in connection with the Nyquist sampling criterion.

The appearance of the output of a typical sample-and-hold circuit is shown
in Figure 15.31, together with the analog signal to be sampled. The time interval
between samples, or sampling interval, tn − tn−1, allows the ADC to perform the
conversion and make the digital version of the sampled signal available, say, to a
computer or to another data acquisition and storage system. The sampling interval
needs to be at least as long as the A/D conversion time, of course, but it is reason-
able to ask how frequently one needs to sample a signal to preserve its fundamental
properties, that is, the basic shape of the waveform. One might instinctively be
tempted to respond that it is best to sample as frequently as possible, within the
limitations of the ADC, so as to capture all the features of the analog signal. In
fact, this is not necessarily the best strategy. How should we select the appro-
priate sampling frequency for a given application? Fortunately, an entire body
of knowledge exists with regard to sampling theory, which enables the practicing
engineer to select the best sampling rate for any given application. Given the scope
of this chapter, we have chosen not to delve into the details of sampling theory,
but, rather, to provide the student with a statement of the fundamental result: the
Nyquist sampling criterion.

t0 t1 t2 t3 t4 tn–1 tn…

v (t) va(t) 

vSH (t)

t

Figure 15.31 Sampled
data

The Nyquist criterion states that to prevent aliasing3 when sampling a
signal, the sample rate should be selected to be at least twice the
highest-frequency component present in the signal.

Thus, if we were sampling an audio signal (say, music), we would have to sample
at a frequency of at least 40 kHz (twice the highest audible frequency, 20 kHz). In
practice, it is advisable to select sampling frequencies substantially greater than
the Nyquist rate; a good rule of thumb is 5 to 10 times greater. The following
example illustrates how the designer might take the Nyquist criterion into account
in designing a practical A/D conversion circuit.

EXAMPLE 15.11 Performance Analysis
of an Integrated-Circuit ADC

Problem

Using the data sheets for the AD574 (supplied in the enclosed CD-ROM), answer the
following questions:

1. What is the accuracy (in volts) of the AD574?

2. What is the highest frequency signal that can be converted by this ADC without
violating the Nyquist criterion?

3Aliasing is a form of signal distortion that occurs when an analog signal is sampled at an insufficient
rate.
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Solution

Known Quantities: ADC supply voltage; input voltage range.

Find: ADC accuracy; maximum signal frequency for undistorted A/D conversion.

Schematics, Diagrams, Circuits, and Given Data: VCC = 15 V; 0 ≤ Vin ≤ 15 V. ADC
specifications found in device data sheet.

Analysis:

1. From the data sheet we determine that the AD574 is a 12-bit converter. The accuracy
is limited by the least-significant bit (LSB). For a 0–15-volt range, we can calculate
the magnitude of the LSB to be:

Vin,max − Vin,min

2n − 1
= 15

212 − 1
× (±1 bit) = ±3.66 mV

2. The data sheet states that the maximum guaranteed conversion time of the ADC is
35 µs; therefore the highest conversion frequency for this ADC is:

fmax = 1

35 × 10−6
= 28.57 kHz

Since the Nyquist criterion states that the maximum signal frequency that can be
sampled wthout aliasing distortion is one half of the sampling frequency, we conclude
that the maximum signal frequency that can be acquired by this ADC is approximatly
14 kHz.

Comments: In practice, it is a good idea to oversample by a certain amount. A
reasonable rule of thumb is to oversample by a factor of 2 to 5. Suppose we chose to
oversample by a factor of 2; then we would not expect to have signal content above 7 kHz.

One way to ensure that the signal being sampled is limited to a 7-kHz bandwidth is to
prefilter the signal with a low-pass filter having a cutoff frequency at or below 7 kHz. The
active filters discussed in an earlier section of this chapter are often used for this purpose.

Data Acquisition Systems

The structure of a data acquisition system, shown in Figure 15.32, can now be
analyzed, at least qualitatively, since we have explored most of the basic building
blocks. A typical data acquisition system often employs an analog multiplexer,
to process several different input signals. A bank of bilateral analog MOSFET
switches, such as the one we described together with the sample-and-hold amplifier,
provides a simple and effective means of selecting which of the input signals should
be sampled and converted to digital form. Control logic, employing standard gates
and counters, is used to select the desired channel (input signal), and to trigger
the sampling circuit and the ADC. When the A/D conversion is completed, the
ADC sends an appropriate end of conversion signal to the control logic, thereby
enabling the next channel to be sampled.

In the block diagram of Figure 15.32, four analog inputs are shown; if these
were to be sampled at regular intervals, the sequence of events would appear as
depicted in Figure 15.33. We notice, from a qualitative analysis of the figure,
that the effective sampling rate for each channel is one fourth the actual external
clock rate; thus, it is important to ensure that the sampling rate for each individual
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channel satisfies the Nyquist criterion. Further, although each sample is held
for four consecutive cycles of the external clock, we must notice that the ADC
can use only one cycle of the external clock to complete the conversion, since its
services will be required by the next channel during the next clock cycle. Thus, the
internal clock that times the ADC must be sufficiently fast to allow for a complete
conversion of any sample within the design range. These and several other issues
are discussed in the next “Focus on Measurements” box.
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Figure 15.33 Multiplexed sampled data
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FOCUS ON
MEASUREMENTS

Data Acquisition Card for Personal Computer
This example discusses the internal structure of a typical data
acquisition system, such as might be used in process monitoring
and control, instrumentation, and test applications. The data
acquisition system discussed in this example is the AT-MIO-16 from
National Instruments. The AT-MIO-16 is a high-performance, multifunction
analog, digital, and timing input/output (I/O) board for the IBM PC/AT and
compatibles. It contains a 12-bit ADC with up to 16 analog inputs, two
12-bit DACs with voltage outputs, eight lines of transistor-transistor-logic
(TTL)–compatible digital I/O, and three 16-bit counter/timer channels for
timing I/O. If additional analog inputs are required, the AMUX-64T analog
multiplexer can be used. By cascading up to four AMUX-64T’s, 256
single-ended or 128 differential inputs can be obtained. The AT-MIO-16
also uses the RTSI bus (real-time system interface bus) to synchronize
multiboard analog, digital, and counter/timer operations by communicating
system-level timing signals between boards.

Figure 15.34 is a block diagram of the AT-MIO-16 circuitry. Its major
functions are described next.
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Figure 15.34 AT-MIO-16 block diagram

Analog Input:
The AT-MIO-16 has two CMOS analog input multiplexers connected to 16
analog input channels. This data acquisition board has a software-
programmable gain amplifier that can be used with voltage gains of 1, 10,
100, or 500 (the AT-MIO-16L) to accommodate low-level analog input
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signals, or with gains of 1, 2, 4, or 8 (the AT-MIO-16H) for high-level
analog input signals. The AT-MIO-16 has a 12-bit ADC that gives an analog
signal resolution of 4.88 mV with gain of 1 and an input range of ±10 V.
Finer resolutions up to 4.88 mV can be achieved by using gain and smaller
input ranges. The board is available in three speeds: the AT-MIO-16(L/H)-9
contains a 9-µs ADC; the AT-MIO-16(L/H)-15 contains a 15-µs ADC; and
the AT-MIO-16(L/H)-25 contains a 25-µs ADC. These conversions of the
board have the following data acquisition sample rates on a single analog
input channel:

Sampling rate

Model number Typical case Worst case

AT-MIO-16(L/H)-9 100 ksamples/s 91 ksamples/s
AT-MIO-16(L/H)-15 71 ksamples/s 59 ksamples/s
AT-MIO-16(L/H)-25 45 ksamples/s 37 ksamples/s

The timing of multiple A/D conversion is controlled either by the onboard
counter/timer or by external timing signals. The onboard sample rate clock
and sample counter control the onboard A/D timing. The AT-MIO-16 can
generate both interrupts and DMA (direct memory access) requests on the
PC/AT I/O channel. The interrupt can be generated when

1. An A/D conversion is available to be read from the A/D buffer.

2. The sample counter reaches its terminal count.

3. An error occurs.

4. One of the onboard timer clocks generates a pulse.

On the other hand, DMA requests can be generated whenever an A/D
measurement is available from the A/D buffer.

Analog Output:
The AT-MIO-16 has two double-buffered multiplying 12-bit DACs that are
connected to two analog output channels. The resolution of the 12-bit DACs
is 2.44 mV in the unipolar mode or 4.88 mV in the bipolar mode with the
onboard 10-V reference. Finer resolutions can be achieved by using smaller
voltages on the external reference. The analog output channels have an
accuracy of ±0.5 LSB and a differential linearity of ±1 LSB. Voltage offset
and gain error can be trimmed to zero.

Digital I/O:
The AT-MIO-16 has eight digital I/O lines that are divided into two four-bit
ports. The digital input circuitry has an eight-bit register that continuously
reads the eight digital I/O lines, thus making read-back capability possible
for the digital output ports, as well as reading incoming signals. The digital
I/O lines are TTL-compatible.

Counter/Timer:
The AT-MIO-16 uses the AM9513A counter/timer for time-related
functions. The AM9513A contains five independent 16-bit counter/timers.
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A 1-MHz clock is the time baseline. Two of the AM9513A counter/timers
are for multiple A/D conversion timing. The three remaining counters can
be used for special data acquisition timing, such as expanding to a 32-bit
sample counter or generating interrupts at user-programmable time intervals.

RTSI Bus Interface:
The AT-MIO-16 is interfaced to the RTSI bus. You can send or receive the
external analog input control signal; the waveform-generation timing
signals; the output of counters 1, 2, and 5; the gate of counter 1; and the
source of counter 5. You can send the RTSI bus the frequency output of the
AM9513A.

PC/AT I/O Channel Interface:
The PC/AT I/O channel interface circuitry includes address latches,
address-decoding circuitry, data buffers, and interface timing and control
signals.

I/O Connector:
The I/O connector is a 50-pin male ribbon cable connector.

Software Support:
The AT-MIO-16 also has software packages that control data acquisition
functions on the PC-based data acquisition boards.

Check Your Understanding
15.10 Apply KCL at the inverting node of the summing amplifier of Figure 15.25 to
show that equation 15.24 holds whenever Ri = R0/2i .

15.11 If the maximum analog voltage (Va max) of a 12-bit DAC is 15 volts, find the
smallest step size (δv) by which va can increment.

15.12 Repeat Example 15.6 for the case of an eight-bit word with R0 = 10 k
 and
the same range of va . Find the value of δv and RF . Assume that ideal resistor values are
available.

15.13 For Figure 15.25, find Vmax if Vin = 4.5 V.

15.14 For Figure 15.25, find the resolution if Vin = 3.8 V.

15.15 Find the minimum number of bits required in a DAC if the range of the DAC is
from 0.5 to 15 V and the resolution of the DAC is 20 mV.

15.16 In Example 15.11, if the maximum conversion time available to you were 50
µs, what would be the highest-frequency signal you could expect to sample on the basis of
the Nyquist criterion?

15.5 COMPARATOR AND TIMING CIRCUITS

Timing and comparator circuits find frequent application in instrumentation sys-
tems. The aim of this section is to introduce the foundations that will permit the
student to understand the operation of op-amp comparators and multivibrators,
and of an integrated circuit timer.
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The Op-Amp Comparator

The prototype of op-amp switching circuits is the op-amp comparator of Figure
15.35. This circuit, you will note, does not employ feedback. As a consequence
of this,

vout = AV (OL)(v
+ − v−) (15.27)

Because of the large gain that characterizes the open-loop performance of the op-
amp (AV (OL) > 105), any small difference between input voltages, ε, will cause
large outputs. In particular, for ε of the order of a few tens of microvolts, the
op-amp will go into saturation at either extreme, according to the voltage supply
values and the polarity of the voltage difference (recall the discussion of the op-
amp voltage supply limitations in Section 12.6). For example, if ε were a 1-mV
potential difference, the op-amp output would ideally be equal to 100 V, for an
open-loop gain AV (OL) = 105 (and in practice the op-amp would saturate at the
voltage supply limits). Clearly, any difference between input voltages will cause
the output to saturate toward either supply voltage, depending on the polarity of ε.
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Figure 15.35 Op-amp in
open-loop mode

One can take advantage of this property to generate switching waveforms.
Consider, for example, the circuit of Figure 15.36, in which a sinusoidal voltage
source vin(t) of peak amplitude V is connected to the noninverting input. In
this circuit, in which the inverting terminal has been connected to ground, the
differential input voltage is given by

ε = V cos (ωt) (15.28)

and will be positive during the positive half-cycle of the sinusoid and negative
during the negative half-cycle. Thus, the output will saturate toward V +

S or V −
S ,

depending on the polarity of ε: the circuit is, in effect, comparing vin(t) and
ground, producing a positive vout when vin(t) is positive, and a negative vout when
vin(t) is negative, independent of the amplitude of vin(t) (provided, of course, that
the peak amplitude of the sinusoidal input is at least 1 mV, or so). The circuit
just described is therefore called a comparator, and in effect performs a binary
decision, determining whether vin(t) > 0 or vin(t) < 0. The comparator is perhaps
the simplest form of an analog-to-digital converter, that is, a circuit that converts
a continuous waveform into discrete values. The comparator output consists of
only two discrete levels: “greater than” and “less than” a reference voltage.

+~– vout (t)

VS
+

VS
–

_

+

vin(t) ε
_

+

Figure 15.36 Noninverting
op-amp comparator

The input and output waveforms of the comparator are shown in Figure 15.37,
where it is assumed that V = 1 V and that the saturation voltage corresponding to
the ±15-V supplies is approximately ±13.5 V. This circuit will be termed a nonin-
verting comparator, because a positive voltage differential, ε, gives rise to a posi-
tive output voltage. It should be evident that it is also possible to construct an invert-
ing comparator by connecting the noninverting terminal to ground and connecting
the input to the inverting terminal. Figure 15.38 depicts the waveforms for the in-
verting comparator. The analysis of any comparator circuit is greatly simplified
if we observe that the output voltage is determined by the voltage difference present
at the input terminals of the op-amp, according to the following relationship:

ε > 0 ⇒ vout = V +
sat

ε < 0 ⇒ vout = V −
sat

(15.29)
Operation of

op-amp comparator
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Figure 15.37 Input and output of noninverting
comparator
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Figure 15.38 Input and output of inverting
comparator

whereVsat is the saturation voltage for the op-amp (somewhat lower than the supply
voltage, as discussed in Chapter 12). Typical values of supply voltages for practical
op-amps are ±5 V to ±24 V.

A simple modification of the comparator circuit just described consists of
connecting a fixed reference voltage to one of the input terminals; the effect of the
reference voltage is to raise or lower the voltage level at which the comparator will
switch from one extreme to the other. Example 15.12 describes one such circuit.

EXAMPLE 15.12 Comparator with Offset

Problem

Sketch the input and output waveforms of the comparator with offset shown in
Figure 15.39.

+~– vout

VS
+

VS
–

_

+

vin
ε
_

+

Vref

Figure 15.39 Comparator
with offset

Solution

Known Quantities: Input voltage, voltage offset.

Find: Output voltage, vout(t).

Schematics, Diagrams, Circuits, and Given Data: vin(t) = sin(ωt); Vref = 0.6 V.

Analysis: We first compute the differential voltage across the inputs of the op-amp:

ε = vin − Vref

Then, using equation 15.29, we determine the switching conditions for the comparator:

vin > Vref ⇒ vout = V +
sat

vin < Vref ⇒ vout = V −
sat

Thus, the comparator will switch whenever the sinusoidal voltage rises above or falls
below the reference voltage. Figure 15.40 depicts the appearance of the comparator output
voltage. Note that comparator output waveform is no longer a symmetrical square wave.

Comments: Since it is not practical to use an additional external reference voltage
source, one usually employs a potentiometer tied between the supply voltages to achieve
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Figure 15.40 Waveforms of comparator with offset

any value of Vref between the supply voltages by means of a resistive voltage divider. This
circuit will be explored later in this chapter.

Another useful interpretation of the op-amp comparator can be obtained by
considering its input-output transfer characteristic. Figure 15.41 displays a plot
of vout versus vin for a noninverting zero-reference (no offset) comparator. This
circuit is often called a zero-crossing comparator, because the output voltage
goes through a transition (Vsat to −Vsat, or vice versa) whenever the input voltage
crosses the horizontal axis. You should be able to verify that Figure 15.42 displays
the transfer characteristic for a comparator of the inverting type with a nonzero
reference voltage.

+~–
vout

VS
+

VS
–

_

+

vin

vout

Vsat

–Vsat

vin

Figure 15.41 Transfer
characteristic of zero-crossing
comparator

+~–

vout

VS
+

VS
–

_

+

Vref

vout

Vsat

–Vsat

vinVref

vin

Figure 15.42 Transfer
characteristic of inverting
comparator with offset

Very often, in converting an analog signal to a binary representation, one
would like to use voltage levels other than ±Vsat. Commonly used voltage levels in
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this type of switching circuit are 0 V and 5 V, respectively. This modified voltage
transfer characteristic can be obtained by connecting a Zener diode between the
output of the op-amp and the noninverting input, in the configuration sometimes
called a level or Zener clamp. The circuit shown in Figure 15.43 is based on
the fact that a reversed-biased Zener diode will hold a constant voltage, VZ , as
was shown in Chapter 8. When the diode is forward-biased, on the other hand,
the output voltage becomes the negative of the offset voltage, Vγ . An additional
advantage of the level clamp is that it reduces the switching time. Input and output
waveforms for a Zener-clamped comparator are shown in Figure 15.44, for the
case of a sinusoidal vin(t) of peak amplitude 1 V and Zener voltage equal to 5 V.

vout

VS
+

VS
–

_

+

vin

vout

VZ

–Vsat

vin–Voff

+
_

Vsat

Figure 15.43 Level-clamped
comparator
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Figure 15.44 Zener-clamped comparator waveforms

Although the Zener-clamped circuit illustrates a specific issue of interest in
the design of comparator circuits, namely, the need to establish desired reference
output voltages other than the supply saturation voltages, this type of circuit is
rarely employed in practice. Special-purpose integrated circuit (IC) packages are
available that are designed specifically to serve as comparators. These can typically
accept relatively large inputs and have provision for selecting the desired reference
voltage levels (or, sometimes, are internally clamped to a specified voltage range).
A representative product is the LM311, which provides an open-collector output,
as shown in Figure 15.45. The open-collector output allows the user to connect the
output transistor to any supply voltage of choice by means of an external pull-up
resistor, thus completing the output circuit. The actual value of the resistor is not
critical, since the transistor is operated in the saturation mode; values between a
few hundred and a few thousand ohms are typical. In the remainder of the chapter
it will be assumed, unless otherwise noted, that the comparator output voltage will
switch between 0 V and 5 V. Data sheets for integrated-circuit comparators may
be found in the accompanying CD-ROM.

vin

vout

5 V

1 kΩ+

–

Figure 15.45 Open-
collector comparator output with
representative external supply
connection

The Schmitt Trigger

One of the typical applications of the op-amp comparator is in detecting when
an input voltage exceeds a present threshold level. The desired threshold is then
represented by a DC reference, Vref , connected to the noninverting input, and the
input voltage source is connected to the inverting input, as in Figure 15.42. Under
ideal conditions, for noise-free signals, and with an infinite slew rate for the op-
amp, the operation of such a circuit would be as depicted in Figure 15.46. In
practice, the presence of noise and the finite slew rate of practical op-amps will
require special attention.
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Two improvements of this circuit will be discussed in this section: how to
improve the switching speed of the comparator, and how to design a circuit that
can operate correctly even in the presence of noisy signals. If the input to the
comparator is changing slowly, the comparator will not switch instantaneously,
since its open-loop gain is not infinite and, more important, its slew rate further
limits the switching speed. In fact, commercially available comparators have slew
rates that are typically much lower than those of conventional op-amps. In this
case, the comparator output would not switch very quickly at all. Further, in the
presence of noisy inputs, a conventional comparator is inadequate, because the
input signal could cross the reference voltage level repeatedly and cause multiple
triggering. Figure 15.47 depicts the latter occurrence.

Vref

vin

vout

5 V

1 kΩ+

–

t

vout

5 V

t

vin

Vref

Figure 15.46 Waveforms
for inverting comparator with
offset
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Figure 15.47 Comparator response to noisy inputs

One very effective way of improving the performance of the comparator is
by introducing positive feedback. As will be explained shortly, positive feedback
can increase the switching speed of the comparator and provide noise immunity at
the same time. Figure 15.48 depicts a comparator circuit in which the output has
been tied back to the noninverting input (thus the terminology positive feedback) by
means of a resistive voltage divider. The effect of this positive feedback connection
is to provide a reference voltage at the noninverting input equal to a fraction of
the comparator output voltage; since the comparator output is equal to either the
positive or the negative saturation voltage, ±Vsat, the reference voltage at the
noninverting input can be either positive or negative.

+

–

vout

vinR2

R1 + R2
– Vsat

R2

R1 + R2
Vsat

vin
vout

R1

R2

v–

v+

Figure 15.48 Transfer
characteristic of the Schmitt
trigger

Consider, first, the case when the comparator output is vout = +Vsat. It
follows that

v+ = R2

R2 + R1
Vsat (15.30)

and therefore the differential input voltage is

ε = v+ − v− = R2

R2 + R1
Vsat − vin (15.31)

For the comparator to switch from the positive to the negative saturation state, the
differential voltage, ε, must then become negative; that is, the condition for the
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comparator to switch state becomes

vin >
R2

R2 + R1
Vsat (15.32)

Since [R2/(R2 + R1)]Vsat is a positive voltage, the comparator will not switch
when the input voltage crosses the zero level, but it will switch when the input
voltage exceeds some positive voltage, which can be determined by appropriate
choice of R1 and R2.

Consider, now, the case when the comparator output is vout = −Vsat. Then

v+ = − R2

R2 + R1
Vsat (15.33)

and therefore

ε = v+ − v− = − R2

R2 + R1
Vsat − vin (15.34)

For the comparator to switch from the negative to the positive saturation state, the
differential voltage, ε, must then become positive; the condition for the comparator
to switch state is now

vin < − R2

R2 + R1
Vsat (15.35)

Thus, the comparator will not switch when the input voltage crosses the zero level
(from the negative direction), but it will switch when the input voltage becomes
more negative than a threshold voltage, determined by R1 and R2. Figure 15.48
depicts the effect of the different thresholds on the voltage transfer characteristic,
showing the switching action by means of arrows.

The circuit just described finds frequent application and is called a Schmitt
trigger.

+

–

vout

vin

vin
vout

R1

R2

v–

v+

Vref

Vref

Figure 15.49 Schmitt
trigger (general circuit)

If it is desired to switch about a voltage other than zero, a reference voltage
can also be connected to the noninverting terminal, as shown in Figure 15.49. Now
the expression for the noninverting terminal voltage is

v+ = R2

R2 + R1
vout + Vref

R1

R2 + R1
(15.36)

and the switching levels for the Schmitt trigger are

vin >
R2

R2 + R1
Vsat + Vref

R1

R2 + R1
(15.37)

for the positive-going transition, and

vin < − R2

R2 + R1
Vsat + Vref

R1

R2 + R1
(15.38)

for the negative-going transition. In effect, the Schmitt trigger provides a noise-
rejection range equal to ±[R2/(R2 +R1)]Vsat within which the comparator cannot
switch. Thus, if the noise amplitude is contained within this range, the Schmitt
trigger will prevent multiple triggering. Figure 14.50 depicts the response of a
Schmitt trigger with appropriate switching thresholds to a noisy waveform. Ex-
ample 15.13 provides a numerical illustration of this process. Data sheets for
Schmitt triggers may be found in the accompanying CD-ROM.
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Figure 15.50 Schmitt trigger response to noisy waveforms

EXAMPLE 15.13 Analysis and Design of Schmitt Trigger

Problem

Find the required resistor values for the Schmitt trigger circuit shown in Figure 15.51.

+

–
vin

vout

R1
R2

v–

v+

R3

V+
S

V –
S

V+
S

Figure 15.51 Schmitt
trigger

Solution

Known Quantities: Supply voltages and supply saturation voltages; reference voltage
(offset); noise amplitude.

Find: R1, R2, R3.

Schematics, Diagrams, Circuits, and Given Data: |VS | = 18 V; |Vsat| = 16.5 V;
Vref = 2 V.

Assumptions: |vnoise| = 100 mV.

Analysis: We first observe that the offset voltage has been obtained by tying two
resistors, forming a voltage divider, between the positive supply voltage and ground. This
procedure avoids requiring a separate reference voltage source. From the circuit of
Figure 15.51 we can calculate the noninverting voltage to be:

v+ = R2

R1 + R2
vout + R2

R2 + R3
V +

S

Since the required noise protection level (the width of the transfer characteristic,
symmetrically place about Vref in Figure 15.49) is �V = ±100 mV, we can compute R1

and R2 from

�v

2
= R2

R1 + R2
Vsat = R2

R1 + R2
× 16.5 = 0.1 V

or

R2

R1 + R2
= 0.1

16.5

The top half of Figure 15.52 depicts the ±100 mV noise protection band around the
reference voltage. If we select a large value for one of the resistors, say, R1 = 100 k
, we
can calculate R2 ≈ 610 
.
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To determine R3, we note that

Vref = R2

R2 + R3
V +

S

or

2 = 610

610 + R3
× 18

and calculate R3 = 4.88 k
. The design is complete. The transfer characteristic of the
comparator and the associated waveforms are shown in Figure 15.52.
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vout

vout

0

0

0

t

t

t

Conventional
comparator

Noisy signal

Schmitt
trigger

∆V

vout (V)

vin (V)

16.5

–16.5

1.9

2.1

Figure 15.52 Schmitt trigger waveforms and transfer characteristics

Comments: In Figure 15.52 the Schmitt trigger output is compared to that of a
comparator without noise protection. Note that a common comparator would be triggered
twice in the presence of noise.

Focus on Computer-Aided Tools: The Electronics Workbench solution of this example
may be found in the accompanying CD-ROM.

The Op-Amp Astable Multivibrator

This section describes an op-amp circuit useful in the generation of timing, or
clock, waveforms. In the previous discussion, it was shown how it is possible to
utilize positive feedback in a Schmitt trigger circuit. A small fraction of the large
output saturation voltage was used to delay the switching of a comparator to make
it less sensitive to random fluctuations in the input signal. A very similar circuit
can be employed to generate a square-wave signal of fixed period and amplitude.
This circuit is called an astable multivibrator, because it periodically switches
between two states without ever reaching a stable state. The circuit is shown in
Figure 15.53 in a somewhat simplified form.

+

–

VC vout

R2

v–

v+

V+
S

V–
S

–

+

C

R1

R3

IF

Figure 15.53 Simplified
op-amp astable multivibrator

The analysis of the circuit is similar to that of the Schmitt trigger, except
for the presence of both negative and positive feedback connections. We start by
postulating that the op-amp output is saturated at the positive supply saturation
voltage. One can easily verify that, in this case, the noninverting terminal voltage
is

v+ = R2

R2 + R3
vout (15.39)
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and that the voltage at the inverting input is equal to the voltage across the capacitor,
vC . One can write an expression for the inverting terminal voltage, v−, by noting
that the capacitor charges at a rate determined by the feedback resistance and by
the capacitance, according to the time constant:

τ = R1C (15.40)

Since the current flowing into the inverting terminal is negligible, the inverting
input voltage is in effect given by

v−(t) = vC(t) = Vsat(1 − e−t/τ ) (15.41)

A sketch of the inverting input voltage as a function of time is shown in
Figure 15.54.

v–(t)
Vsat

t

Figure 15.54

v –(t)

R2
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– Vsat
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R2 + R3
Vsat

t0

–Vsat

Vsat

T t

Figure 15.55 Astable
multivibrator inverting-terminal
voltage

t

–Vsat

Vsat

T/2 T

Figure 15.56 Astable
multivibrator output waveform

The behavior of this op-amp multivibrator is best understood if the differ-
ential voltage, ε = v+ − v−, is considered. Assuming that the capacitor starts
charging at t = 0 from zero initial charge and that vout is saturated at +Vsat, one can
easily show that this condition will be sustained for as long as ε remains positive.
However, as the capacitor continues to charge, v− will eventually grow larger than
v+, and ε will become negative. Since

v+ = R2

R2 + R3
Vsat (15.42)

ε becomes negative as soon as the inverting-terminal voltage exceeds a threshold
voltage:

v− >
R2

R2 + R3
Vsat (15.43)

When the differential input voltage switches from a positive to a negative value, the
op-amp is forced to switch to the opposite extreme, −Vsat. But when vout switches
to the negative saturation voltage, we see a sudden sign reversal in v+:

v+ = − R2

R2 + R3
Vsat (15.44)

Further, the capacitor, which has been charging toward +Vsat, now sees a negative
voltage, −Vsat. This condition may be analyzed by resorting to the transient
analysis methods of Chapter 5. The reversal of the output voltage causes the
capacitor to discharge toward the new value of vout, −Vsat, according to the function

vC(t) = [vC(t0) + Vsat]e
−(t−t0)/τ − Vsat (15.45)

where t0 is the time at which the output voltage changes from +Vsat to −Vsat. The
discharging continues as long as the differential input voltage ε remains negative,
since this guarantees that vout = −Vsat. But this condition cannot last indefinitely,
because at some point, as the capacitor discharges, vC(t) = v−(t) will become
more negative than v+(t) and ε will become positive again, causing the output of
the op-amp to switch to +Vsat. This condition will occur when

v− < − R2

R2 + R3
Vsat (15.46)

Figure 15.55 graphically summarizes the operation of the astable multivibrator.
The corresponding op-amp output is depicted in Figure 15.56. The period, T , of
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the waveform is determined by the charging and discharging cycle of the capacitor.
It should be apparent that the introduction of a variable resistor R1 gives rise to a
circuit that can generate a variable-frequency square wave, since the frequency is
directly determined by the time constant τ = R1C. It can be shown that the period
of the square-wave waveform resulting from the astable multivibrator is given by

T = 2R1C loge

(
2R2

R3
+ 1

)
(15.47)

The Op-Amp Monostable Multivibrator (One-Shot)

An extension of the astable multivibrator is the one-shot, or monostable mul-
tivibrator. One-shots are available in integrated circuit form but can also be
constructed from more general-purpose op-amps. In this section, we first look at
the op-amp one-shot, taking special note of the analogy with the astable multivi-
brator. Figure 15.57 depicts an op-amp monostable multivibrator. Its operation is
summarized in the associated timing diagram, showing that if a negative voltage
pulse is applied at the input, vin, the output of the op-amp will switch from a stable
state, +Vsat, to the unstable state, −Vsat, for a period of time T , which is determined
by a charging time constant, after which the output will resume its stable value,
+Vsat. In the analysis of the one-shot circuit, it will be assumed that the diode is
an offset diode, with offset voltage Voff , and that vout = +Vsat for t < t0.
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Figure 15.57 Op-amp
monostable multivibrator and
typical waveforms

t = t0

Vsat vC (t) vC (t0) = Vγ
C

R1

Figure 15.58 Equivalent
charging circuit for monostable
multivibrator

For t < t0, before the negative input pulse is applied, the input terminal
voltages are given by

v+ = Vsat
R2

R2 + R3
(15.48)

and

v− = Vγ (15.49)

Provided that v+ > v−, the op-amp will remain in its positive saturated state,
then, until some external condition causes ε = v+ − v− to become negative. This
condition is brought about at t = t0 by the “trigger” pulse vin, which briefly lowers
the noninverting-terminal voltage by δV volts. If δV is sufficiently large, the
following condition will be satisfied:

v+ = Vsat
R2

R2 + R3
− δV < Vγ (15.50)

and the op-amp will switch to the negative saturation state, as indicated in
Figure 15.57. The noninverting-terminal voltage may be expressed as a func-
tion of time for t > t0, considering that vout has switched to −Vsat at t = t0 and
the diode now acts as an open circuit, since v− is negative. With the diode out of
the picture, then, the R1C circuit will discharge, causing v− to drop from its initial
voltage (Vγ ) toward −Vsat.

The circuit of Figure 15.58 depicts the equivalent switching circuit, illus-
trating that the capacitor discharges from the initial value of vC(t0) = Vγ toward
the final value, −Vsat. Recalling the analysis of transients in Chapter 5, we know
that the capacitor voltage is given by the expression

vC(t) = [vC(t0) + Vsat]e
−(t−t0)/R1C − Vsat (15.51)
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As v− becomes more negative, it eventually becomes smaller than v+. Thus, when
the condition

vC(t) = [vC(0) + Vsat]e
−(t−t0)/R1C − Vsat = v+ (15.52)

is met, the comparator will switch back to the positive saturation state, +Vsat,
and remain in that state until a new trigger pulse is provided. The value of the
noninverting-terminal voltage during the time the output is in the negative saturated
state is determined by the positive feedback circuit:

v+ = −Vsat
R2

R2 + R3
(15.53)

Clearly, the duration of the output pulse provided by the one-shot is deter-
mined by the time constant of theR1C circuit, as well as by the value of the resistive
voltage divider in the positive feedback network, as illustrated in Example 15.14.

EXAMPLE 15.14 Analysis of Monostable Multivibrator
(One-Shot)

Problem

Calculate the duration of the output pulse for the monostable multivibrator of Figure 15.57.

Solution

Known Quantities: Component values; diode offset voltage; supply saturation voltage.

Find: Duration of output pulse, T .

Schematics, Diagrams, Circuits, and Given Data: R1 = 20 k
; R2 = 670 
; R3 =
100 k
; C = 7 µF; Vγ = 0.6 V; Vsat = 16 V.

Assumptions: A small pulse of amplitude δV is applied to the input of the monostable at
t0 = 0 (see Figure 15.57).

Analysis: To compute the switching time of the circuit we need to determine when the
capacitor will charge to a voltage such that v− = vC is equal to v+. We use equation 15.51
to compute the expression for the capacitor voltage:

vC(t) = [vC(0) + Vsat]e
−t/R1C − Vsat

Note that vC(0) = 0.6 V because of the diode connected in parallel to the capacitor. The
noninverting terminal voltage is computed from:

v+ = −Vsat
R2

R2 + R3
= −0.1065 V

Setting the two above expressions equal to one another we obtain:

−0.1065 = 16.6e−10.64×10−3T − 16

or

T = − 1

10.64 × 10−3
loge

15.8935

16.6
= 4.09 × 10−3 = 4.09 ms
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Comments: In practice one rarely uses op-amps to build monostable multivibrators.
Integrated-circuit multivibrators are introduced next.

Monostable multivibrators are usually employed in IC package form. An IC
one-shot can generate voltage pulses when triggered by a rising or a falling edge,
that is, by a transition in either direction in the input voltage. Thus, a one-shot IC
offers the flexibility of external selection of the type of transition that will cause
a pulse to be generated: a rising edge (from low voltage to high, typically zero
volts to some threshold level), or a falling edge (high-to-low transition). Various
input connections are usually provided for selecting the preferred triggering mode,
and the time constant is usually set by selection of an external RC circuit. The
output pulse that may be generated by the one-shot can also occur as a positive or a
negative transition. Figure 15.59 shows the response of a one-shot to a triggering
signal for the four conditions that may be attained with a typical one-shot.
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Figure 15.59 IC monostable multivibrator waveforms

A typical IC one-shot circuit based on the 74123 (see the data sheet at the
end of the chapter) is displayed in Figure 15.60. The 74123 is a dual one-shot,
meaning that the package contains two monostable multivibrators, which can be
used independently. The outputs of the one-shot are indicated by the symbols
Q1, Q1, Q2, and Q2, where the bar indicates the complement of the output.
For example, if Q1 corresponds to a positive-going output pulse, Q1 indicates a
negative-going output pulse, of equal duration.
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Figure 15.60 Dual one-shot circuit

Timer ICs: The NE555

The discussion of op-amp–based timing circuits presented in the previous sec-
tions served the purpose of introducing a large family of integrated circuits that
can provide flexible timing waveforms. These fall—for our purposes—into one
of two classes: pulse generators, and clock waveform generators. Chapters 13
and 14 delve into a more detailed analysis of digital timing circuits, a family
to which the circuits of the previous sections belong. This section will now in-
troduce a multipurpose integrated circuit that can perform both the monostable
and astable multivibrator functions. The main advantage of the integrated circuit
implementation of these circuits (as opposed to the discrete op-amp version pre-
viously discussed) lies in the greater accuracy and repeatability one can obtain
with ICs, their ease of application, and the flexibility provided in the integrated
circuit packages. The NE555 is a timer circuit capable of producing accurate time
delays (pulses) or oscillation. In the time-delay, or monostable, mode, the time
delay or pulse duration is controlled by an external RC network. In the astable,
or clock generator, mode, the frequency is controlled by two external resistors and
one capacitor. Figure 15.61 depicts typical circuits for monostable and astable
operation of the NE555. Note that the threshold level and the trigger level can
also be externally controlled. For the monostable circuit, the pulse width can be
computed from the following equation:

T = 1.1R1C (15.54)

For the astable circuit, the positive pulse width can be computed from the following
equation:

T+ = 0.69(R1 + R2)C (15.55)
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Figure 15.61 NE555 timer

and the negative pulse width can be computed from

T− = 0.69R2C (15.56)

The use of the NE555 timer is illustrated in Example 15.15.

EXAMPLE 15.15 Analysis of 555 Timer

Problem

Calculate the component values required to obtain a 0.421-ms pulse using the 555 timer
monostable configuration of Figure 15.61.

Solution

Known Quantities: Desired pulse duration T .

Find: Values of R1, C.

Schematics, Diagrams, Circuits, and Given Data: T = 0.421 ms.

Assumptions: Assume a value for C.

Analysis: Using equation 15.54,

T = 1.1R1C

And assuming C = 1 µF, we calculate

0.421 × 10−3 = 1.1R1 × 10−6

or

R1 = 382.73 


Comments: Any reasonable combination of R1 and C values can yield the desired
design value of T . Thus, the component selection shown in this example is not unique.

Focus on Computer-Aided Tools: The Electronics Workbench solution of this example
may be found in the accompanying CD-ROM.
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Check Your Understanding
15.17 Verify that the transfer characteristic of Figure 15.42 is correct.

15.18 For the comparator circuit shown in Figure 15.62, sketch the waveforms vout(t)
and vS(t) if vS(t) = 0.1 cos (ωt) and Vref = 50 mV.

+

–

vout

50 Ω

–15 V
+

–

ε
vS(t)+

~_

Vref

Figure 15.62

15.19 Derive the expressions for the switching thresholds of the Schmitt trigger of
Figure 15.48.

15.20 Explain why positive feedback increases the switching speed of a comparator.

15.21 Compute the period of the square wave generated by the multivibrator of
Figure 15.53 if C = 1 µF, R1 = 10 k
, R3 = 100 k
, and R2 = 1 k
.

15.22 Compute the value of R3 that would increase the duration of the one-shot pulse
in Example 15.14 to 10 ms.

15.23 Compute the value of C that would increase the duration of the one-shot pulse
in Example 15.14 to 10 ms.

15.6 OTHER INSTRUMENTATION
INTEGRATED CIRCUITS

The advent of low-cost integrated electronics and microprocessors has revolu-
tionized instrumentation design. The transition from the use of analog, discrete
circuits (e.g., discrete transistor amplifiers) for signal conditioning to (often digital)
integrated circuits and to microprocessor-based instrumentation systems has taken
place over a period of two decades, and is now nearly complete, with the exception
of very specialized applications (e.g., very high frequency or low noise circuits).
The aim of this section is to present a summary of some of the signal conditioning
and processing functions that are readily available in low-cost integrated circuit
form. The list is by no means exhaustive, and the reader is referred to the Web sites
of the numerous integrated circuit manufacturers for more detailed information.

The nonelectrical engineer interested in the design of special-purpose in-
strumentation circuits can benefit from the wealth of information contained in
the application notes available from IC manufacturers (often directly download-
able from the Web). You will find references to some of these resources in the
accompanying CD-ROM.

In the preceding sections of this chapter we have already explored some
IC instrumentation elements, namely, instrumentation amplifiers, op-amp active
filters, digital-to-analog and analog-to-digital converters, sample-and-hold ampli-
fiers, voltage comparators and timing ICs. Further, Chapter 12 delves into the
basic operation of operational amplifiers, and Chapters 13 and 14 contain infor-
mation on digital logic circuits and microprocessors and microcontrollers. In this
section we briefly survey a number of common instrumentation applications not
yet mentioned in this book, and provide references for some applications that have
already been discussed.

Amplifiers

A number of special-purpose IC amplifiers are available to perform a variety of
functions. Although most of these amplifiers could be realized by using op-amps,
these specially designed packages can save much design effort and provide better
performance. The following list indicates some of the products available from one
manufacturer (Analog Devices):
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• Instrumentation amplifiers
• Logarithmic amplifiers
• RF amplifiers
• Sample-and-hold, track-and-hold amplifiers
• Variable-gain amplifiers
• (Audio) microphone preamplifiers
• (Audio) power amplifiers
• (Audio) voltage-controlled amplifiers

DACs and ADCs

Digital-to-analog and analog-to-digital converters are also available in a variety of
packages intended for general use or tailored to special applications:

General-purpose ADCs (≤ 1 Msample/s)

High-speed ADCs (> 1 Msample/s)

DACs

(Audio) Nyquist DAC

(Audio) sigma-delta DAC

(Audio) stereo ADC

Digital radio ADCs

Frequency-to-Voltage, Voltage-to-Frequency
Converters and Phase-Locked Loops

The need for converting changes in instantaneous frequency to changes in an
analog voltage (i.e., frequency demodulation) arises frequently in instrumentation
applications. For example, optical position encoders (Chapter 13) and magnetic
position sensors (Chapter 16) represent instantaneous velocity information as a
frequency-modulated (FM) signal that can be demodulated by a frequency-to-
voltage converter. Similarly, it is sometimes useful to encode analog voltage
signals in FM form using a voltage-to-frequency converter.

Phase-locked loops (PLLs) can also be used for FM demodulation, as well
as for a number of other related functions, such as tone decoding.

Other Sensor and Signal Conditioning Circuits

Sensor and signal conditioning integrated circuit technology often permits the
integration of sensing and signal conditioning on the same integrated circuit. In
addition, specialized signal conditioning modules enable the design of rather com-
plex instrumentation systems with relatively few IC building blocks. The enclosed
CD-ROM contains device data sheets and application notes for a number of com-
mercially available IC products, including rms-to-DC converters, Accelerome-
ters and other integrated sensors for industrial and automotive applications,
and signal conditioning subsystems. The following example, reprinted with per-
mission of Analog Devices, consists of an application note discussing the use of
integrated acceleration and tilt sensors in a car anti-theft alarm. This is only an
example of the wealth of electronic information appended to this book.
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FOCUS ON
MEASUREMENTS

Using the ADXL202 Accelerometer as a Multifunction
Sensor (Tilt, Vibration and Shock) in Car Alarms

by Harvey Weinberg and Christophe Lemaire, Analog Devices

By using an intelligent algorithm, the ADXL202 (±2 g dual axis
accelerometer) can serve as a low cost, multifunction sensor for vehicle
security systems, capable of acting simultaneously as a shock/vibration
detector as well as a tilt sensor (to detect towing or jacking up of the car).
The accelerometer’s output is passed through two parallel filters. A
bandpass filter to extract shock/vibration information, and a low pass filter
to extract tilt information. This application note describes the basics of such
an implementation.

Introduction
The ADXL202 is a low cost, low power, complete dual axis accelerometer
with a measurement range of ±2 g. The ADXL202 outputs analog and
digital signals proportional to acceleration in each of the sensitive axes (see
Figure 15.63).
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Figure 15.63 ADXL202 block diagram

Currently automotive security systems use shock/vibration sensors to detect
collision or forced intrusion into the car. Typically, these sensors are based
on magneto-inductive sensing. Sensors of this type generally have adequate
sensitivity, but fall short in other areas. Often a fair amount of signal
conditioning and trimming is required between the shock sensor and
microcontroller due to variations in magnetic material and Hall effect sensor
sensitivity and their frequency response is fairly unpredictable due to
inconsistency in mounting. In addition such sensors have no response to
gravity-induced acceleration, so they are incapable of sensing inclination (a
static acceleration). Tilt sensing is the most direct way of detecting if a
vehicle is being jacked up, about to be towed, or being loaded onto a flatbed
truck. These are some of the most common methods of car theft today.
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The ADXL202 is a true accelerometer, easily capable of
shock/vibration sensing with virtually no external signal conditioning
circuitry. Since the ADXL202 is also sensitive to static (gravitational)
acceleration, tilt sensing is also possible. Tilt sensing requires a very low
noise floor which usually necessitates restricting the bandwidth of the
accelerometer, while shock/vibration sensing requires wide bandwidth.
These conflicting requirements may be met using clever design techniques.

Principle of Operation
The ADXL202 is set up to acquire acceleration from 0 to 200 Hz (the
maximum frequency of interest). Figure 15.64 shows a block diagram of the
system. The accelerometer’s output is fed into two filters; a low pass filter
with a corner frequency at 12.5 Hz used to lower the noise floor sufficiently
for accurate tilt sensing, and a band pass filter to minimize the noise in the
shock/vibration pass band of interest. The low pass filtered (tilt) output then
goes to a differentiator (described in the Tilt Sensing section) where the
determination is made as to whether the accelerometer actually sensed tilt or
some other event such as noise or temperature drift. Then an auto-zero block
performs further signal processing to reject temperature drift. The band pass
filtered output goes to an integrator (described in the Shock Sensing section)
that measures vibrational energy over a small period of time (40 ms). A
decision as to whether or not to set off the alarm may then be made by the
microcontroller. Most of these tasks are most easily implemented in the
digital domain and require very little computational power.

12.5 Hz low pass
filter (samples

averaging)
Differentiator

200 Hz low
pass filtered

digital output

Analog output

Auto-zero
recalibration

Tilt alarm

10 Hz high pass
analog filter

Analog to
digital

converter
Shock alarm

Low cost
microcontroller

Integrator

Figure 15.64 Shock and tilt sensing using the ADXL202

Since the two measurements (shock/vibration and tilt) are basically
exclusive and only share a common sensor, their respective signal processing
tasks will be described separately.

Tilt Sensing

Fundamentals
The alarm system must detect a change in tilt slow enough to be the result of
the vehicle being towed or jacked up, but must be immune to temperature
changes and movement due to passing vehicles or wind. Note that the
ADXL202 is most sensitive to tilt when its sensitive axes are perpendicular
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to the force of gravity, i.e., parallel to the earth’s surface. Figure 15.65
shows that the change in projection of a 1 g gravity-induced acceleration
vector on the axis of sensitivity of the accelerometer will be more significant
if the axis is tilted 10 degrees from the horizontal than if it is tilted by the
same amount from the vertical.

Axis of
sensitivity

Axis of
sensitivity

1 g

Figure 15.65 Tilt sensitivity

However, the car may not always be level when the alarm is activated,
and while the zero g offset can be recalibrated for any initial inclination,
effectively the farther from the horizontal the axes of sensitivity are, the less
sensitive the system will be to tilt (see ADXL202 datasheet). In most cases,
this should not be of great concern, since the sensitivity only declines by
about 2.5 mg per degree of tilt when inclination goes from zero (horizontal)
to thirty degrees of tilt. Nevertheless, installation guidelines should
recommend that the tilt sensing module containing the accelerometer be
mounted such that the axes of sensitivity be as level as possible.

Implementation
In general we are interested in knowing if the inclination of the car has
changed more than ±5 degrees from its inclination when initially parked.
When the car is turned off, a measurement of the car’s inclination is made. If
the car’s inclination is changed by more than ±5 degrees, an alarm is
triggered. Alternatively, the rate of change of tilt may be evaluated and if its
absolute value is above 0.2 degrees per second for several seconds the alarm
may be triggered.

Each technique has certain advantages. The former algorithm is better
at false alarm rejection due to jostling of the car, while the rate of change
algorithm may be set up to react more quickly. Algorithms using a
combination of both techniques may be used as well. It is left to the reader
to decide which technique is best for their application. While all of the
concepts presented here are valid for both algorithms, for consistency this
application note will describe the former (absolute inclination) algorithm.

For the purpose of the following discussion, we will assume a less than
perfect tilt sensitivity for the accelerometer of 15 mg per degree of tilt, or
75 mg for 5 degrees. The ADXL202 will be set up to have a bandwidth of
200 Hz so that vibration may be detected. A 200 Hz bandwidth will result in



Part II Electronics 747

a noise floor of:
Noise = 500 µg

√
Hz × (

√
200 × 1.5) rms

Noise = 8.5 mg rms
or 34 mg peak-to-peak of noise (using a peak-to-peak to rms ratio of 4:1),
well within our 75 mg requirement. For reliability purposes, we would like
to have a noise floor about 10 times lower than this, or around 8 mg. Since
towing a car takes at least a few seconds, we are free to narrow the bandwidth
to lower the noise floor. An analog or digital low pass filter may be used, but
since low pass filtering in the digital domain is very simple, it is the preferred
method. By taking the average of 16 samples we reduce the effective
bandwidth to 12.5 Hz (200 Hz/16 samples). The resulting noise performance
is approximately 8.7 mg peak-to-peak, close enough to our target.

Lowering the noise floor even further, by taking up to 128 samples for
example, would result in about 3 mg peak-to-peak of noise, which would
allow us to easily detect the 15 mg of static acceleration resulting from a
change in tilt of less than a degree.

The typical zero g drift due to temperature for the ADXL202 is
2 mg/◦C. Since our trigger point for a tilt alarm could be as low as 15 mg, it
is conceivable that temperature drift alone would cause a false alarm (a car
parked overnight could easily experience more than 7.5 ◦C in ambient
temperature change). Therefore we will include a differentiator to reject
temperature drift.

In the event of the car being jacked up or lifted for towing, we would
expect the rate of change in tilt to be faster than five degrees or 75 mg per
minute (or 1.25 mg per second). Each time the acceleration is measured it is
compared to the previous reading. If the change is less than 1.25 mg per
second we know that the change in accelerometer output is due to
temperature drift. We can now add an auto-zero block that adjusts our “zero
g” reference (that is the static acceleration sensed when the car was initially
parked) to compensate for zero g drift due to temperature.

Shock Sensing
Generally for automotive shock/vibration sensing we are interested in
signals between 10 and 200 Hz. Since the response of the ADXL202
extends from DC to 5 kHz, a band pass filter will have to be added to remove
out of band signals. This band pass filter is most easily implemented in the
analog domain (Figure 15.66 shows a simple 10 Hz high pass filter). When
coupled with the 200 Hz low pass filter (from Xfilt and Yfilt on the
ADXL202), a 10 to 200 Hz bandpass filter is realized.

0.15 µF

100 kΩ

Figure 15.66 10 Hz
High Pass Filter

While analog bandpass filtering is very simple and requires no software
overhead from the microcontroller, it does necessitate having an analog to
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digital converter. Today, even low cost microcontrollers can commonly be
found, integrating an A to D converter on board. Bandpass filtering in the
digital domain may be more effective, but may require a more powerful
processor than one normally finds in automobile security systems. There are
several methods for implementing band pass filters in the digital domain.
Specific recommendations will not be given here since processor selection
will influence what method will be most efficient.

Whether a digital or analog bandpass filter is used, the Nyquist criteria
for signal sampling must be satisfied. That is that we must sample at least
twice the maximum frequency of interest. Sampling at 400 Hz (for our
200 Hz pass band) gives us one sample every 2.5 ms. Our very simple
software integrator will take the sum of the absolute value of 16 samples and
evaluate if there is sufficient energy in that 40 ms period of time to warrant
setting off the alarm (i.e., is the sum of 16 samples greater than some set
point). It is assumed that no events will be missed in 40 ms.

Design Trade-Offs
The ADXL202 has digital (Pulse Width Modulated) as well as analog
(312 mV/g) outputs. In theory, either output may be used. Using the PWM
interface for tilt sensing is recommended for two reasons:

1. We are interested in very small acceleration signals (on the order of
3 mg). This would correspond to approximately .94 mV. Probably not
resolvable by the on board A to D converter of any microcontroller
likely to be used in this application. The resolution of the pulse width
modulator of the ADXL202 is around 14 bits, and is sufficient for
resolution of 3 mg acceleration signals.

2. All signal processing will be done in the digital domain.

An analog interface for the shock/vibration sensor is recommended since, as
previously mentioned, bandpass filtering in the digital domain may be
beyond the capability of many microcontrollers. In addition using the PWM
interface to acquire 200 Hz bandwidth requires that the PWM frequency be
at least 4 kHz. 10 bit resolution implies that the microcontroller have a timer
resolution of approximately 250 ns. Once again, probably beyond the
capability of most microcontrollers.

15.7 DATA TRANSMISSION IN DIGITAL
INSTRUMENTS

One of the necessary aspects of data acquisition and control systems is the abil-
ity to transmit and receive data. Often, a microcomputer-based data acquisition
system is interfaced to other digital devices, such as digital instruments or other
microcomputers. In these cases it is necessary to transfer data directly in digital
form. In fact, it is usually preferable to transmit data that is already in digital form,
rather than analog voltages or currents. Among the chief reasons for the choice
of digital over analog is that digital data is less sensitive to noise and interference
than analog signals: in receiving a binary signal transmitted over a data line, the
only decision to be made is whether the value of a bit is 0 or 1. Compared with
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the difficulty in obtaining a precise measurement of an analog voltage or current,
either of which could be corrupted by noise or interference in a variety of ways,
the probability of making an error in discerning between binary 0s and 1s is very
small. Further, as will be shown shortly, digital data is often coded in such a way
that many transmission errors may be detected and corrected. Finally, storage and
processing of digital data are much more readily accomplished than would be the
case with analog signals. This section explores a few of the methods that are com-
monly employed in transmitting digital data; both parallel and serial interfaces are
considered.

Digital signals in a microcomputer are carried by a bus, consisting of a set
of parallel wires each carrying one bit of information. In addition to the signal-
carrying wires, there are also control lines that determine under what conditions
transmission may occur. A typical computer data bus consists of eight parallel
wires and therefore enables the transmission of one byte; digital data is encoded in
binary according to one of a few standard codes, such as the BCD code described
in Chapter 13, or the ASCII code, introduced in Chapter 14 (see Table 14.6). This
bus configuration is usually associated with parallel transmission, whereby all
of the bits are transmitted simultaneously, along with some control bits.

Figure 15.67 depicts the general appearance of a parallel connection. Paral-
lel data transmission can take place in one of two modes: synchronous or asyn-
chronous. In synchronous transmission, a timing clock pulse is transmitted along
with the data over a control line. The arrival of the clock pulse indicates that valid
data has also arrived. While parallel synchronous transmission can be very fast, it
requires the added complexity of a synchronizing clock, and is typically employed
only for internal computer data transmission. Further, this type of communica-
tion can take place only over short distances (approximately 4 m). Asynchronous
data transmission, on the other hand, does not take place at a fixed clock rate,
but requires a handshake protocol between sending and receiving ends. The
handshake protocol consists of the transmission of data ready and acknowledge
signals over two separate control wires. Whenever the sending device is ready to
transmit data, it sends a pulse over the data ready line. When this signal reaches
the receiver, and if the receiver is ready to receive the data, an acknowledge pulse
is sent back, indicating that the transmission may occur; at this point, the parallel
data is transmitted.

Data
lines

Control
lines

Digital
instrumentComputer

Figure 15.67 Parallel data
transmission

Perhaps the most common parallel interface is based on the IEEE 488 stan-
dard, leading to the so-called IEEE 488 bus, also referred to as GPIB (for general-
purpose instrument bus).

The IEEE 488 Bus

The IEEE 488 bus, shown in Figure 15.68, is an eight-bit parallel asynchronous in-
terface that has found common application in digital instrumentation applications.
The physical bus consists of 16 lines, of which 8 are used to carry the data, 3 for
the handshaking protocol, and the rest to control the data flow. The bus permits
connection of up to 15 instruments and data rates of up to 1 Mbyte/s. There is a
limitation, however, in the maximum total length of the bus cable, which is 20 m.
The signals transmitted are TTL-compatible and employ negative logic (see Chap-
ter 13), whereby a logic 0 corresponds to a TTL high state (> 2 V) and a logic 1 to
a TTL low state (< 0.8 V). Often, the eight-bit word transmitted over an IEEE 488
bus is coded in ASCII format (see Table 14.6), as illustrated in Example 15.16.
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Data lines
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Handshake lines 

DAV Data valid
NRFD Not ready for data
NDAC Not data accepted

Control lines

IFC Interface clear
ATN Attention
REN Remote enable
SRQ Service request
EOI End or identify

Figure 15.68 IEEE 488 bus

EXAMPLE 15.16 ASCII to Binary Data Conversion Over IEEE
488 Bus

Problem

Determine the actual binary data sent by a digital voltmeter over an IEEE 488 bus.

Solution

Known Quantities: Digital voltmeter reading, V .

Find: Binary data sequence.

Schematics, Diagrams, Circuits, and Given Data: V = 3.405 V. ASCII conversion
table (Table 14.6).

Assumptions: Data is encoded in ASCII format. Sequence is sent from most to least
significant digit.

Analysis: Using Table 14.6, we can tabulate the conversion as follows:

Control character ASCII (hex)

3 33

. 2E

4 34

0 30

5 35
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The actual binary data sent can therefore be determined by converting the hex ASCII
sequence into binary data (see Chapter 13):

33 2E 34 30 35 ↔ 110011 101110 110100 110000 110101

Comments: Note that the ASCII format is not very efficient: if you directly performed a
base-10 to binary conversion (see Chapter 13), only eight bits (plus the decimal point)
would be required.

In an IEEE 488 bus system, devices may play different roles and are typi-
cally classified as controllers, which manage the data flow; talkers (e.g., a digital
voltmeter), which can only send data; listeners (e.g., a printer), which can only
receive data; and talkers/listeners (e.g., a digital oscilloscope), which can receive
as well as transmit data. The simplest system configuration might consist of just a
talker and a listener. If more than two devices are present on the bus, a controller
is necessary to determine when and how data transmission is to occur on the bus.
For example, one of the key rules implemented by the controller is that only one
talker can transmit at any one time; it is possible, however, for several listeners
to be active on the bus simultaneously. If the data rates of the different listeners
are different, the talker will have to transmit at the slowest rate, so that all of the
listeners are assured of receiving the data correctly.

The set of rules by which the controller determines the order in which talking
and listening are to take place is determined by a protocol. One aspect of the
protocol is the handshake procedure, which enables the transmission of data. Since
different devices (with different data rate capabilities) may be listening to the same
talker, the handshake protocol must take into account these different capabilities.
Let us discuss a typical handshake sequence that leads to transmission of data
on an IEEE 488 bus. The three handshake lines used in the IEEE 488 have
important characteristics that give the interface system wide flexibility, allowing
interconnection of multiple devices that may operate at different speeds. The
slowest active device controls the rate of data transfer, and more than one device
can accept data simultaneously. The timing diagram of Figure 15.69 is used to
illustrate the sequence in which the handshake and data transfer are performed:

Data transfer
begins

Data transfer
ends

Valid data on
data lines

NRFD

NDAC

Ready to receive data

Data not valid yet

Data byte accepted

Time

2µs

41

3

5 7

6

6

2

1

0

1

0

1

0

1

0

Figure 15.69 IEEE 488 data transmission protocol
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1. All active listeners use the not ready for data (NRFD) line to indicate their
state of readiness to accept a new piece of information. Nonreadiness to
accept data is indicated if the NRFD line is held at zero volts. If even one
active listener is not ready, the NRFD line of the entire bus is kept at zero
volts and the active talker will not transmit the next byte. When all active
listeners are ready and they have released the NRFD line, it now goes high.

2. The designated talker drives all eight data input/output lines, causing valid
data to be placed on them.

3. Two microseconds after putting valid data on the data lines, the active talker
pulls the data valid (DAV) line to zero volts and thereby signals the active
listeners to read the information on the data bus. The 2-µs interval is required
to allow the data put on the data lines to reach (settle to) valid logic levels.

4. After the DAV is asserted, the listeners respond by pulling the NRFD line
back down to zero. This prevents any additional data transfers from being
initiated. The listeners also begin accepting the data byte at their own rates.

5. When each listener has accepted the data, it releases the not data accepted
(NDAC) line. Only when the last active listener has released its hold on the
NDAC line will that line go to its high-voltage-level state.

6. (a) When the active talker sees that NDAC has come up to its high state, it
stops driving the data line. (b) At the same time, the talker releases the DAV
line, ending the data transfer. The talker may now put the next byte on the
data bus.

7. The listeners pull down the NDAC line back to zero volts and put the byte
“away.”

Each of the instruments present on the data bus is distinguished by its own
address, which is known to the controller; thus, the controller determines who
the active talkers and listeners are on the bus by addressing them. To implement
this and other functions, the controller uses the five control lines. Of these, ATN
(attention) is used as a switch to indicate whether the controller is addressing or
instructing the devices on the bus, or whether data transmission is taking place:
when ATN is logic 1, the data lines contain either control information or addresses;
with ATN = 1, only the controller is enabled to talk. When ATN = 0, only the
devices that have been addressed can use the data lines. The IFC (interface clear)
line is used to initialize the bus, or to clear it and reset it to a known condition in
case of incorrect transmission. The REN (remote enable) line enables a remote
instrument to be controlled by the bus; thus, any function that might normally be
performed manually on the instrument (e.g., selecting a range or mode of operation)
is now controlled by the bus via the data lines. The SRQ (service request) line is
used by instruments on the bus whenever the instrument is ready to send or receive
data; however, it is the controller who decides when to service the request. Finally,
the EOI (end or identify) line can be used in two modes: when it is used by a talker,
it signifies the end of a message; when it is used by the controller, it serves as a
polling line, that is, a line used to interrogate the instrument about its data output.

Although it was mentioned earlier that the IEEE 488 bus can be used only
over distances of up to 20 m, it is possible to extend its range of operation by
connecting remote IEEE 488 bus systems over telephone communication lines.
This can be accomplished by means of bus extenders, or by converting the parallel
data to serial form (typically, in RS-232 format) and by transmitting the serial
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data over the phone lines by means of a modem. Serial communications and the
RS-232 standard are discussed in the next section.

The RS-232 Standard

The primary reason why parallel transmission of data is not used exclusively is
the limited distance range over which it is possible to transmit data on a parallel
bus. Although there are techniques which permit extending the range for parallel
transmission, these are complex and costly. Therefore, serial transmission is
frequently used, whenever data is to be transmitted over a significant distance.
Since serial data travels along one single path and is transmitted one bit at a time,
the cabling costs for long distances are relatively low; further, the transmitting and
receiving units are also limited to processing just one signal, and are also much
simpler and less expensive. Two modes of operation exist for serial transmission:
simplex, which corresponds to transmission in one direction only; and duplex,
which permits transmission in either direction. Simplex transmission requires only
one receiver and one transmitter, at each end of the link; on the other hand, duplex
transmission can occur in one of two manners: half-duplex and full-duplex. In
the former, although transmission can take place in both directions, it cannot occur
simultaneously in both directions; in the latter case, both ends can simultaneously
transmit and receive. Full-duplex transmission is usually implemented by means
of four wires.

The data rate of a serial transmission line is measured in bits per second, since
the data is transmitted one bit at a time. The unit of 1 bit/s is called a baud; thus,
reference is often made to the baud rate of a serial transmission. The baud rate can
be translated into a parallel transmission rate in words per second if the structure
of the word is known; for example, if a word consists of 10 bits (start and stop bits
plus an 8-bit data word) and the transmission takes place at 1,200 baud, 120 words
are being transmitted every second. Typical data rates for serial transmission are
standardized; the most common rates (familiar to the users of personal computer
modem connections) are 300, 600, 1,200, and 2,400 baud. Baud rates can be as
low as 50 baud or as high as 19,200 baud.

Like parallel transmission, serial transmission can also occur either syn-
chronously or asynchronously. In the serial case, it is also true that asynchronous
transmission is less costly but not as fast. A handshake protocol is also required for
asynchronous serial transmission, as explained in the following. The most pop-
ular data-coding scheme for serial transmission is, once again, the ASCII code,
consisting of a 7-bit word plus a parity bit, for a total of 8 bits per character. The
role of the parity bit is to permit error detection in the event of erroneous reception
(or transmission) of a bit. To see this, let us discuss the sequence of handshake
events for asynchronous serial transmission and the use of parity bits to correct for
errors. In serial asynchronous systems, handshaking is performed by using start
and stop bits at the beginning and end of each character that is transmitted. The
beginning of the transmission of a serial asynchronous word is announced by the
“start” bit, which is always a 0 state bit. For the next five to eight successive bit
times (depending on the code and the number of bits that specify the word length
in that code), the line is switched to the 1 and 0 states required to represent the
character being sent. Following the last bit of the data and the parity bit (which
will be explained next), there is one bit or more in the 1 state, indicating “idle.”
The time period associated with this transmission is called the “stop” bit interval.
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If noise pulses affect the transmission line, it is possible that a bit in the
transmission could be misread. Thus, following the 5 to 8 transmitted data bits,
there is a parity bit that is used for error detection. Here is how the parity bit works.
If the transmitter keeps track of the number of 1s in the word being sent, it can
send a parity bit, a 1 or a 0, to ensure that the total number of 1s sent is always
even (even parity) or odd (odd parity). Similarly, the receiver can keep track of
the 1s received to see whether there was an error with the transmission. If an error
is detected, retransmission of the word can be requested.

Serial data transmission occurs most frequently according to the RS-232
standard. The RS-232 standard is based on the transmission of voltage pulses at
a preselected baud rate; the voltage pulses are in the range −3 to −15 V for a logic 0
and in the range +3 to +15 V for a logic 1. It is important to note that this amounts
to a negative logic convention and that the signals are not TTL-compatible. The
distance over which such transmission can take place is up to approximately 17
m (50 ft). The RS-232 standard was designed to make the transmission of digital
data compatible with existing telephone lines; since phone lines were originally
designed to carry analog voice signals, it became necessary to establish some stan-
dard procedures to make digital transmission possible over them. The resulting
standard describes the mechanical and electrical characteristics of the interface be-
tween data terminal equipment (DTE) and data communication equipment (DCE).
DTE consists of computers, terminals, digital instruments, and related peripherals;
DCE includes all of those devices that are used to encode digital data in a format
that permits their transmission over telephone lines. Thus, the standard specifies
how data should be presented by the DTE to the DCE so that digital data can be
transmitted over voice lines.

A typical example of DCE is the modem. A modem converts digital data
to audio signals that are suitable for transmission over a telephone line and is
also capable of performing the reverse function, by converting the audio signals
back to digital form. The term modem stands for modulate-demodulate, because
a modem modulates a sinusoidal carrier using digital pulses (for transmission)
and demodulates the modulated sinusoidal signal to recover the digital pulses (at
reception). Three methods are commonly used for converting digital pulses to an
audio signal: amplitude-shift keying, frequency-shift keying, and phase-shift
keying, depending on whether the amplitude, phase, or frequency of the sinusoid
is modulated by the digital pulses. Figure 15.70 depicts the essential block of a
data transmission system based on the RS-232 standard, as well as examples of
digital data encoded for transmission over a voice line.

In addition to the function just described, however, the RS-232 standard also
provides a very useful set of specifications for the direct transmission of digital
data between computers and instruments. In other words, communication between
digital terminal instruments may occur directly in digital form (i.e., without dig-
ital communication devices encoding the digital data in a form compatible with
analog voice lines). Thus, this standard is also frequently used for direct digital
communication.

The RS-232 standard can be summarized as follows:

• Data signals are encoded according to a negative logic convention using
voltage levels of −3 to −15 V for logic 1 and +3 to +15 V for logic 0.

• Control signals use a positive logic convention (opposite to that of data
signals).
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Audio signal modulated by frequency-shift keying

Digital data

Figure 15.70 Digital data encoded for analog transmission

• The maximum shunt capacitance of the load cannot exceed 2,500 pF; this,
in effect, limits the maximum length of the cables used in the connection.

• The load resistance must be between 300 
 and 3 k
.
• Three wires are used for data transmission. One wire each is used for

receiving and transmitting data; the third wire is a signal return line
(signal ground). In addition, there are 22 wires that can be used for a
variety of control purposes between the DTE and DCE.

• The male part of the connector is assigned to the DTE and the female part
to the DCE. Figure 15.71 labels each of the wires in the 25-pin connector.
Since each side of the connector has a receive and a transmit line, it has
been decided by convention that the DCE transmits on the transmit line
and receives on the receive line, while the DTE receives on the transmit
line and transmits on the receive line.

• The baud rate is limited by the length of the cable; for a 17-m length, any
rate from 50 baud to 19.2 kbaud is allowed. If a longer cable connection
is desired, the maximum baud rate will decrease according to the length
of the cable, and line drivers can be used to amplify the signals, which
are transmitted over twisted-pair wires. Line drivers are simply signal
amplifiers that are used directly on the digital signal, prior to encoding.
For example, the signal generated by a DTE device (say a computer) may
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Signals from terminal (DTE) Signals from modem (DCE)

Pins receiving signals from terminal:
1, 2, 4, 7, 14, 19, 20, 23, 24

Pins receiving signal from modem:
1, 3, 5, 6, 7, 8, 12, 13, 15, 16, 17, 21, 23

Pin 2, Transmitted data

Pin 4, Request to send

Pin 20, Data terminal ready

Pin 7, Signal ground

Pin 1, Protective ground

Pin 24, Transmit signal element timing

Pin 14, Secondary transmitted data

Pin 19, Secondary request to send

Pin 23, Data signal selector

Received data, Pin 3

Clear to send, Pin 5
Data set ready, Pin 6
Signal ground, Pin 7

Protective ground, Pin 1
Secondary clear to send, Pin 13
Signal quality detector, Pin 21

Data rate signal selector, Pin 23
Secondary received data, Pin 16

Transmission signal element timing, Pin 15
Received line signal detector, Pin 8

Received signal element timing, Pin 17

Secondary received line signal detect, Pin 12

Figure 15.71 RS-232 connections

be transmitted over a distance of up to 3,300 m (at a rate of 600 baud)
prior to being encoded by the DCE.

• The serial data can be encoded according to any code, although the ASCII
code is by far the most popular.

Other Communication Network Standards

In addition to the popular RS-232 and IEEE bus standards, we should mention
other communication standards that are commonplace or are rapidly becoming so.
One is Ethernet, which operates at 10 Mb/s and is based on IEEE Standard 802.3.
This is commonly used in office networks. Higher-speed networks include fiber-
distributed data interface (FDDI), which specifies an optical fiber ring with a
data rate of 100 Mb/s, and asynchronous transfer mode (ATM), a packet-oriented
transfer mode moving data in fixed packets called cells. ATM does not operate at
fixed speed. A typical speed is 155 Mb/s, but there are implementations running
as fast as 2 Gb/s.

Check Your Understanding
15.24 Determine the actual binary data sent by a digital voltmeter reading 15.06 V
over an IEEE 488 bus if the data is encoded in ASCII format (see Table 14.6). Assume that
the sequence is from most to least significant digit.

CONCLUSION

• Measurements and instrumentation are among the most important areas of
electrical engineering because virtually all engineering disciplines require the
ability to perform measurements of some kind.
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• A measurement system consists of three essential elements: a sensor,
signal-conditioning circuits, and recording or display devices. The last are often
based on digital computers.

• Sensors are devices that convert a change in a physical variable into a
corresponding change in an electrical variable—typically a voltage. A broad
range of sensors exist to measure virtually all physical phenomena. Proper
wiring, grounding, and shielding techniques are required to minimize undesired
interference and noise.

• Often, sensor outputs need to be conditioned before further processing can take
place. The most common signal-conditioning circuits are instrumentation
amplifiers and active filters.

• If the conditioned sensor signals are to be recorded in digital form by a computer,
it is necessary to perform an analog-to-digital conversion process; timing and
comparator circuits are also often used in this context.

• Once the digital data corresponding to the measured quantity is available, the
need for digital data transmission may arise. Standard transmission formats exist,
of which the two most common are the IEEE 488 and the RS-232 standards.

CHECK YOUR UNDERSTANDING ANSWERS

CYU 15.1 66 dB

CYU 15.2 80 dB

CYU 15.3 120 dB

CYU 15.4 −6.1 dB

CYU 15.5 −20.1 dB

CYU 15.6 40 


CYU 15.7 n = 7

CYU 15.8 42.1 dB

CYU 15.9 R1 = R2 = 1 k
;
C1 = C2 = 100 µF; K = 2

CYU 15.11 3.66 mV

CYU 15.12 δv = 47.1 mV; RF = 94.2 


CYU 15.13 −13.5 V

CYU 15.14 0.76 V

CYU 15.15 10

CYU 15.16 fmax = 10 kHz

CYU 15.21 63 µs

CYU 15.22 9,300 


CYU 15.23 11.5 µF

CYU 15.24 31 35 2E 30 36

HOMEWORK PROBLEMS

Section 1: Sensors and Measurements

15.1 Most motorcycles have engine speed tachometers,
as well as speedometers, as part of their
instrumentation. What differences, if any, are there
between the two in terms of transducers?

15.2 Explain the differences between the engineering
specifications you would write for a transducer to
measure the frequency of an audible sound wave and a
transducer to measure the frequency of a visible light
wave.

15.3 A measurement of interest in the summer is the
temperature-humidity index, consisting of the sum of
the temperature and the percentage relative humidity.
How would you measure this? Sketch a simple
schematic diagram.

15.4 Consider a capacitive displacement transducer as
shown in Figure P15.4. Its capacitance is determined
by the equation

C = 0.255A

d
F
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where A = cross-sectional area of the transducer plate
(in2), and d = air-gap length (in). Determine the
change in voltage (�v0) when the air gap changes
from 0.01 in to 0.015 in.

+

–

R

Cvi vo

Capacitive
transducer

+

–

Figure P15.4

15.5 The circuit of Figure P15.5 may be used for
operation of a photodiode. The voltage VD is a
reverse-bias voltage large enough to make diode
current, iD , proportional to the incident light intensity,
H . Under this condition, iD/H = 0.5 µA-m2/W.
a. Show that the output voltage, Vout, varies linearly

with H .
b. If H = 1,500 W/m2, VD = 7.5 V, and an output

voltage of 1 V is desired, determine an appropriate
value for RL.

Vout

iD

VD

RL

H

Incident
light

Photodiode

Figure P15.5

15.6 G is a material constant equal to 0.055 V-m/N for
quartz in compressive stress and 0.22 V-m/N for
polyvinylidene fluoride in axial stress.
a. A force sensor uses a piezoelectric quartz crystal as

the sensing element. The quartz element is 0.25 in
thick and has a rectangular cross section of 0.09 in2.
The sensing element is compressed and the output
voltage measured across the thickness. What is the
output of the sensor in volts per newton?

b. A polyvinylidene fluoride film is used as a
piezoelectric load sensor. The film is 30 µm thick,
1.5 cm wide, and 2.5 cm in the axial direction. It is
stretched by the load in the axial direction, and the
output voltage is measured across the thickness.
What is the output of the sensor in volts per
newton?

15.7 Let b be the damping constant of the mounting
structure of a machine as pictured in Figure P15.7. It
must be determined experimentally. First, the spring
constant, K , is determined by measuring the resultant
displacement under a static load. The mass, m, is
directly measured. Finally, the damping ratio, ξ , is

measured using an impact test. The damping constant
is given by b = 2ξ

√
Km. If the allowable levels of

error in the measurements of K , m, and ξ are ±5
percent, ±2 percent, and ±10 percent respectively,
estimate a percentage error limit for b.

b

Machine

�
��
�KSupport

structure

m

Figure P15.7

15.8 The quality control system in a plant that makes
acoustical ceiling tile uses a proximity sensor to
measure the thickness of the wet pulp layer every 2 feet
along the sheet, and the roller speed is adjusted based
on the last 20 measurements. Briefly, the speed is
adjusted unless the probability that the mean thickness
lies within ±2% of the sample mean exceeds 0.99.
A typical set of measurements (in mm) is as follows:

8.2, 9.8, 9.92, 10.1, 9.98, 10.2, 10.2, 10.16, 10.0, 9.94,

9.9, 9.8, 10.1, 10.0, 10.2, 10.3, 9.94, 10.14, 10.22, 9.8

Would the speed of the rollers be adjusted based on
these measurements?

15.9 Discuss and contrast the following terms:
a. Measurement accuracy.
b. Instrument accuracy.
c. Measurement error.
d. Precision.

15.10 Four sets of measurements were taken on the
same response variable of a process using four
different sensors. The true value of the response was
known to be constant. The four sets of data are shown
in Figure P15.10. Rank these data sets (and hence the
sensors) with respect to:
a. Precision.
b. Accuracy.
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Figure P15.10

Section 2: Instrumentation Amplifiers

15.11 For the instrumentation amplifier of
Figure P15.11, find the gain of the input stage if
R1 = 1 k
 and R2 = 5 k
.

vout

vb

va

R1

R2

R′2

R′ R′F

RFR+

–

+

–

+

–

Figure P15.11

15.12 Consider again the instrumentation amplifier of
Figure P15.4. Let R1 = 1 k
. What value of R2

should be used to make the gain of the input stage
equal 50?

15.13 Again consider the instrumentation amplifier of
Figure P15.11. Let R2 = 10 k
. What value of R1

will yield an input-stage gain of 16?

15.14 For the IA of Figure 15.16, find the gain of the
input stage if R1 = 1 k
 and R2 = 10 k
.

15.15 For the IA of Figure 15.16, find the gain of the
input stage if R1 = 1.5 k
 and R2 = 80 k
.

15.16 Find the differential gain for the IA of
Figure 15.16 if R2 = 5 k
, R1 = R′ = R = 1 k
, and
RF = 10 k
.

15.17 Suppose, for the circuit of Figure P15.11, that
RF = 200 k
, R = 1 k
, and �R = 2% of R.
Calculate the common-mode rejection ratio (CMRR)
of the instrumentation amplifier. Express your result in
dB.

15.18 Given the instrumentation amplifier of
Figure P15.11, with the component values of Problem
15.17, calculate the mismatch in gains for the
differential components. Express your result in dB.

15.19 Given RF = 10 k
 and R1 = 2 k
 for the IA of
Figure 15.16, find R and R2 so that a differential gain
of 900 can be achieved.

Section 3: Filters

15.20 Replace the cutoff frequency specification of
Example 15.3 with ωC = 10 rad/s and determine the
order of the filter required to achieve 40 dB attenuation
at ωS = 24 rad/s.

15.21 The circuit of Figure P15.21 represents a
low-pass filter with gain.
a. Derive the relationship between output amplitude

and input amplitude.
b. Derive the relationship between output phase angle

and input phase angle.

Rr

Rin

Vout

Vin

+

–

CF

Figure P15.21

15.22 Consider again the circuit of Figure P15.21. Let
Rin = 20 k
, RF = 100 k
, and CF = 100 pF.
Determine an expression for vout(t) if vin(t) = 2 sin
(2,000πt) V.

15.23 Derive the frequency response of the low-pass
filter of Figure 15.22.

15.24 Derive the frequency response of the high-pass
filter of Figure 15.22.

15.25 Derive the frequency response of the band-pass
filter of Figure 15.22.

15.26 Consider again the circuit of Figure P15.21. Let
CF = 100 pF. Determine appropriate values for Rin

and RF if it is desired to construct a filter having a
cutoff frequency of 20 kHz and a gain magnitude of 5.

15.27 Design a second-order Butterworth high-pass
filter with a 10-kHz cutoff frequency, a DC gain of 10,
Q = 5, and VS = ±15 V.

15.28 Design a second-order Butterworth high-pass
filter with a 25-kHz cutoff frequency, a DC gain of 15,
Q = 10, and VS = ±15 V.

15.29 The circuit shown in Figure P15.29 is claimed to
exhibit a second-order Butterworth low-pass voltage
gain characteristic. Derive the characteristic and verify
the claim.
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R

Vout

Vin

R

C/√2

√2 C

+

–

Figure P15.29

15.30 Design a second-order Butterworth low-pass
filter with a 15-kHz cutoff frequency, a DC gain of 15,
Q = 5, and VS = ±15 V.

15.31 Design a band-pass filter with a low cutoff
frequency of 200 Hz, a high cutoff frequency of 1 kHz,
and a pass-band gain of 4. Calculate the value of Q for
the filter. Also, draw the approximate frequency
response of this filter.

15.32 Using the circuit of Figure P15.29, design a
second-order low-pass Butterworth filter with a cutoff
frequency of 10 Hz.

15.33 A low-pass Sallen-Key filter is shown in
Figure P15.33. Find the voltage gain Vout/Vin as a
function of frequency and generate its Bode magnitude
plot. Show and observe that the cutoff frequency is
1/2πRC and that the low-frequency gain is R4/R3.

C

C

R R

R4

R3

Vi _
+

Vo

Figure P15.33

15.34 The circuit shown in Figure P15.34 exhibits
low-pass, high-pass, and band-pass voltage gain
characteristics, depending on whether the output is
taken at node 1, node 2, or node 3. Find the transfer
functions relating each of these outputs to Vin, and
determine which is which.

R1 = 1/K
Vin

V3

1 Ω1 Ω

1 Ω

R2 = 1/a

R3 = 1/b

1 Ω

1 Ω

1 F1 F

V2V1

+

–

+

–

+

–

+

–

Figure P15.34

15.35 The filter shown in Figure P15.35 is called an
infinite-gain multiple-feedback filter. Derive the
following expression for the filter’s frequency
response:

H(jω) =
−(1/R3R2C1C2)R3/R1

(jω)2 +
(

1
R1C1

+ 1
R2C1

+ 1
R3C1

)
jω + 1

R3R2C1C2

+

–
R1 R2

R3

C2

C1

Figure P15.35

15.36 The filter shown in Figure P15.36 is a Sallen and
Key band-pass filter circuit, where K is the DC gain of
the filter. Derive the following expression for the
filter’s frequency response:

H(jω) =
jωK/R1C1

(jω)2 + jω
(

1
R1C1

+ 1
R3C2

+ 1
R3C1

+ 1−K

R2C1

)
+ R1+R2

R1R2R3C1C2
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Figure P15.36

15.37 Show that the expression for Q in the filter of
Problem 15.35 is given by

1

Q
=

√
R2R3

C2

C1

(
1

R1
+ 1

R2
+ 1

R3

)

Section 4: Data Acquisition Systems

15.38 List two advantages of digital signal processing
over analog signal processing.

15.39 Discuss the role of a multiplexer in a data
acquisition system.

15.40 The circuit shown in Figure P15.40 represents a
sample-and-hold circuit, such as might be used in a
successive-approximation ADC. Assume that the JFET
is turned on when VG is high, and off when VG is low.
Explain the operation of the circuit.

RG

Vin

Vout

VG

R

 C

t

t

+

–

+

–
op-amp

# 1

op-amp
# 2

Vin

VG

Figure P15.40

15.41 For the circuit shown in Figure P15.40, let Vin be
a 1 kHz sinusoidal signal with 0◦ phase angle, 0 V DC
offset, and 20 V peak-to-peak amplitude. Let VG be a
rectangular pulse train, with pulse width 10 µs, and

period 100 µs, with the leading edge of the first pulse
at t = 0.
a. Sketch Vout if the RC circuit has a time constant

equal to 20 µs.
b. Sketch Vout if the RC circuit has a time constant

equal to 1 ms.

15.42 The unsigned decimal number 1210 is inputted to
a four-bit DAC. Given that RF = R0/15, logic 0
corresponds to 0 V, and logic 1 corresponds to 4.5 V,
a. What is the output of the DAC?
b. What is the maximum voltage that can be outputted

from the DAC?
c. What is the resolution over the range 0 to 4.5 V?
d. Find the number of bits required in the DAC if an

improved resolution of 20 mV is desired.

15.43 The unsigned decimal number 21510 is inputted
to an eight-bit DAC. Given that RF = R0/255, logic 0
corresponds to 0 V, and logic 1 corresponds to 10 V,
a. What is the output of the DAC?
b. What is the maximum voltage that can be outputted

from the DAC?
c. What is the resolution over the range 0 to 10 V?
d. Find the number of bits required in the DAC if an

improved resolution of 3 mV is desired.

15.44 The circuit shown in Figure P15.44 represents a
simple 4-bit digital-to-analog converter. Each switch is
controlled by the corresponding bit of the digital
number—if the bit is 1 the switch is up; if the bit is 0
the switch is down. Let the digital number be
represented by b3b2b1b0. Determine an expression
relating vo to the binary input bits.

+

R1

vo

V

2R1

4R1

8R1

R2

S3

S2

S1

S0

–

Figure P15.44
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15.45 The unsigned decimal number 9810 is inputted to
an eight-bit DAC. Given that RF = R0/255, logic 0
corresponds to 0 V and logic 1 corresponds to 4.5 V,
a. What is the output of the DAC?
b. What is the maximum voltage that can be outputted

from the DAC?
c. What is the resolution over the range 0 to 4.5 V?
d. Find the number of bits required in the DAC if an

improved resolution of 0.5 mV is desired.

15.46 For the DAC circuit shown in Figure P15.46
(using an ideal op-amp), what value of RF will give an
output range of −10 ≤ V0 ≤ 0 V? Assume that logic
0 = 0 V and logic 1 = 5 V.

+

–

QA

QB

QC

QD V0

1/8 kΩ

1/4 kΩ

1/2 kΩ

1 kΩ

RF

Figure P15.46

15.47 Explain how to redesign the circuit of
Figure P15.44 so that the overall circuit is a
“noninverting” device.

15.48 The circuit of Figure P15.48 has been suggested
as a means of implementing the switches needed for
the digital-to-analog converter of Figure P15.44.
Explain how the circuit works.

FET1

FET2

to op-amp
inverting input

23-kR1kth bit of
input, bk

V

Figure P15.48

15.49 The unsigned decimal number 34510 is inputted
to a 12-bit DAC. Given that RF = R0/4,095, logic 1
corresponds to 10 V, and logic 0 to 0 V,

a. What is the output of the DAC?
b. What is the maximum voltage that can be outputted

from the DAC?
c. What is the resolution over the range 0 to 10 V?
d. Find the number of bits required in the DAC if an

improved resolution of 0.5 mV is desired.

15.50 For the DAC circuit shown in Figure P15.46
(using an ideal op-amp), what value of RF will give an
output range of −15 ≤ V0 ≤ 0 V?

15.51 Using the model of Figure P15.44, design a 4-bit
digital-to-analog converter whose output is given by

vo = − 1

10
(8b3 + 4b2 + 2b1 + b0)V

15.52 A data acquisition system uses a DAC with a
range of ±15 V and a resolution of 0.01 V. How many
bits must be present in the DAC?

15.53 A data acquisition system uses a DAC with a
range of ±10 V and a resolution of 0.04 V. How many
bits must be present in the DAC?

15.54 A data acquisition system uses a DAC with a
range of −10 to +15 V and a resolution of 0.004 V.
How many bits must be present in the DAC?

15.55 A DAC is to be used to deliver velocity
commands to a motor. The maximum velocity is to be
2,500 rev/min, and the minimum nonzero velocity is to
be 1 rev/min. How many bits are required in the DAC?
What will the resolution be?

15.56 Assume the full-scale value of the analog input
voltage to a particular analog-to-digital converter is
10 V.
a. If this is a 3-bit device, what is the resolution of the

output?
b. If this is an 8-bit device, what is its resolution?
c. Make a general comment about the relationship

between the number of bits and the resolution of an
ADC.

15.57 The voltage range of feedback signal from a
process is −5 V to +15 V, and a resolution of 0.05
percent of the voltage range is required. How many
bits are required for the DAC?

15.58 Eight channels of analog information are being
used by a computer to close eight control loops.
Assume that all analog signals have identical
frequency content and are multiplexed into a single
ADC. The ADC requires 100 µs per conversion. The
closed-loop software requires 500 µs of computation
and output time for four of the loops, and for the other
four it requires 250 µs. What is the maximum
frequency content that the analog signal can have
according to the Nyquist criterion?
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15.59 A rotary potentiometer is to be used as a remote
rotational displacement sensor. The maximum
displacement to be measured is 180◦, and the
potentiometer is rated for 10 V and 270◦ of rotation.
a. What voltage increment must be resolved by an

ADC to resolve an angular displacement of 0.5◦?
How many bits would be required in the ADC for
full-range detection?

b. The ADC requires a 10-V input voltage for
full-scale binary output. If an amplifier is placed
between the potentiometer and the ADC, what
amplifier gain should be used to take advantage of
the full range of the ADC?

15.60 Suppose it is desired to digitize a 250-kHz analog
signal to 10 bits using a successive-approximation
ADC. Estimate the maximum permissible conversion
time for the ADC.

15.61 A torque sensor has been mounted on a farm
tractor engine. The voltage produced by the torque
sensor is to be sampled by an ADC. The rotational
speed of the crankshaft is 800 rev/min. Because of
speed fluctuation caused by the reciprocating action of
the engine, frequency content is present in the torque
signal at twice the shaft rotation frequency. What is the
minimum sampling period that can be used to ensure
that the Nyquist criterion is satisfied?

15.62 The output voltage of an aircraft altimeter is to be
sampled using an ADC. The sensor outputs 0 V at 0 m
altitude and outputs 10 V at 10,000 m altitude. If the
allowable error in sensing (± 1

2 LSB) is 10 m, find the
minimum number of bits required for the ADC.

15.63 Consider a circuit that generates interrupts at
fixed time intervals. Such a device is called a real-time
clock and is used in control applications to establish
the sample period as T seconds for control algorithms.
Show how this can be done with a square wave (clock)
that has a period equal to the desired time interval
between interrupts.

15.64 What is the minimum number of bits required to
digitize an analog signal with a resolution of:
a. 5%
b. 2%
c. 1%

Section 5: Timing Circuits

15.65 A useful application that exploits the open-loop
characteristics of op amps is known as a comparator.
One particularly simple example known as a window
comparator is shown in Figures P15.65(a) and (b).
Show that Vout = 0 whenever Vlow < Vin < Vhigh and
that Vout = +V otherwise.

Vhigh

(a)

+V

Vlow

Vin Vout

+

–

+

–

Vout

Vin

Window

Vlow Vhigh

(b)

Figure P15.65

15.66 Design a Schmitt trigger to operate in the
presence of noise with peak amplitude = ±150 mV.
The circuit is to switch around the reference value −1
V. Assume an op-amp with ±10-V supplies
(Vsat = 8.5 V).

15.67 In the circuit of Figure P15.67, R1 = 100 
,
R2 = 56 k
, Ri = R1‖R2, and vin is a 1-V
peak-to-peak sine wave. Assuming that the supply
voltages are ±15 V, determine the threshold voltages
(positive and negative v+) and draw the output
waveform.

+

–

Ri

vi

R1

R2

vo

Figure P15.67

15.68 The circuit in Figure P15.68 shows how a
Schmitt trigger might be constructed with an op-amp.
Explain the operation of this circuit.
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+

–

Vin

RF

Vout

Rin

Figure P15.68

15.69 Consider again the circuit of Figure P15.68. Let
the op-amp be an LM741 with ±15 V bias supplies,
and suppose RF is chosen to be 104 k
. Assume Vin is
a 1-kHz sinusoidal signal with 1-V amplitude.
a. Determine the appropriate value for Rin if the

output is to be high whenever |Vin| ≥ 0.25 V.
b. Sketch the input and output waveforms.

15.70 For the circuit shown in Figure P15.70,
a. Draw the output waveform for vin a 4-V

peak-to-peak sine wave at 100 Hz and Vref = 2 V.
b. Draw the output waveform for vin a 4-V

peak-to-peak sine wave at 100 Hz and Vref = −2 V.

Note that the diodes placed at the input ensure that the
differential voltage does not exceed the diode offset
voltage.

+

–

Vref

vo

+~–

R
R

+

–
vin

Figure P15.70

15.71 Figure P15.71 shows a simple go-no go detector
application of a comparator.
a. Explain how the circuit works.
b. Design a circuit (i.e., choose proper values for the

resistors) such that the green LED will turn on
when Vin exceeds 5 V, and the red LED will be on
whenever Vin is less than 5 V. Assume only 15 V
supplies are available.

+

R2

Vin

R1
Green Red

V

–

Figure P15.71

15.72 For the circuit of Figure P15.72, vin is a 100-mV
peak sine wave at 5 kHz, R = 10 k
, and D1 and D2

are 6.2-V Zener diodes. Draw the output voltage
waveform.

+

–

voR

vin

D1 D2

+~–

Figure P15.72

15.73 Show that the period of oscillation of an op-amp
astable multivibrator is given by the expression

T = 2R1C loge

(
2R2

R3
+ 1

)

15.74 Use the data sheets for the 74123 monostable
multivibrator to analyze the connection shown in
Figure 15.60 in the text. Draw a timing diagram
indicating the approximate duration of each pulse,
assuming that the trigger signal consists of a
positive-going transition.

15.75 In the monostable multivibrator of Figure 15.61
in the text, R1 = 10 k
 and the output pulse width
T = 10 ms. Determine the value of C.

Section 6: Data Transmission

15.76 An ASCII (hex) encoded message is given below.
Decode the message.

41 53 43 49 49 20 64 65 63 6F 64 69 6E 67 20 69 73 20 65 61 73 79 21

15.77 An ASCII (binary) encoded message is given
below. Decode the messsage. Hint: Follow a
line-by-line sequence, not column-by-column.
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1010100 1101000 1101001 1110011
1101001 1101101 1100101 0101101
1101110 1100111 0100000 1110000

0100000 1101001 1110011 0100000
1100011 1101111 1101110 1110011
1110010 1101111 1100010 1101100

1100001 0100000 1110100
1110101 1101101 1101001
1100101 1101101 0101110

15.78 Express the following decimal numbers in ASCII
form:
a. 12
b. 345.2
c. 43.5

15.79 Express the following words in ASCII form:
a. Digital
b. Computer
c. Ascii
d. ASCII

15.80 Explain why data transmission over long
distances is usually done via a serial scheme rather
than parallel.

15.81 A certain automated data-logging instrument has
16K-words of on-board memory. The device samples
the variable of interest once every five minutes. How
often must data be downloaded and the memory
cleared in order to avoid losing any data?

15.82 Explain why three wires are required for the
handshaking technique employed by IEEE 488 bus
systems.

15.83 A CD-ROM can hold 650 Mbytes of information.
Suppose the CD-ROMs are packed 50 per box. The
manufacturer ships 100 boxes via commercial airliner
from Los Angeles to New York. The distance between
the two cities is 2,500 miles by air, and the airliner flies
at a speed of 400 mi/h. What is the data transmission
rate between the two cities in bits/s?
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C H A P T E R

16

Principles of Electromechanics

he objective of this chapter is to introduce the fundamental notions of
electromechanical energy conversion, leading to an understanding of the
operation of various electromechanical transducers. The chapter also
serves as an introduction to the material on electric machines to be pre-

sented in Chapters 17 and 18. The foundations for the material introduced in this
chapter will be found in the circuit analysis chapters (1–7). In addition, the ma-
terial on power electronics (Chapter 11) is also relevant, especially with reference
to Chapters 17 and 18.

The subject of electromechanical energy conversion is one that should be
of particular interest to thenon–electricalengineer, because it forms one of the
important points of contact between electrical engineering and other engineering
disciplines. Electromechanical transducers are commonly used in the design of
industrial and aerospace control systems and in biomedical applications, and they
form the basis of many common appliances. In the course of our exploration
of electromechanics, we shall illustrate the operation of practical devices, such
as loudspeakers, relays, solenoids, sensors for the measurement of position and
velocity, and other devices of practical interest.

Upon completion of the chapter, you should be able to:

• Analyze simple magnetic circuits, to determine electrical and mechanical
performance and energy requirements.
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• Size a relay or solenoid for a given application.
• Describe the energy-conversion process in electromechanical systems.
• Perform a simplified linear analysis of electromechanical transducers.

16.1 ELECTRICITY AND MAGNETISM

The notion that the phenomena of electricity and magnetism are interconnected was
first proposed in the early 1800s by H. C. Oersted, a Danish physicist. Oersted
showed that an electric current produces magnetic effects (more specifically, a
magnetic field). Soon after, the French scientist André Marie Amp̀ere expressed
this relationship by means of a precise formulation, known asAmp̀ere’s law. A few
years later, the English scientist Faraday illustrated how the converse of Ampère’s
law also holds true, that is, that a magnetic field can generate an electric field; in
short,Faraday’s lawstates that a changing magnetic field gives rise to a voltage.
We shall undertake a more careful examination of both Ampère’s and Faraday’s
laws in the course of this chapter.

As will be explained in the next few sections, the magnetic field forms a
necessary connection between electrical and mechanical energy. Ampère’s and
Faraday’s laws will formally illustrate the relationship between electric and mag-
netic fields, but it should already be evident from your own individual experience
that the magnetic field can also convert magnetic energy to mechanical energy
(for example, by lifting a piece of iron with a magnet). In effect, the devices we
commonly refer to aselectromechanicalshould more properly be referred to as
electromagnetomechanical, since they almost invariably operate through a conver-
sion from electrical to mechanical energy (or vice versa) by means of a magnetic
field. Chapters 16 through 18 are concerned with the use of electricity and mag-
netic materials for the purpose of converting electrical energy to mechanical, and
back.

The Magnetic Field and Faraday’s Law

The quantities used to quantify the strength of a magnetic field are themagnetic
flux, φ, in units of webers (Wb); and themagnetic flux density, B, in units
of webers per square meter (Wb/m2), or teslas (T). The latter quantity, as well
as the associatedmagnetic field intensity, H (in units of amperes per meter, or
A/m) are vectors.1 Thus, the density of the magnetic flux and its intensity are
in general described in vector form, in terms of the components present in each
spatial direction (e.g., on thex, y, andz axes). In discussing magnetic flux density
and field intensity in this chapter and the next, we shall almost always assume that
the field is ascalar field, that is, that it lies in a single spatial direction. This will
simplify many explanations.

It is customary to represent the magnetic field by means of the familiarlines
of force(a concept also due to Faraday); we visualize the strength of a magnetic
field by observing the density of these lines in space. You probably know from a
previous course in physics that such lines are closed in a magnetic field, that is,
that they form continuous loops exiting at a magnetic north pole (by definition)

1We will use the boldface symbolsB andH to denote the vector forms ofB andH ; the standard
typeface will represent the scalar flux density or field intensity in a given direction.
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and entering at a magnetic south pole. The relative strengths of the magnetic fields
generated by two magnets could be depicted as shown in Figure 16.1.

�
Weaker magnetic field

NS

Stronger magnetic field
�

NS

Figure 16.1 Lines of force
in a magnetic field

Magnetic fields are generated by electric charge in motion, and their effect
is measured by the force they exert on a moving charge. As you may recall from
previous physics courses, the vector force f exerted on a charge of q moving at
velocity u in the presence of a magnetic field with flux density B is given by the
equation

f = qu × B (16.1)

where the symbol × denotes the (vector) cross product. If the charge is moving at
a velocity u in a direction that makes an angle θ with the magnetic field, then the
magnitude of the force is given by

f = quB sin θ (16.2)

and the direction of this force is at right angles with the plane formed by the vectors
B and u. This relationship is depicted in Figure 16.2.

u

f

q

θB

Figure 16.2 Charge
moving in a constant
magnetic field

The magnetic flux, φ, is then defined as the integral of the flux density over
some surface area. For the simplified (but often useful) case of magnetic flux lines
perpendicular to a cross-sectional area A, we can see that the flux is given by the
following integral:

φ =
∫
A

B dA (16.3)

in webers (Wb), where the subscript A indicates that the integral is evaluated
over the surface A. Furthermore, if the flux were to be uniform over the cross-
sectional area A (a simplification that will be useful), the preceding integral could
be approximated by the following expression:

φ = B · A (16.4)

Figure 16.3 illustrates this idea, by showing hypothetical magnetic flux lines
traversing a surface, delimited in the figure by a thin conducting wire.

A

Figure 16.3 Magnetic flux lines
crossing a surface

Faraday’s law states that if the imaginary surface A were bounded by a
conductor—for example, the thin wire of Figure 16.3—then a changing magnetic
field would induce a voltage, and therefore a current, in the conductor. More



770 Chapter 16 Principles of Electromechanics

precisely, Faraday’s law states that a time-varying flux causes an induced electro-
motive force, or emf, e, as follows:

e = −dφ
dt

(16.5)

A little discussion is necessary at this point to explain the meaning of the
minus sign in equation 16.5. Consider the one-turn coil of Figure 16.4, which
forms a circular cross-sectional area, in the presence of a magnetic field with flux
density B oriented in a direction perpendicular to the plane of the coil. If the
magnetic field, and therefore the flux within the coil, is constant, no voltage will
exist across terminals a and b; if, however, the flux were increasing and terminals
a and b were connected—for example, by means of a resistor, as indicated in
Figure 16.4(b)—current would flow in the coil in such a way that the magnetic flux
generated by the current would oppose the increasing flux. Thus, the flux induced
by such a current would be in the direction opposite to that of the original flux
density vector, B. This principle is known as Lenz’s law. The reaction flux would
then point downward in Figure 16.4(a), or into the page in Figure 16.4(b). Now,
by virtue of the right-hand rule, this reaction flux would induce a current flowing
clockwise in Figure 16.4(b), that is, a current that flows out of terminal b and into
terminal a. The resulting voltage across the hypothetical resistor R would then be
negative. If, on the other hand, the original flux were decreasing, current would be
induced in the coil so as to reestablish the initial flux; but this would mean that the
current would have to generate a flux in the upward direction in Figure 16.4(a) (or
out of the page in Figure 16.4(b)). Thus, the resulting voltage would change sign.

a

b

B

R e
i

(b)

(a)

a

b

+

–

Current generating a magnetic flux
opposing the increase in flux due to B

Figure 16.4 Flux direction

The polarity of the induced voltage can usually be determined from physical
considerations; therefore the minus sign in equation 16.5 is usually left out. We
will use this convention throughout the chapter.

In practical applications, the size of the voltages induced by the changing
magnetic field can be significantly increased if the conducting wire is coiled many
times around, so as to multiply the area crossed by the magnetic flux lines many
times over. For an N -turn coil with cross-sectional area A, for example, we have
the emf

e = N dφ
dt

(16.6)

Figure 16.5 shows an N -turn coil linking a certain amount of magnetic flux; you
can see that ifN is very large and the coil is tightly wound (as is usually the case in
the construction of practical devices), it is not unreasonable to presume that each
turn of the coil links the same flux. It is convenient, in practice, to define the flux
linkage, λ, as

λ = Nφ (16.7)

so that

e = dλ

dt
(16.8)

i

i

B

B

Flux lines

Right-hand rule

i

Figure 16.5 Concept of
flux linkage

Note that equation 16.8, relating the derivative of the flux linkage to the
induced emf, is analogous to the equation describing current as the derivative of
charge:

i = dq

dt
(16.9)
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In other words, flux linkage can be viewed as the dual of charge in a circuit analysis
sense, provided that we are aware of the simplifying assumptions just stated in the
preceding paragraphs, namely, a uniform magnetic field perpendicular to the area
delimited by a tightly wound coil. These assumptions are not at all unreasonable
when applied to the inductor coils commonly employed in electric circuits.

What, then, are the physical mechanisms that can cause magnetic flux to
change, and therefore to induce an electromotive force? Two such mechanisms
are possible. The first consists of physically moving a permanent magnet in the
vicinity of a coil—for example, so as to create a time-varying flux. The second
requires that we first produce a magnetic field by means of an electric current (how
this can be accomplished is discussed later in this section) and then vary the current,
thus varying the associated magnetic field. The latter method is more practical
in many circumstances, since it does not require the use of permanent magnets
and allows variation of field strength by varying the applied current; however, the
former method is conceptually simpler to visualize. The voltages induced by a
moving magnetic field are called motional voltages; those generated by a time-
varying magnetic field are termed transformer voltages. We shall be interested
in both in this chapter, for different applications.

In the analysis of linear circuits in Chapter 4, we implicitly assumed that the
relationship between flux linkage and current was a linear one:

λ = Li (16.10)

so that the effect of a time-varying current was to induce a transformer voltage
across an inductor coil, according to the expression

v = Ldi
dt

(16.11)

This is, in fact, the defining equation for the ideal self-inductance, L. In addition
to self-inductance, however, it is also important to consider the magnetic coupling
that can occur between neighboring circuits. Self-inductance measures the voltage
induced in a circuit by the magnetic field generated by a current flowing in the
same circuit. It is also possible that a second circuit in the vicinity of the first may
experience an induced voltage as a consequence of the magnetic field generated
in the first circuit. As we shall see in Section 16.4, this principle underlies the
operation of all transformers.

v1~i1

+

–

+

–

L1 L2

v2

M

v1~i1

+

– +

–

L1 L2

v2

M

Figure 16.6 Mutual
inductance

Self- and Mutual Inductance

Figure 16.6 depicts a pair of coils, one of which, L1, is excited by a current, i1,
and therefore develops a magnetic field and a resulting induced voltage, v1. The
second coil, L2, is not energized by a current, but links some of the flux generated
by the current i1 around L1 because of its close proximity to the first coil. The
magnetic coupling between the coils established by virtue of their proximity is
described by a quantity called mutual inductance and defined by the symbolM .
The mutual inductance is defined by the equation

v2 = Mdi1
dt

(16.12)

The dots shown in the two figures indicate the polarity of the coupling between the
coils. If the dots are at the same end of the coils, the voltage induced in coil 2 by a
current in coil 1 has the same polarity as the voltage induced by the same current
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in coil 1; otherwise, the voltages are in opposition, as shown in the lower part
of Figure 16.6. Thus, the presence of such dots indicates that magnetic coupling
is present between two coils. It should also be pointed out that if a current (and
therefore a magnetic field) were present in the second coil, an additional voltage
would be induced across coil 1. The voltage induced across a coil is, in general,
equal to the sum of the voltages induced by self-inductance and mutual inductance.

FOCUS ON
MEASUREMENTS

Linear Variable Differential Transformer (LVDT)
The linear variable differential transformer (LVDT) is a dis-
placement transducer based on the mutual inductance concept
just discussed. Figure 16.7 shows a simplified representation of
an LVDT, which consists of a primary coil, subject to AC excitation (vex),
and of a pair of identical secondary coils, which are connected so as to result
in the output voltage

vout = v1 − v2

The ferromagnetic core between the primary and secondary coils can be
displaced in proportion to some external motion, x, and determines the
magnetic coupling between primary and secondary coils. Intuitively, as the
core is displaced upward, greater coupling will occur between the primary
coil and the top secondary coil, thus inducing a greater voltage in the top
secondary coil. Hence, vout > 0 for positive displacements. The converse is
true for negative displacements. More formally, if the primary coil has
resistance Rp and self-inductance Lp, we can write

iRp + Lp di
dt

= vex

and the voltages induced in the secondary coils are given by

v1 = M1
di

dt

v2 = M2
di

dt

so that

vout = (M1 −M2)
di

dt

vex

Iron core

vout

x = 0

Nonmagnetic rod

~

x

+

–

–

v1

v2

+

+

–

i
+

–

Figure 16.7 Linear variable
differential transformer

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw16.htm
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whereM1 andM2 are the mutual inductances between the primary and the
respective secondary coils. It should be apparent that each of the mutual
inductances is dependent on the position of the iron core. For example, with
the core at the null position,M1 = M2 and vout = 0. The LVDT is typically
designed so thatM1 −M2 is linearly related to the displacement of the core,
x.

Because the excitation is by necessity an AC signal (why?), the output
voltage is actually given by the difference of two sinusoidal voltages at the
same frequency, and is therefore itself a sinusoid, whose amplitude and
phase depend on the displacement, x. Thus, vout is an amplitude-modulated
(AM) signal, similar to the one discussed in “Focus on Measurements:
Capacitive Displacement Transducer” in Chapter 4. To recover a signal
proportional to the actual displacement, it is therefore necessary to use a
demodulator circuit, such as the one discussed in “Focus on Measurements:
Peak Detector for Capacitive Displacement Transducer” in Chapter 8.

In practical electromagnetic circuits, the self-inductance of a circuit is not
necessarily constant; in particular, the inductance parameter, L, is not constant, in
general, but depends on the strength of the magnetic field intensity, so that it will
not be possible to use such a simple relationship as v = L di/dt , with L constant.
If we revisit the definition of the transformer voltage,

e = N dφ
dt

(16.13)

we see that in an inductor coil, the inductance is given by

L = Nφ

i
= λ

i
(16.14)

This expression implies that the relationship between current and flux in a magnetic
structure is linear (the inductance being the slope of the line). In fact, the properties
of ferromagnetic materials are such that the flux-current relationship is nonlinear,
as we shall see in Section 16.3, so that the simple linear inductance parameter
used in electric circuit analysis is not adequate to represent the behavior of the
magnetic circuits of the present chapter. In any practical situation, the relationship
between the flux linkage, λ, and the current is nonlinear, and might be described
by a curve similar to that shown in Figure 16.8. Whenever the i-λ curve is not
a straight line, it is more convenient to analyze the magnetic system in terms of
energy calculations, since the corresponding circuit equation would be nonlinear.

Field
energy

Co-energy 

i (A)

W'm

 λ (Wb-turns)

0

Wm

Figure 16.8 Relationship
between flux linkage, current,
energy, and co-energy.

In a magnetic system, the energy stored in the magnetic field is equal to the
integral of the instantaneous power, which is the product of voltage and current,
just as in a conventional electrical circuit:

Wm =
∫
ei dt ′ (16.15)

However, in this case, the voltage corresponds to the induced emf, according to
Faraday’s law:

e = dλ

dt
= N dφ

dt
(16.16)
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and is therefore related to the rate of change of the magnetic flux. The energy
stored in the magnetic field could therefore be expressed in terms of the current
by the integral

Wm =
∫
ei dt ′ =

∫
dλ

dt
i dt ′ =

∫
i dλ′ (16.17)

It should be straightforward to recognize that this energy is equal to the area above
the λ-i curve of Figure 16.8. From the same figure, it is also possible to define a
fictitious (but sometimes useful) quantity called co-energy, equal to the area under
the curve and identified by the symbol W ′

m. From the figure, it is also possible to
see that the co-energy can be expressed in terms of the stored energy by means of
the following relationship:

W ′
m = iλ−Wm (16.18)

Example 16.1 illustrates the calculation of energy, co-energy, and induced voltage
using the concepts developed in these paragraphs.

The calculation of the energy stored in the magnetic field around a magnetic
structure will be particularly useful later in the chapter, when the discussion turns
to practical electromechanical transducers and it will be necessary to actually
compute the forces generated in magnetic structures.

EXAMPLE 16.1 Energy and Co-Energy Calculation
for an Inductor

Problem

Compute the energy, co-energy, and incremental linear inductance for an iron core
inductor with a given λ-i relationship. Also compute the voltage across the terminals
given the current through the coil.

Solution

Known Quantities: λ-i relationship; nominal value of λ; coil resistance; coil current.

Find: Wm;W ′
m; L ; v.

Schematics, Diagrams, Circuits, and Given Data: i = λ+ 0.5λ2; λ0 = 0.5 V · s;
R = 1 "; i(t) = 0.625 + 0.01 sin(400t).

Assumptions: Assume that the magnetic equation can be linearized and use the linear
model in all circuit calculations.

Analysis:

1. Calculation of energy and co-energy. From equation 16.17, we calculate the energy
as follows.

Wm =
∫ λ

0
i(λ′)dλ′ = λ2

2
+ λ3

6

The above expression is valid in general; in our case, the inductor is operating at a
nominal flux linkage λ0 = 0.5 V-s and we can therefore evaluate the energy to be:

Wm(λ = λ0) =
(
λ2

2
+ λ3

6

)∣∣∣∣
λ=0.5

= 0.1458 J



Part III Electromechanics 775

Thus, after equation 16.18, the co-energy is given by:

W ′
m = iλ−Wm

where

i = λ+ 0.5λ2 = 0.625 A

and

W ′
m = iλ−Wm = (0.625)(0.5)− (0.1458) = 0.1667 J

2. Calculation of incremental inductance. If we know the nominal value of flux linkage
(i.e., the operating point), we can calculate a linear inductance L , valid around
values of λ close to the operating point λ0:

L = dλ

di

∣∣∣∣
λ=λ0

= 1

1 + λ
∣∣∣∣
λ=0.5

= 0.667 H

The above expressions can be used to analyze the circuit behavior of the inductor
when the flux linkage is around 0.5 V · s, or, equivalently, when the current through
the inductor is around 0.625 A.

3. Circuit analysis using linearized model of inductor. We can use the incremental linear
inductance calculated above to compute the voltage across the inductor in the
presence of a current i(t) = 0.625 + 0.01 sin(400t). Using the basic circuit definition
of an inductor with series resistance R, the voltage across the inductor is given by:

v = iR + L di
dt

= [0.625 + 0.01 sin(400t)] × 1 + 0.667 × 4 cos(400t)

= 0.625 + 0.01 sin(400t)+ 2.668 cos(400t) = 0.625 + 2.668 sin(400t + 89.8◦)

Comments: The linear approximation in this case is not a bad one: the small sinusoidal
current is oscillating around a much larger average current. In this type of situation, it is
reasonable to assume that the inductor behaves linearly. This example explains why the
linear inductor model introduced in Chapter 4 is an acceptable approximation in most
circuit analysis problems.

Ampère’s Law

As explained in the previous section, Faraday’s law is one of two fundamental
laws relating electricity to magnetism. The second relationship, which forms a
counterpart to Faraday’s law, is Ampère’s law. Qualitatively, Ampère’s law states
that the magnetic field intensity, H, in the vicinity of a conductor is related to the
current carried by the conductor; thus Ampère’s law establishes a dual relationship
with Faraday’s law.

In the previous section, we described the magnetic field in terms of its flux
density, B, and flux φ. To explain Ampère’s law and the behavior of magnetic
materials, we need to define a relationship between the magnetic field intensity,
H, and the flux density, B. These quantities are related by:

B = µH = µrµ0H Wb/m2 or T (16.19)

where the parameter µ is a scalar constant for a particular physical medium (at
least, for the applications we consider here) and is called the permeability of the
medium. The permeability of a material can be factored as the product of the
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permeability of free space, µ0 = 4π × 10−7 H/m, times the relative permeability,
µr , which varies greatly according to the medium. For example, for air and for most
electrical conductors and insulators, µr is equal to 1. For ferromagnetic materials,
the value of µr can take values in the hundreds or thousands. The size of µr
represents a measure of the magnetic properties of the material. A consequence of
Ampère’s law is that, the larger the value of µ, the smaller the current required to
produce a large flux density in an electromagnetic structure. Consequently, many
electromechanical devices make use of ferromagnetic materials, called iron cores,
to enhance their magnetic properties. Table 16.1 gives approximate values of µr
for some common materials.

Table 16.1 Relative
permeabilities for common
materials

Material µr

Air 1

Permalloy 100,000

Cast steel 1,000

Sheet steel 4,000

Iron 5,195

Conversely, the reason for introducing the magnetic field intensity is that
it is independent of the properties of the materials employed in the construction
of magnetic circuits. Thus, a given magnetic field intensity, H, will give rise
to different flux densities in different materials. It will therefore be useful to
define sources of magnetic energy in terms of the magnetic field intensity, so that
different magnetic structures and materials can then be evaluated or compared for
a given source. In analogy with electromotive force, this “source” will be termed
magnetomotive force (mmf). As stated earlier, both the magnetic flux density
and field intensity are vector quantities; however, for ease of analysis, scalar fields
will be chosen by appropriately selecting the orientation of the fields, wherever
possible.

Ampère’s law states that the integral of the vector magnetic field intensity,
H, around a closed path is equal to the total current linked by the closed path, i:∮

H · dl =
∑
i (16.20)

where dl is an increment in the direction of the closed path. If the path is in the
same direction as the direction of the magnetic field, we can use scalar quantities
to state that∫

Hdl =
∑
i (16.21)

Figure 16.9 illustrates the case of a wire carrying a current i, and of a circular
path of radius r surrounding the wire. In this simple case, you can see that the
magnetic field intensity, H, is determined by the familiar right-hand rule. This
rule states that if the direction of the current i points in the direction of the thumb
of one’s right hand, the resulting magnetic field encircles the conductor in the
direction in which the other four fingers would encircle it. Thus, in the case of
Figure 16.9, the closed-path integral becomes equal to H · (2πr), since the path
and the magnetic field are in the same direction, and therefore the magnitude of
the magnetic field intensity is given by

H = i

2πr
(16.22)

Now, the magnetic field intensity is unaffected by the material surrounding
the conductor, but the flux density depends on the material properties, since B =
µH . Thus, the density of flux lines around the conductor would be far greater in
the presence of a magnetic material than if the conductor were surrounded by air.
The field generated by a single conducting wire is not very strong; however, if we
arrange the wire into a tightly wound coil with many turns, we can greatly increase
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By the right-hand rule, the
current, i, generates a magnetic 
field intensity, H, in the direction 
shown.

H

r

i

Circular
path

Conducting
wire

Figure 16.9 Illustration of Ampère’s law

the strength of the magnetic field. For such a coil, with N turns, one can verify
visually that the lines of force associated with the magnetic field link all of the turns
of the conducting coil, so that we have effectively increased the current linked by
the flux lines N -fold. The product N · i is a useful quantity in electromagnetic
circuits, and is called the magnetomotive force,2 F (often abbreviated mmf), in
analogy with the electromotive force defined earlier:

F = Ni ampere-turns (A · t) (16.23)

Figure 16.10 illustrates the magnetic flux lines in the vicinity of a coil. The
magnetic field generated by the coil can be made to generate a much greater flux
density if the coil encloses a magnetic material. The most common ferromagnetic
materials are steel and iron; in addition to these, many alloys and oxides of iron—
as well as nickel—and some artificial ceramic materials called ferrites also exhibit
magnetic properties. Winding a coil around a ferromagnetic material accomplishes
two useful tasks at once: it forces the magnetic flux to be concentrated near the coil
and—if the shape of the magnetic material is appropriate—completely confines
the flux within the magnetic material, thus forcing the closed path for the flux
lines to be almost entirely enclosed within the ferromagnetic material. Typical
arrangements are the iron-core inductor and the toroid of Figure 16.11. The flux
densities for these inductors are given by the expressions

B = µNi

l
Flux density for tightly wound circular coil (16.24)

B = µNi

2πr2
Flux density for toroidal coil (16.25)

Intuitively, the presence of a high-permeability material near a source of
magnetic flux causes the flux to preferentially concentrate in the high-µ material,
rather than in air, much as a conducting path concentrates the current produced
by an electric field in an electric circuit. In the course of this chapter, we shall

2Note that, although dimensionally equal to amperes, the units of magnetomotive force are
ampere-turns.
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i

i

Figure 16.10 Magnetic field in the vicinity of a
current-carrying coil

i

Iron-core inductor

Toroidal inductor

r2

r1

r

l

Figure 16.11 Practical inductors

continue to develop this analogy between electric circuits and magnetic circuits.
Figure 16.12 depicts an example of a simple electromagnetic structure, which, as
we shall see shortly, forms the basis of the practical transformer.

Table 16.2 summarizes the variables introduced thus far in the discussion of
electricity and magnetism.

A (cross-sectional area)

Ferromagnetic
material with

µr>>l

Mean path of magnetic flux lines
(note how the path of the flux is

enclosed within the magnetic structure)

i �

l

µ

Figure 16.12 A simple
electromagnetic structure
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Table 16.2 Magnetic variables and units

Variable Symbol Units

Current I A

Magnetic flux density B Wb/m2 = T

Magnetic flux φ Wb

Magnetic field intensity H A/m

Electromotive force e V

Magnetomotive force F A · t

Flux linkage λ Wb · t

Check Your Understanding
16.1 A coil having 100 turns is immersed in a magnetic field that is varying uniformly
from 80 mWb to 30 mWb in 2 seconds. Find the induced voltage in the coil.

16.2 The magnitude of H at a radius of 0.5 m from a long linear conductor is
1 A · m−1. Find the current in the wire.

16.3 The relation between the flux linkages and the current for a magnetic material is
given by λ = 6i/(2i + 1) Wb · t. Determine the energy stored in the magnetic field for
λ = 2 Wb · t.

16.4 Verify that for the linear case, where the flux is proportional to the mmf, the energy
stored in the magnetic field is 1

2Li
2.

16.2 MAGNETIC CIRCUITS

It is possible to analyze the operation of electromagnetic devices such as the one
depicted in Figure 16.12 by means of magnetic equivalent circuits, similar in many
respects to the equivalent electrical circuits of the earlier chapters. Before we can
present this technique, however, we need to make a few simplifying approxima-
tions. The first of these approximations assumes that there exists a mean path
for the magnetic flux, and that the corresponding mean flux density is approxi-
mately constant over the cross-sectional area of the magnetic structure. Thus, a
coil wound around a core with cross-sectional area A will have flux density

B = φ

A
(16.26)

where A is assumed to be perpendicular to the direction of the flux lines. Figure
16.12 illustrates such a mean path and the cross-sectional area, A. Knowing the
flux density, we obtain the field intensity:

H = B

µ
= φ

Aµ
(16.27)

But then, knowing the field intensity, we can relate the mmf of the coil, F , to the
product of the magnetic field intensity, H , and the length of the magnetic (mean)
path, l, for one leg of the structure:

F = N · i = H · l (16.28)
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In summary, the mmf is equal to the magnetic flux times the length of the magnetic
path, divided by the permeability of the material times the cross-sectional area:

F = φ l

µA
(16.29)

A review of this formula reveals that the magnetomotive force, F , may be viewed as
being analogous to the voltage source in a series electrical circuit, and that the flux,
φ, is then equivalent to the electrical current in a series circuit and the term l/µA
to the magnetic resistance of one leg of the magnetic circuit. You will note that
the term l/µA is very similar to the term describing the resistance of a cylindrical
conductor of length l and cross-sectional area A, where the permeability, µ, is
analogous to the conductivity, σ . The term l/µA occurs frequently enough to
be assigned the name of reluctance, and the symbol R. It is also important to
recognize the relationship between the reluctance of a magnetic structure and its
inductance. This can be derived easily starting from equation 16.14:

L = λ

i
= Nφ

i
= N

i

Ni

R = N2

R (H) (16.30)

In summary, when an N -turn coil carrying a current i is wound around a
magnetic core such as the one indicated in Figure 16.12, the mmf, F , generated
by the coil produces a flux, φ, that is mostly concentrated within the core and is
assumed to be uniform across the cross section. Within this simplified picture,
then, the analysis of a magnetic circuit is analogous to that of resistive electrical
circuits. This analogy is illustrated in Table 16.3 and in the examples in this section.

Table 16.3 Analogy between electric and magnetic circuits

Electrical quantity Magnetic quantity

Electrical field intensity, E, V/m Magnetic field intensity, H , A · t/m
Voltage, v, V Magnetomotive force, F , A · t
Current, i, A Magnetic flux, φ, Wb

Current density, J , A/m2 Magnetic flux density, B, Wb/m2

Resistance, R, " Reluctance, R = l/µA, A · t/Wb
Conductivity, σ , 1/" · m Permeability, µ, Wb/A · m

The usefulness of the magnetic circuit analogy can be emphasized by ana-
lyzing a magnetic core similar to that of Figure 16.12, but with a slightly modified
geometry. Figure 16.13 depicts the magnetic structure and its equivalent circuit
analogy. In the figure, we see that the mmf, F = Ni, excites the magnetic circuit,
which is composed of four legs: two of mean path length l1 and cross-sectional
area A1 = d1w, and the other two of mean length l2 and cross section A2 = d2w.
Thus, the reluctance encountered by the flux in its path around the magnetic core
is given by the quantity Rseries, with

Rseries = 2R1 + 2R2

and

R1 = l1

µA1
R2 = l2

µA2
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w

N turns

l2 l1

2   1

Analog circuit
representation

A magnetic structure excited by
a magnetomotive force    = Ni

φ

d2

d1

i

2   2

Figure 16.13 Analogy between magnetic and electric circuits

It is important at this stage to review the assumptions and simplifications
made in analyzing the magnetic structure of Figure 16.13:

1. All of the magnetic flux is linked by all of the turns of the coil.

2. The flux is confined exclusively within the magnetic core.

3. The density of the flux is uniform across the cross-sectional area of the
core.

You can probably see intuitively that the first of these assumptions might not
hold true near the ends of the coil, but that it might be more reasonable if the coil
is tightly wound. The second assumption is equivalent to stating that the relative
permeability of the core is infinitely higher than that of air (presuming that this is
the medium surrounding the core): if this were the case, the flux would indeed be
confined within the core. It is worthwhile to note that we make a similar assumption
when we treat wires in electric circuits as perfect conductors: the conductivity of
copper is substantially greater than that of free space, by a factor of approximately
1015. In the case of magnetic materials, however, even for the best alloys, we have
a relative permeability only on the order of 103 to 104. Thus, an approximation
that is quite appropriate for electric circuits is not nearly as good in the case of
magnetic circuits. Some of the flux in a structure such as those of Figures 16.12
and 16.13 would thus not be confined within the core (this is usually referred to
as leakage flux). Finally, the assumption that the flux is uniform across the core
cannot hold for a finite-permeability medium, but it is very helpful in giving an
approximate mean behavior of the magnetic circuit.

The magnetic circuit analogy is therefore far from being exact. However,
short of employing the tools of electromagnetic field theory and of vector calculus,
or advanced numerical simulation software, it is the most convenient tool at the
engineer’s disposal for the analysis of magnetic structures. In the remainder of this
chapter, the approximate analysis based on the electric circuit analogy will be used
to obtain approximate solutions to problems involving a variety of useful magnetic
circuits, many of which you are already familiar with. Among these will be the
loudspeaker, solenoids, automotive fuel injectors, sensors for the measurement of
linear and angular velocity and position, and other interesting applications.
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EXAMPLE 16.2 Analysis of Magnetic Structure
and Equivalent Magnetic Circuit

Problem

Calculate the flux, flux density, and field intensity on the magnetic structure of
Figure 16.14.

l

i =
0.1 A

l = 0.1 m, h = 0.1 m, w = 0.01 m

w

h
N turns

Figure 16.14

Solution

Known Quantities: Relative permeability; number of coil turns; coil current; structure
geometry.

Find: φ; B; H .

Schematics, Diagrams, Circuits, and Given Data: µr = 1,000; N = 500 turns; i =
0.1 A. The magnetic circuit geometry is defined in Figures 16.14 and 16.15.

Mean
path

0.08 m

0.09 m

0.1 m

Figure 16.15

Assumptions: All magnetic flux is linked by the coil; the flux is confined to the
magnetic core; the flux density is uniform.

Analysis:

1. Calculation of magnetomotive force. From equation 16.28, we calculate the
magnetomotive force:

F = mmf = Ni = (500 turns)(0.1 A) = 50 A · t

2. Calculation of mean path. Next, we estimate the mean path of the magnetic flux. On
the basis of the assumptions, we can calculate a mean path that runs through the
geometric center of the magnetic structure, as shown in Figure 16.15. The path length
is:

lc = 4 × 0.09 m = 0.36 m

The cross sectional area is A = w2 = (0.01)2 = 0.0001 m2.

3. Calculation of reluctance. Knowing the magnetic path length and cross sectional area
we can calculate the reluctance of the circuit:

R = lc

µA
= lc

µrµ0A
= 0.36

1,000 × 4π × 10−7 × 0.0001
= 2.865 × 106 A · t/Wb

The corresponding equivalent magnetic circuit is shown in Figure 16.16.

+
_

φ

50 A• t

2.865 × 106 A• t
Wb

Figure 16.16

4. Calculation of magnetic flux, flux density and field intensity. On the basis of the
assumptions, we can now calculate the magnetic flux:

φ = F
R = 50 A · t

2.865 × 106 A · t/Wb
= 1.75 × 10−5 Wb

the flux density:

B = φ

A
= φ

w2
= 1.75 × 10−5 Wb

0.0001 m2
= 0.175 Wb/m2

and the magnetic field intensity:

H = B

µ
= B

µrµ0
= 0.175 Wb/m2

1,000 × 4π × 10−7 H/m
= 139 A · t/m

Comments: This example has illustrated all the basic calculations that pertain to
magnetic structures. Remember that the assumptions stated in this example (and earlier in
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the chapter) simplify the problem and make its approximate numerical solution possible in
a few simple steps. In reality, flux leakage, fringing, and uneven distribution of flux across
the structure would require the solution of three-dimensional equations using
finite-element methods. These methods are not discussed in this book, but are necessary
for practical engineering designs.

The usefulness of these approximate methods is that you can, for example, quickly
calculate the approximate magnitude of the current required to generate a given magnetic
flux or flux density. You shall soon see how these calculations can be used to determine
electromagnetic energy and magnetic forces in practical structures.

The methodology described in this example is summarized in the following
methodology box.

F O C U S O N M E T H O D O L O G Y

Magnetic Structures and Equivalent Magnetic Circuits

Direct Problem:

Given—The structure geometry and the coil parameters (number of turns,
current).

Calculate—The magnetic flux in the structure.

1. Compute the mmf.

2. Determine the length and cross section of the magnetic path for each
continuous leg or section of the path.

3. Calculate the equivalent reluctance of the leg.

4. Generate the equivalent magnetic circuit diagram and calculate the
total equivalent reluctance.

5. Calculate the flux, flux density, and magnetic field intensity, as needed.

Inverse Problem:

Given—The desired flux or flux density and structure geometry.

Calculate—The necessary coil current and number of turns.

1. Calculate the total equivalent reluctance of the structure from the
desired flux.

2. Generate the equivalent magnetic circuit diagram.

3. Determine the mmf required to establish the required flux.

4. Choose the coil current and number of turns required to establish the
desired mmf.

Consider the analysis of the same simple magnetic structure when an air
gap is present. Air gaps are very common in magnetic structures; in rotating
machines, for example, air gaps are necessary to allow for free rotation of the
inner core of the machine. The magnetic circuit of Figure 16.17(a) differs from
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the circuit analyzed in Example 16.2 simply because of the presence of an air gap;
the effect of the gap is to break the continuity of the high-permeability path for the
flux, adding a high-reluctance component to the equivalent circuit. The situation
is analogous to adding a very large series resistance to a series electrical circuit.
It should be evident from Figure 16.17(a) that the basic concept of reluctance still
applies, although now two different permeabilities must be taken into account.

The equivalent circuit for the structure of Figure 16.17(a) may be drawn as
shown in Figure 16.17(b), whereRn is the reluctance of path ln, forn = 1, 2, . . . , 5,
and Rg is the reluctance of the air gap. The reluctances can be expressed as follows,
if we assume that the magnetic structure has a uniform cross-sectional area, A:

R1 = l1

µrµ0A
R2 = l2

µrµ0A
R3 = l3

µrµ0A

R4 = l4

µrµ0A
R5 = l5

µrµ0A
Rg = δ

µ0Ag

(16.31)

Note that in computing Rg , the length of the gap is given by δ and the permeability
is given by µ0, as expected, but Ag is different from the cross-sectional area, A,
of the structure. The reason is that the flux lines exhibit a phenomenon known as
fringing as they cross an air gap. The flux lines actually bow out of the gap defined
by the cross section, A, not being contained by the high-permeability material any
longer. Thus, it is customary to define an areaAg that is greater thanA, to account
for this phenomenon. Example 16.3 describes in more detail the procedure for
finding Ag and also discusses the phenomenon of fringing.

+
_

φ

1

2

3

g

4

5

(b)

(a)

i

l1

l2

 l4

l5

l3
N

 µrµ0

δ
air
gap

µ0

µ µ

µ

Figure 16.17 (a) Magnetic
circuit with air gap; (b)
Equivalent representation of
magnetic circuit with an air gap

EXAMPLE 16.3 Magnetic Structure with Air Gaps

Problem

Compute the equivalent reluctance of the magnetic circuit of Figure 16.18 and the flux
density established in the bottom bar of the structure.

i = l A

0.01 m

0.005m

100 turns

Bottom plate

0.01 m

0.025 m

0.
01

 m

0.05 m

0.
01

 m

0.01 m

0.1 m

Figure 16.18 Electromagnetic structure with air
gaps
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Solution

Known Quantities: Relative permeability; number of coil turns; coil current; structure
geometry.

Find: Req ; Bbar .

Schematics, Diagrams, Circuits, and Given Data: µr = 10,000; N = 100 turns; i =
1 A.

Assumptions: All magnetic flux is linked by the coil; the flux is confined to the
magnetic core; the flux density is uniform.

Analysis:

1. Calculation of magnetomotive force. From equation 16.28, we calculate the
magnetomotive force:

F = mmf = Ni = (100 turns)(1 A) = 100 A · t

2. Calculation of mean path. Figure 16.19 depicts the geometry. The path length is:

lc = l1 + l2 + l3 + l4 + l5 + l6 + lg + lg
However, the path must be broken into three legs: the upside-down U-shaped
element, the air gaps, and the bar. We cannot treat these three parts as one because the
relative permeability of the magnetic material is very different from that of the air
gap. Thus, we define the following three paths, neglecting the very small (half bar
thickness) lengths l5 and l6:

lU = l1 + l2 + l3 lbar = l4 + l5 + l6 ≈ l4 lgap = lg + lg
where

lU = 0.18 m lbar = 0.09 m lgap = 0.05 m.

Next, we compute the cross-sectional area. For the magnetic structure, we calculate
the square cross section to be: A = w2 = (0.01)2 = 0.0001 m2. For the air gap, we
will make an empirical adjustment to account for the phenomenon of fringing, that is,
to account for the tendency of the magnetic flux lines to bow out of the magnetic path,
as illustrated in Figure 16.20. A rule of thumb used to account for fringing is to add
the length of the gap to the actual cross-sectional area. Thus:

Agap = (0.01 m + lg)2 = (0.0125)2 = 0.15625 × 10−3 m2

l5 l6

l1

l2l3

0.09 m

0.045 m

0.025 m
l4

lglg

Figure 16.19

Ferromagnetic
material Lines of flux

Air gap

lg

Figure 16.20 Fringing
effects in air gap

3. Calculation of reluctance. Knowing the magnetic path length and cross sectional area
we can calculate the reluctance of each of the legs of the circuit:

RU = lU

µUA
= lU

µrµ0A
= 0.18

10,000 × 4π × 10−7 × 0.0001

= 1.43 × 105 A · t/Wb

Rbar = lbar

µbarA
= lbar

µrµ0A
= 0.09

10,000 × 4π × 10−7 × 0.0001

= 0.715 × 105 A · t/Wb

Rgap = lgap

µgapAgap
= lgap

µ0Agap
= 0.05

4π × 10−7 × 0.0001
= 2.55 × 107 A · t/Wb

Note that the reluctance of the air gap is dominant with respect to that of the magnetic



786 Chapter 16 Principles of Electromechanics

structure, in spite of the small dimension of the gap. This is because the relative
permeability of the air gap is much smaller than that of the magnetic material.

The equivalent reluctance of the structure is:

Req = RU + Rbar + Rgap = 1.43 × 105 + 0.715 × 105 + 2.55 × 107

= 2.57 × 107

Thus,

Req ≈ Rgap

Since the gap reluctance is two orders of magnitude greater than the reluctance of the
magnetic structure, it is reasonable to neglect the magnetic structure reluctance and
work only with the gap reluctance in calculating the magnetic flux.

4. Calculation of magnetic flux and flux density in the bar. From the result of the
preceding sub-section, we calculate the flux

φ = F
Req

≈ F
Rgap

= 100 A · t

2.55 × 107 A · t/Wb
= 3.92 × 10−6 Wb

and the flux density in the bar:

Bbar = φ

A
= 3.92 × 10−6 Wb

0.0001 m2
= 39.2 × 10−3 Wb/m2

Comments: It is very common to neglect the reluctance of the magnetic material
sections in these approximate calculations. We shall make this assumption very frequently
in the remainder of the chapter.

EXAMPLE 16.4 Magnetic Structure of Electric Motor

Problem

Figure 16.21 depicts the configuration of an electric motor. The electric motor consists of
a stator and of a rotor. Compute the air gap flux and flux density.

Stator

I

Rotor

lgap, Agap

N turns

m0
m ∞

m ∞

Figure 16.21 Cross-sectional
view of synchronous motor

Solution

Known Quantities: Relative permeability; number of coil turns; coil current; structure
geometry.
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Find: φgap; Bgap.

Schematics, Diagrams, Circuits, and Given Data: µr → ∞; N = 1,000 turns; i =
10 A; lgap = 0.01 m; Agap = 0.1 m2. The magnetic circuit geometry is defined in
Figure 16.21.

Assumptions: All magnetic flux is linked by the coil; the flux is confined to the magnetic
core; the flux density is uniform. The reluctance of the magnetic structure is negligible.

Analysis:

1. Calculation of magnetomotive force. From equation 16.28, we calculate the
magnetomotive force:

F = mmf = Ni = (1,000 turns)(10 A) = 10,000 A · t

2. Calculation of reluctance. Knowing the magnetic path length and cross sectional
area, we can calculate the equivalent reluctance of the two gaps:

Rgap = lgap

µgapAgap
= lgap

µ0Agap
= 0.01

4π × 10−7 × 0.2
= 3.97 × 104 A · t/Wb

Req = 2Rgap = 7.94 × 104 A · t/Wb

3. Calculation of magnetic flux and flux density. From the results of steps 1 and 2, we
calculate the flux

φ = F
Req

= 10,000 A · t

7.94 × 104 A · t/Wb
= 0.126 Wb

and the flux density:

Bbar = φ

A
= 0.126 Wb

0.1 m2
= 1.26 Wb/m2

Comments: Note that the flux and flux density in this structure are significantly larger
than in the preceding example because of the larger mmf and larger gap area of this
magnetic structure.

The subject of electric motors will be formally approached in Chapter 17.

EXAMPLE 16.5 Equivalent Circuit of Magnetic Structure
with Multiple Air Gaps

Problem

Figure 16.23 depicts the configuration of a magnetic structure with two air gaps.
Determine the equivalent circuit of the structure.

Solution

Known Quantities: Structure geometry.

Find: Equivalent circuit diagram.

Assumptions: All magnetic flux is linked by the coil; the flux is confined to the magnetic
core; the flux density is uniform. The reluctance of the magnetic structure is negligible.

Analysis:

1. Calculation of magnetomotive force.

F = mmf = Ni
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2. Calculation of reluctance. Knowing the magnetic path length and cross sectional area
we can calculate the equivalent reluctance of the two gaps:

Rgap−1 = lgap−1

µgap−1Agap−1
= lgap−1

µ0Agap−1

Rgap−1 = lgap−2

µgap−2Agap−2
= lgap−2

µ0Agap−2

3. Calculation of magnetic flux and flux density. Note that the flux must now divide
between the two legs, and that a different air-gap flux will exist in each leg. Thus:

φ1 = Ni

Rgap−1
= Niµ0Agap−1

lgap−1

φ2 = Ni

Rgap−2
= Niµ0Agap−2

lgap−2

and the total flux generated by the coil is φ = φ1 + φ2.
The equivalent circuit is shown in the bottom half of Figure 16.22.

N turns

µ ∞

Igap–1

I

Agap–1 Igap–2 Agap–2

+
_

f f1 f2

Ni

Figure 16.22 Magnetic
structure with two air gaps

Comments: Note that the two legs of the structure act like resistors in a parallel circuit.

EXAMPLE 16.6 Inductance, Stored Energy, and Induced
Voltage

Problem

1. Determine the inductance and the magnetic stored energy for the structure of
Fig. 16.17(a). The structure is identical to that of Example 16.2 except for the air gap.

2. Assume that the flux density in the air gap varies sinusoidally as B(t) = B0 sin(ωt).
Determine the induced voltage across the coil, e.

Solution

Known Quantities: Relative permeability; number of coil turns; coil current; structure
geometry; flux density in air gap.

Find: L;Wm; e.

Schematics, Diagrams, Circuits, and Given Data: µr → ∞; N = 500 turns; i = 0.1 A.
The magnetic circuit geometry is defined in Figures 16.14 and 16.15. The air gap has
lg = 0.002 m. B0 = 0.6 Wb/m2.

Assumptions: All magnetic flux is linked by the coil; the flux is confined to the magnetic
core; the flux density is uniform. The reluctance of the magnetic structure is negligible.

Analysis:

1. Part 1. To calculate the inductance of this magnetic structure, we use equation 16.30:

L = N2

R
Thus, we need to first calculate the reluctance. Assuming that the reluctance of the
structure is negligible, we have:

Rgap = lgap

µgapAgap
= lgap

µ0Agap
= 0.002

4π × 10−7 × 0.0001
= 1.59 × 107 A · t/Wb
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and

L = N 2

R = 5002

1.59 × 107
= 0.157 H

Finally, we can calculate the stored magnetic energy as follows:

Wm = 1

2
Li2 = 1

2
× (0.157 H)× (0.1 A)2 = 0.785 × 10−3 J

2. Part 2. To calculate the induced voltage due to a time-varying magnetic flux, we use
equation 16.16:

e = dλ

dt
= N dφ

dt
= NAdB

dt
= NAB0ω cos(ωt)

= 500 × 0.0001 × 0.6 × 377 cos(377t) = 11.31 cos(377t) V

Comments: The voltage induced across a coil in an electromagnetic transducer is a very
important quantity called back electromotive force, or back emf. We shall make use of this
quantity in Sec. 16.5.

FOCUS ON
MEASUREMENTS

Magnetic Reluctance Position Sensor
A simple magnetic structure, very similar to those examined in
the previous examples, finds very common application in the
so-called variable-reluctance position sensor, which, in turn,
finds widespread application in a variety of configurations for the
measurement of linear and angular velocity. Figure 16.23 depicts one
particular configuration that is used in many applications. In this structure, a
permanent magnet with a coil of wire wound around it forms the sensor; a
steel disk (typically connected to a rotating shaft) has a number of tabs that
pass between the pole pieces of the sensor. The area of the tab is assumed
equal to the area of the cross section of the pole pieces and is equal to a2.
The reason for the name variable-reluctance sensor is that the reluctance of
the magnetic structure is variable, depending on whether or not a
ferromagnetic tab lies between the pole pieces of the magnet.

�
��
�

Tab

Magnet

a

a

Steel disk

+ –

lg lg

eS

Figure 16.23 Variable-reluctance position sensor

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw16.htm
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The principle of operation of the sensor is that an electromotive force,
eS , is induced across the coil by the change in magnetic flux caused by the
passage of the tab between the pole pieces when the disk is in motion. As
the tab enters the volume between the pole pieces, the flux will increase,
because of the lower reluctance of the configuration, until it reaches a
maximum when the tab is centered between the poles of the magnet.
Figure 16.24 depicts the approximate shape of the resulting voltage, which,
according to Faraday’s law, is given by

eS = −dφ
dt

The rate of change of flux is dictated by the geometry of the tab and of the
pole pieces, and by the speed of rotation of the disk. It is important to note
that, since the flux is changing only if the disk is rotating, this sensor cannot
detect the static position of the disk.

Tab

Magnet

eS (V)

Maximum
flux

t

Figure 16.24 Variable-reluctance position
sensor waveform

One common application of this concept is in the measurement of the
speed of rotation of rotating machines, including electric motors and internal
combustion engines. In these applications, use is made of a 60-tooth wheel,
which permits the conversion of the speed rotation directly to units of
revolutions per minute. The output of a variable-reluctance position sensor
magnetically coupled to a rotating disk equipped with 60 tabs (teeth) is
processed through a comparator or Schmitt trigger circuit (see Chapter 15).
The voltage waveform generated by the sensor is nearly sinusoidal when the
teeth are closely spaced, and it is characterized by one sinusoidal cycle for
each tooth on the disk. If a negative zero-crossing detector (see Chapter 15)
is employed, the trigger circuit will generate a pulse corresponding to the
passage of each tooth, as shown in Figure 16.25. If the time between any
two pulses is measured by means of a high-frequency clock, the speed of the
engine can be directly determined in units of rev/min by means of a digital
counter (see Chapter 14).
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Vclock
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Figure 16.25 Signal processing for a 60-tooth-wheel RPM
sensor

FOCUS ON
MEASUREMENTS

Voltage Calculation in Magnetic Reluctance Position
Sensor
This example illustrates the calculation of the voltage induced in a magnetic
reluctance sensor by a rotating toothed wheel. In particular, we will find an
approximate expression for the reluctance and the induced voltage for the
position sensor shown in Figure 16.26, and show that the induced voltage is
speed-dependent. It will be assumed that the reluctance of the core and
fringing at the air gaps are both negligible.

�
�
�

Tab

Steel disk

Pole
piece

θ = θ0 θ = 0

 θ1

r

θ = θ1 θ0

�
��
�

Figure 16.26 Reluctance sensor for
measurement of angular position

Solution:
From the geometry shown in the preceding “Focus on Measurements,” the
equivalent reluctance of the magnetic structure is twice that of one gap, since
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the permeability of the tab and magnetic structure are assumed infinite (i.e.,
they have negligible reluctance). When the tab and the poles are aligned, the
angle θ is zero, as shown in Figure 16.26, and the area of the air gap is
maximum. For angles greater than 2θ0, the magnetic length of the air gaps is
so large that the magnetic field may reasonably be taken as zero.

To model the reluctance of the gaps, we assume the following simplified
expression, where the area of overlap of the tab with the magnetic poles is
assumed proportional to the angular displacement:

R = 2lg
µ0A

= 2lg
µ0ar(θ1 − θ) for 0 < θ < θ1

Naturally, this is an approximation; however, the approximation captures the
essential idea of this transducer, namely, that the reluctance will decrease
with increasing overlap area until it reaches a minimum, and then it will
increase as the overlap area decreases. For θ = θ1, that is, with the tab
outside the magnetic pole pieces, we have Rmax → ∞. For θ = 0, that is,
with the tab perfectly aligned with the pole pieces, we have
Rmin = 2lg/µ0arθ1. The flux φ may therefore be computed as follows:

φ = Ni

R = Niµ0ar(θ1 − θ)
2lg

The induced voltage eS is found by

eS = dφ

dt
= −dφ

dθ

dθ

dt
= Niµ0ar

2lg
× ω

where ω = dθ/dt is the rotational speed of the steel disk. It should be
evident that the induced voltage is speed-dependent. For a = 1 cm, r =
10 cm, lg = 0.1 cm, N = 100 turns, i = 10 mA, θ1 = 6◦ ≈ 0.1 rad, and
ω = 400 rad/s (approximately 3,800 rev/min), we have

Rmax = 2 × 0.1 × 10−2

4π × 10−7 × 1 × 10−2 × 10 × 10−2 × 0.1

= 1.59 × 107 A · t/Wb

eS peak = 1,000 × 10 × 10−3 × 4π × 10−7 × 1 × 10−2 × 10−1

2 × 0.1 × 10−2
× 400

= 2.5 mV

That is, the peak amplitude of eS will be 2.5 mV.

Check Your Understanding
16.5 If Req = 2Rgap in Example 16.3, calculate φ and B.

16.6 Determine the equivalent reluctance of the structure of Figure 16.27 as seen by
the “source” if µr for the structure is 1,000, l = 5 cm, and all of the legs are 1 cm on a side.

16.7 Find the equivalent reluctance of the magnetic circuit shown in Figure 16.28 if µr
of the structure is infinite, δ = 2 mm, and the physical cross section of the core is 1 cm2.
Do not neglect fringing.
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Figure 16.27

16.8 Find the equivalent magnetic circuit of the structure of Figure 16.29 ifµr is infinite.
Give expressions for each of the circuit values if the physical cross-sectional area of each
of the legs is given by

A = l × w
Do not neglect fringing.
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�
�
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µrµ0

µ µ µ
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Figure 16.28
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Figure 16.29

16.3 MAGNETIC MATERIALS AND B-H
CURVES

In the analysis of magnetic circuits presented in the previous sections, the relative
permeability, µr , was treated as a constant. In fact, the relationship between the
magnetic flux density, B, and the associated field intensity, H,

B = µH (16.32)

is characterized by the fact that the relative permeability of magnetic materials
is not a constant, but is a function of the magnetic field intensity. In effect, all
magnetic materials exhibit a phenomenon called saturation, whereby the flux
density increases in proportion to the field intensity until it cannot do so any
longer. Figure 16.30 illustrates the general behavior of all magnetic materials.
You will note that since the B-H curve shown in the figure is nonlinear, the value
of µ (which is the slope of the curve) depends on the intensity of the magnetic
field.

Linear region
(µ ≈ constant)

Saturation
region

B

Average µ

H

µ µ

Figure 16.30 Permeability
and magnetic saturation effects

To understand the reasons for the saturation of a magnetic material, we need
to briefly review the mechanism of magnetization. The basic idea behind magnetic
materials is that the spin of electrons constitutes motion of charge, and therefore



794 Chapter 16 Principles of Electromechanics

leads to magnetic effects, as explained in the introductory section of this chapter.
In most materials, the electron spins cancel out, on the whole, and no net effect
remains. In ferromagnetic materials, on the other hand, atoms can align so that
the electron spins cause a net magnetic effect. In such materials, there exist small
regions with strong magnetic properties (called magnetic domains), the effects of
which are neutralized in unmagnetized material by other, similar regions that are
oriented differently, in a random pattern. When the material is magnetized, the
magnetic domains tend to align with each other, to a degree that is determined by
the intensity of the applied magnetic field.

In effect, the large number of miniature magnets within the material are
polarized by the external magnetic field. As the field increases, more and more
domains become aligned. When all of the domains have become aligned, any
further increase in magnetic field intensity does not yield an increase in flux density
beyond the increase that would be caused in a nonmagnetic material. Thus, the
relative permeability, µr , approaches 1 in the saturation region. It should be
apparent that an exact value of µr cannot be determined; the value of µr used in
the earlier examples is to be interpreted as an average permeability, for intermediate
values of flux density. As a point of reference, commercial magnetic steels saturate
at flux densities around a few teslas. Figure 16.33, shown later in this section, will
provide some actual B-H curves for common ferromagnetic materials.

The phenomenon of saturation carries some interesting implications with
regard to the operation of magnetic circuits: the results of the previous section
would seem to imply that an increase in the mmf (that is, an increase in the current
driving the coil) would lead to a proportional increase in the magnetic flux. This
is true in the linear region of Figure 16.30; however, as the material reaches
saturation, further increases in the driving current (or, equivalently, in the mmf)
do not yield further increases in the magnetic flux.

Laminated core
(the laminations are separated
by a thin layer of insulation)

Solid core

Eddy current
B

Reduced eddy currents 

Figure 16.31 Eddy currents
in magnetic structures

There are two more features that cause magnetic materials to further deviate
from the ideal model of the linearB-H relationship: eddy currents and hysteresis.
The first phenomenon consists of currents that are caused by any time-varying flux
in the core material. As you know, a time-varying flux will induce a voltage,
and therefore a current. When this happens inside the magnetic core, the induced
voltage will cause “eddy” currents (the terminology should be self-explanatory)
in the core, which depend on the resistivity of the core. Figure 16.31 illustrates
the phenomenon of eddy currents. The effect of these currents is to dissipate
energy in the form of heat. Eddy currents are reduced by selecting high-resistivity
core materials, or by laminating the core, introducing tiny, discontinuous air gaps
between core layers (see Figure 16.31). Lamination of the core reduces eddy
currents greatly without affecting the magnetic properties of the core.

It is beyond the scope of this chapter to quantify the losses caused by induced
eddy currents, but it will be important in Chapters 17 and 18 to be aware of this
source of energy loss.

Hysteresis is another loss mechanism in magnetic materials; it displays a
rather complex behavior, related to the magnetization properties of a material.
The curve of Figure 16.32 reveals that the B-H curve for a magnetic material
during magnetization (as H is increased) is displaced with respect to the curve
that is measured when the material is demagnetized. To understand the hysteresis
process, consider a core that has been energized for some time, with a field intensity
of H1A · t/m. As the current required to sustain the mmf corresponding to H1

is decreased, we follow the hysteresis curve from the point α to the point β.
When the mmf is exactly zero, the material displays the remanent (or residual)
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magnetization Br . To bring the flux density to zero, we must further decrease
the mmf (i.e., produce a negative current), until the field intensity reaches the
value −H0 (point γ on the curve). As the mmf is made more negative, the curve
eventually reaches the pointα′. If the excitation current to the coil is now increased,
the magnetization curve will follow the path α′ = β ′ = γ ′ = α, eventually
returning to the original point in the B-H plane, but via a different path.

B (T)

A.t
m

H

β  γ '

β'
 γ

α 

α' 







–H1

H0

–H0

H1

–Br

Br

Figure 16.32 Hysteresis in
magnetization curves

The result of this process, by which an excess magnetomotive force is re-
quired to magnetize or demagnetize the material, is a net energy loss. It is difficult
to evaluate this loss exactly; however, it can be shown that it is related to the area
between the curves of Figure 16.32. There are experimental techniques that enable
the approximate measurement of these losses.

Figures 16.33(a)–(c) depict magnetization curves for three very common
ferromagnetic materials: cast iron, cast steel, and sheet steel. These curves will
be useful in solving some of the homework problems.
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Figure 16.33 (a) Magnetization curve for cast iron; (b) Magnetization curve for cast steel;
(c) Magnetization curve for sheet steel

16.4 TRANSFORMERS

One of the more common magnetic structures in everyday applications is the
transformer. The ideal transformer was introduced in Chapter 7 as a device that
can step an AC voltage up or down by a fixed ratio, with a corresponding decrease
or increase in current. The structure of a simple magnetic transformer is shown in

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw16.htm


796 Chapter 16 Principles of Electromechanics

Figure 16.34, which illustrates that a transformer is very similar to the magnetic
circuits described earlier in this chapter. Coil L1 represents the input side of the
transformer, while coilL2 is the output coil; both coils are wound around the same
magnetic structure, which we show here to be similar to the “square doughnut” of
the earlier examples.

i2

e2L2 v2

+

–

+

–

i1

e1 L1v1

+

–

+

–

Load~

N1 turns

N2 turns

Figure 16.34 Structure of a transformer

The ideal transformer operates on the basis of the same set of assumptions
we made in earlier sections: the flux is confined to the core, the flux links all turns
of both coils, and the permeability of the core is infinite. The last assumption is
equivalent to stating that an arbitrarily small mmf is sufficient to establish a flux in
the core. In addition, we assume that the ideal transformer coils offer negligible
resistance to current flow.

The operation of a transformer requires a time-varying current; if a time-
varying voltage is applied to the primary side of the transformer, a corresponding
current will flow in L1; this current acts as an mmf and causes a (time-varying)
flux in the structure. But the existence of a changing flux will induce an emf
across the secondary coil! Without the need for a direct electrical connection, the
transformer can couple a source voltage at the primary to the load; the coupling
occurs by means of the magnetic field acting on both coils. Thus, a transformer
operates by converting electric energy to magnetic, and then back to electric. The
following derivation illustrates this viewpoint in the ideal case (no loss of energy),
and compares the result with the definition of the ideal transformer in Chapter 7.

If a time-varying voltage source is connected to the input side, then by virtue
of Faraday’s law, a corresponding time-varying flux dφ/dt is established in coil
L1:

e1 = N1
dφ

dt
= v1 (16.33)

But since the flux thus produced also links coil L2, an emf is induced across the
output coil as well:

e2 = N2
dφ

dt
= v2 (16.34)

This induced emf can be measured as the voltage v2 at the output terminals, and
one can readily see that the ratio of the open-circuit output voltage to input terminal
voltage is

v2

v1
= N2

N1
(16.35)
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If a load current i2 is now required by the connection of a load to the output
circuit (by closing the switch in the figure), the corresponding mmf is F2 =
N2i2. This mmf, generated by the load current i2, would cause the flux in the
core to change; however, this is not possible, since a change in φ would cause a
corresponding change in the voltage induced across the input coil. But this voltage
is determined (fixed) by the source v1 (and is therefore dφ/dt), so that the input
coil is forced to generate a counter mmf to oppose the mmf of the output coil;
this is accomplished as the input coil draws a current i1 from the source v1 such
that

i1N1 = i2N2 (16.36)

or

i2

i1
= N1

N2
= α (16.37)

where α is the ratio of primary to secondary turns (the transformer ratio) and N1

and N2 are the primary and secondary turns, respectively. If there were any net
difference between the input and output mmf, flux balance required by the input
voltage source would not be satisfied. Thus, the two mmf’s must be equal. As
you can easily verify, these results are the same as in Chapter 7; in particular, the
ideal transformer does not dissipate any power, since

v1i1 = v2i2 (16.38)

Note the distinction we have made between the induced voltages (emf’s), e, and
the terminal voltages, v. In general, these are not the same.

The results obtained for the ideal case do not completely represent the phys-
ical nature of transformers. A number of loss mechanisms need to be included in a
practical transformer model, to account for the effects of leakage flux, for various
magnetic core losses (e.g., hysteresis), and for the unavoidable resistance of the
wires that form the coils.

Commercial transformer ratings are usually given on the so-called name-
plate, which indicates the normal operating conditions. The nameplate includes
the following parameters:

• Primary-to-secondary voltage ratio
• Design frequency of operation
• (Apparent) rated output power

For example, a typical nameplate might read 480:240 V, 60 Hz, 2 kVA. The volt-
age ratio can be used to determine the turns ratio, while the rated output power
represents the continuous power level that can be sustained without overheating.
It is important that this power be rated as the apparent power in kVA, rather than
real power in kW, since a load with low power factor would still draw current and
therefore operate near rated power. Another important performance characteristic
of a transformer is its power efficiency, defined by:

Power efficiency = η = Output power

Input power
(16.39)

The following examples illustrate the use of the nameplate ratings and the cal-
culation of efficiency in a practical transformer, in addition to demonstrating the
application of the circuit models.
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EXAMPLE 16.7 Transformer Nameplate

Problem

Determine the turns ratio and the rated currents of a transformer from nameplate data.

Solution

Known Quantities: Nameplate data.

Find: α = N1/N2; I1; I2.

Schematics, Diagrams, Circuits, and Given Data: Nameplate data: 120 V/480 V;
48 kVA; 60 Hz.

Assumptions: Assume an ideal transformer.

Analysis: The first element in the nameplate data is a pair of voltages, indicating the
primary and secondary voltages for which the transformer is rated. The ratio, α, is found
as follows:

α = N1

N2
= 480

120
= 4

To find the primary and secondary currents, we use the kVA rating (apparent power) of the
transformer:

I1 = |S|
V1

= 48 kVA

480 V
= 100 A I2 = |S|

V2
= 48 kVA

120 V
= 400 A

Comments: In computing the rated currents, we have assumed that no losses take place
in the transformer; in fact, there will be losses due to coil resistance and magnetic core
effects. These losses result in heating of the transformer, and limit its rated performance.

EXAMPLE 16.8 Impedance Transformer

Problem

Find the equivalent load impedance seen by the voltage source (i.e., reflected from
secondary to primary) for the transformer of Figure 16.35.

N1 N2

I2I1

V1 ~ Z2

Figure 16.35 Ideal
transformer

Solution

Known Quantities: Transformer turns ratio, α.

Find: Reflected impedance, Z′
2.

Assumptions: Assume an ideal transformer.

Analysis: By definition, the load impedance is equal to the ratio of secondary phasor
voltage and current:

Z2 = V2

I2

To find the reflected impedance we can express the above ratio in terms of primary voltage
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and current:

Z2 = V2

I2
=

V1
α

αI1
= 1

α2

V1

I1

where the ratio V1/I1 is the impedance seen by the source at the primary coil, that is, the
reflected load impedance seen by the primary (source) side of the circuit. Thus, we can
write the load impedance, Z2, in terms of the primary circuit voltage and current; we call
this the reflected impedance, Z′

2:

Z2 = 1

α2

V1

I1
= 1

α2
Z1 = 1

α2
Z′

2.

Thus, Z′
2 = α2Z2. Figure 16.36 depicts the equivalent circuit with the load impedance

reflected back to the primary.

N1 N2

V1 V2~ α2Z2

Figure 16.36

Comments: The equivalent reflected circuit calculations are convenient because all
circuit elements can be referred to a single set of variable (i.e., only primary or secondary
voltages and currents).

Check Your Understanding
16.9 The high-voltage side of a transformer has 500 turns, and the low-voltage side has
100 turns. When the transformer is connected as a step-down transformer, the load current
is 12 A. Calculate: (a) the turns ratio α; (b) the primary current.

16.10 Calculate the turns ratio if the transformer in Check Your Understanding 16.9
is used as a step-up transformer.

16.11 The output of a transformer under certain conditions is 12 kW. The copper losses
are 189 W and the core losses are 52 W. Calculate the efficiency of this transformer.

16.12 The output impedance of a servo amplifier is 250 ". The servomotor that the
amplifier must drive has an impedance of 2.5". Calculate the turns ratio of the transformer
required to match these impedances.

16.5 ELECTROMECHANICAL ENERGY
CONVERSION

From the material developed thus far, it should be apparent that electromagnetome-
chanical devices are capable of converting mechanical forces and displacements
to electromagnetic energy, and that the converse is also possible. The objective
of this section is to formalize the basic principles of energy conversion in elec-
tromagnetomechanical systems, and to illustrate its usefulness and potential for
application by presenting several examples of energy transducers. A transducer
is a device that can convert electrical to mechanical energy (in this case, it is often
called an actuator), or vice versa (in which case it is called a sensor).

Several physical mechanisms permit conversion of electrical to mechanical
energy and back, the principal phenomena being the piezoelectric effect,3 con-
sisting of the generation of a change in electric field in the presence of strain in

3See “Focus on Measurements: Charge Amplifiers” in Chapter 12.
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certain crystals (e.g., quartz), and electrostriction and magnetostriction, in which
changes in the dimension of certain materials lead to a change in their electrical
(or magnetic) properties. Although these effects lead to many interesting applica-
tions, this chapter is concerned only with transducers in which electrical energy
is converted to mechanical energy through the coupling of a magnetic field. It is
important to note that all rotating machines (motors and generators) fit the basic
definition of electromechanical transducers we have just given.

Forces in Magnetic Structures

Mechanical forces can be converted to electrical signals, and vice versa, by means
of the coupling provided by energy stored in the magnetic field. In this subsection,
we discuss the computation of mechanical forces and of the corresponding electro-
magnetic quantities of interest; these calculations are of great practical importance
in the design and application of electromechanical actuators. For example, a prob-
lem of interest is the computation of the current required to generate a given force
in an electromechanical structure. This is the kind of application that is likely to
be encountered by the engineer in the selection of an electromechanical device for
a given task.

As already seen in this chapter, an electromechanical system includes an elec-
trical system and a mechanical system, in addition to means through which the two
can interact. The principal focus of this chapter has been the coupling that occurs
through an electromagnetic field common to both the electrical and the mechanical
system; to understand electromechanical energy conversion, it will be important to
understand the various energy storage and loss mechanisms in the electromagnetic
field. Figure 16.37 illustrates the coupling between the electrical and mechanical
systems. In the mechanical system, energy loss can occur because of the heat
developed as a consequence of friction, while in the electrical system, analogous
losses are incurred because of resistance. Loss mechanisms are also present in
the magnetic coupling medium, since eddy current losses and hysteresis losses
are unavoidable in ferromagnetic materials. Either system can supply energy, and
either system can store energy. Thus, the figure depicts the flow of energy from the
electrical to the mechanical system, accounting for these various losses. The same
flow could be reversed if mechanical energy were converted to electrical form.

Electrical
system

Coupling
field

Mechanical
system

Electrical
energy input

Useful
mechanical

energy
Resistive

losses
Magnetic

core losses

Useful
electrical
energy

Mechanical
energy input

Friction
losses

Figure 16.37

Moving-Iron Transducers

One important class of electromagnetomechanical transducers is that of moving-
iron transducers. The aim of this section is to derive an expression for the mag-
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netic forces generated by such transducers and to illustrate the application of these
calculations to simple, yet common devices such as electromagnets, solenoids, and
relays. The simplest example of a moving-iron transducer is the electromagnet
of Figure 16.38, in which the U-shaped element is fixed and the bar is movable.
In the following paragraphs, we shall derive a relationship between the current
applied to the coil, the displacement of the movable bar, and the magnetic force
acting in the air gap.

Fixed

N = 700

x

i

Movable

v –+

fe �
�

Figure 16.38

The principle that will be applied throughout the section is that in order for
a mass to be displaced, some work needs to be done; this work corresponds to a
change in the energy stored in the electromagnetic field, which causes the mass
to be displaced. With reference to Figure 16.38, let fe represent the magnetic
force acting on the bar and x the displacement of the bar, in the direction shown.
Then the net work into the electromagnetic field, Wm, is equal to the sum of the
work done by the electrical circuit plus the work done by the mechanical system.
Therefore, for an incremental amount of work, we can write

dWm = ei dt − fe dx (16.40)

where e is the electromotive force across the coil and the negative sign is due to
the sign convention indicated in Figure 16.38. Recalling that the emf e is equal to
the derivative of the flux linkage (equation 16.16), we can further expand equation
16.40 to obtain

dWm = ei dt − fe dx = i dλ
dt
dt − fe dx = i dλ− fe dx (16.41)

or

fe dx = i dλ− dWm (16.42)

Now we must observe that the flux in the magnetic structure of Figure 16.38
depends on two variables, which are in effect independent: the current flowing
through the coil, and the displacement of the bar. Each of these variables can cause
the magnetic flux to change. Similarly, the energy stored in the electromagnetic
field is also dependent on both current and displacement. Thus we can rewrite
equation 16.42 as follows:

fe = i
(
∂λ

∂i
di + ∂λ

∂x
dx

)
−

(
∂Wm

∂i
di + ∂Wm

∂x
dx

)
(16.43)

Since i and x are independent variables, we can write

fe = i ∂λ
∂x

− ∂Wm

∂x
and 0 = i ∂λ

∂i
− ∂Wm

∂i
(16.44)

From the first of the expressions in equation 16.44, we obtain the relationship

fe = ∂

∂x
(iλ−Wm) = ∂

∂x
(Wc) (16.45)

where the termWc corresponds toW ′
m, defined as the co-energy in equation 16.18.

Finally, we observe that the force acting to pull the bar toward the electromagnet
structure, which we will call f , is of opposite sign relative to fe, and therefore we
can write

f = −fe = − ∂

∂x
(Wc) = −∂Wm

∂x
(16.46)
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Equation 16.46 includes a very important assumption: that the energy is equal
to the co-energy. If you make reference to Figure 16.8, you will realize that in
general this is not true. Energy and co-energy are equal only if the λ-i relationship
is linear. Thus, the useful result of equation 16.46, stating that the magnetic force
acting on the moving iron is proportional to the rate of change of stored energy
with displacement, applies only for linear magnetic structures.

Thus, in order to determine the forces present in a magnetic structure, it will
be necessary to compute the energy stored in the magnetic field. To simplify the
analysis, it will be assumed hereafter that the structures analyzed are magnetically
linear. This is, of course, only an approximation, in that it neglects a number
of practical aspects of electromechanical systems (for example, the nonlinear λ-i
curves described earlier, and the core losses typical of magnetic materials), but
it permits relatively simple analysis of many useful magnetic structures. Thus,
although the analysis method presented in this section is only approximate, it will
serve the purpose of providing a feeling for the direction and the magnitude of the
forces and currents present in electromechanical devices. On the basis of a linear
approximation, it can be shown that the stored energy in a magnetic structure is
given by the expression

Wm = φF
2

(16.47)

and since the flux and the mmf are related by the expression

φ = Ni

R = F
R (16.48)

the stored energy can be related to the reluctance of the structure according to

Wm = φ2R(x)
2

(16.49)

where the reluctance has been explicitly shown to be a function of displacement,
as is the case in a moving-iron transducer. Finally, then, we shall use the following
approximate expression to compute the magnetic force acting on the moving iron:

f = −dWm
dx

= −φ
2

2

dR(x)
dx

(16.50)

The following examples illustrate the application of this approximate tech-
nique for the computation of forces and currents (the two problems of practical
engineering interest to the user of such electromechanical systems) in some com-
mon devices.

EXAMPLE 16.9 An Electromagnet

Problem

An electromagnet is used to support a solid piece of steel, as shown in Figure 16.38.
Determine the minimum coil current required to support the weight for a given air gap.

Solution

Known Quantities: Force required to support weight; cross-sectional area of magnetic
core; air gap dimension, number of coil turns.
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Find: Coil current, i.

Schematics, Diagrams, Circuits, and Given Data: F = 8,900 N; A = 0.01 m2;
x = 0.0015 m.

Assumptions: Assume that the reluctance of the iron is negligible; neglect fringing.

Analysis: To compute the current we need to derive an expression for the force in the air
gap. Using equation 16.50, we see that we need to compute the reluctance of the structure
and the magnetic flux to derive an expression for the force.

Since we are neglecting the iron reluctance, we can write the expression for the
reluctance as follows:

R(x) = 2x

µ0A
= 2x

4π × 107 × 0.01
= 2x

4π × 10−7 × 0.01
= 1.59 × 108x = αx A · t/Wb

Knowing the reluctance we can calculate the magnetic flux in the structure as a function of
the coil current:

φ = Ni

R(x) = Ni

αx

and the magnitude of the force in the air gap is given by the expression

|f | = φ2

2

dR(x)
dx

= (Ni)2

2α2x2
α = N 2i2

2αx2

Solving for the current, we calculate:

i2 = 2αx2|f |
N 2

= 2 × 1.59 × 108 × (0.0015)2 × 8,900

7002
= 13 A

i = ±3.6 A

Comments: As the air gap becomes smaller, the reluctance of the air gap decreases, to
the point where the reluctance of the iron cannot be neglected. When the air gap is zero,
the required, or holding, current is a minimum. Conversely, if the bar is initially
positioned at a substantial distance from the electromagnet, the initial current required to
exert the required force will be significantly larger than that computed in this example.

One of the more common practical applications of the concepts
discussed in this section is the solenoid. Solenoids find application
in a variety of electrically controlled valves. The action of a solenoid
valve is such that when it is energized, the plunger moves in such a
direction as to permit the flow of a fluid through a conduit, as shown schematically
in Figure 16.39.

�
��
� Coil

Fluid flow

f
Force acting on plunger

with coil energized

lg

Figure 16.39 Application
of the solenoid as a valve

The following examples illustrate the calculations involved in the determi-
nation of forces and currents in a solenoid.

EXAMPLE 16.10 A Solenoid

Problem

Figure 16.40 depicts a simplified representation of a solenoid. The restoring force for the
plunger is provided by a spring.

1. Derive a general expression for the force exerted on the plunger as a function of the
plunger position, x.
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N turns

Fixed
structure

x = 0

lg

Spring

Movable plunger

i

�
��
�

a

a a

2a

a

x

Nonmagnetic
bushing
material
(µr ≈1)µ

Figure 16.40 A solenoid

2. Determine the mmf required to pull the plunger to its end position (x = a).

Solution

Known Quantities: Geometry of magnetic structure; spring constant.

Find: f ; mmf.

Schematics, Diagrams, Circuits, and Given Data: a = 0.01 m; lgap = 0.001 m; k =
1 N/m.

Assumptions: Assume that the reluctance of the iron is negligible; neglect fringing. At
x = 0 the plunger is in the gap by an infinitesimal displacement, ε.

a

x
Ag

a

Plunger

��

Figure 16.41

Analysis:

1. Force on the plunger. To compute a general expression for the magnetic force exerted
on the plunger, we need to derive an expression for the force in the air gap. Using
equation 16.50, we see that we need to compute the reluctance of the structure and the
magnetic flux to derive an expression for the force.

Since we are neglecting the iron reluctance, we can write the expression for the
reluctance as follows. Note that the area of the gap is variable, depending on the
position of the plunger, as shown in Figure 16.41.

Rgap(x) = 2 × lgap

µ0Agap
= 2lgap

µ0ax

The derivative of the reluctance with respect to the displacement of the plunger can
then be computed to be:

dRgap(x)

dx
= −2lgap

µ0ax2

Knowing the reluctance, we can calculate the magnetic flux in the structure as a
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function of the coil current:

φ = Ni

R(x) = Niµ0ax

2lgap

The force in the air gap is given by the expression

fgap = φ2

2

dR(x)
dx

= (Niµ0ax)
2

8l2gap

(−2lgap)

µ0ax2
= −µ0a(Ni)

2

4lgap

Thus, the force in the gap is proportional to the square of the current, and does not
vary with plunger displacement.

2. Calculation of magnetomotive force. To determine the required magnetomotive force,
we observe that the magnetic force must overcome the mechanical (restoring) force
generated by the spring. Thus, fgap = kx = ka. For the stated values,
fgap = (10 N/m)× (0.01 m) = 0.1 N, and

Ni =
√

4lgapfgap

µ0a
=

√
4 × 0.001 × 0.1

4π × 10−7 × 0.01
= 56.4 A · t

The required mmf can be most effectively realized by keeping the current value
relatively low, and using a large number of turns.

Comments: The same mmf can be realized with an infinite number of combinations of
current and number of turns; however, there are trade-offs involved. If the current is very
large (and the number of turns small), the required wire diameter will be very large.
Conversely, a small current will require a small wire diameter and a large number of turns.
A homework problem explores this trade-off.

EXAMPLE 16.11 Transient Response of a Solenoid

Problem

Analyze the current response of the solenoid of Example 16.10 to a step change in
excitation voltage. Plot the force and current as a function of time.

Solution

Known Quantities: Coil inductance and resistance; applied current.

Find: Current and force response as a function of time.

Schematics, Diagrams, Circuits, and Given Data: See Example 16.10. N = 1000
turns. V = 12 V. Rcoil = 5 ".

Assumptions: The inductance of the solenoid is approximately constant, and is equal to
the midrange value (plunger displacement equal to a/2).

Analysis: From Example 16.10, we have an expression for the reluctance of the solenoid:

Rgap(x) = 2lgap

µ0ax

Using equation 16.30, and assuming x = a/2, we calculate the inductance of the structure:

L ≈ N 2

Rgap|x=a/2 = N 2µ0a
2

4lgap
= 106 × 4π × 10−7 × 10−4

4 × 10−3
= 31.4 mH
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The equivalent solenoid circuit is shown in Figure 16.42. When the switch is closed, the
solenoid current rises exponentially with time constant τ = L/R = 6.3 ms. As shown in
Chapter 5, the response is of the form:

i(t) = V

R
(1 − e−t/τ ) = V

R
(1 − e−Rt/L) = 12

5
(1 − e−t/6.3×10−3

) A

To determine how the magnetic force responds during the turn-on transient, we return to
the expression for the force derived in Example 16.10:

fgap(t) = µ0a(Ni)
2

4lgap
= 4π × 10−7 × 10−2 × 106

4 × 10−3
i2(t) = πi2(t)

= π
[

12

5
(1 − e−t/6.3×10−3

)

]2

The two curves are plotted in Figure 16.42(b).
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Figure 16.42 Solenoid equivalent electrical circuit and step response

Comments: The assumption that the inductance is approximately constant is not quite
accurate. The reluctance (and therefore the inductance) of the structure will change as the
plunger moves into position. However, allowing for the inductance to be a function of
plunger displacement causes the problem to become nonlinear, and requires numerical
solution of the differential equation (i.e., the transient response results of Chapter 5 no
longer apply). This issue is explored in a homework problem.

Practical Facts About Solenoids

Solenoids can be used to produce linear or rotary mo-
tion, either in the push or pull mode. The most com-
mon solenoid types are listed below:

1. Single-action linear (push or pull). Linear
stroke motion, with a restoring force (from a
spring, for example) to return the solenoid to the
neutral position.

2. Double-acting linear. Two solenoids back to
back can act in either direction. Restoring force
is provided by another mechanism (e.g., a
spring).

3. Mechanical latching solenoid (bistable). An
internal latching mechanism holds the solenoid
in place against the load.

4. Keep solenoid. Fitted with a permanent magnet
so that no power is needed to hold the load in
the pulled-in position. Plunger is released by
applying a current pulse of opposite polarity to
that required to pull in the plunger.

5. Rotary solenoid. Constructed to permit rotary
travel. Typical range is 25 to 95◦. Return action
via mechanical means (e.g., a spring).

6. Reversing rotary solenoid. Rotary motion is
from one end to the other; when the solenoid is
energized again it reverses direction.
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Solenoid power ratings are dependent primar-
ily on the current required by the coil, and on the
coil resistance. I 2R is the primary power sink, and
solenoids are therefore limited by the heat they can
dissipate. Solenoids can operated in continuous or
pulsed mode. The power rating depends on the mode
of operation, and can be increased by adding hold-in
resistors to the circuit to reduce the holding current
required for continuous operation. The hold resistor
is switched into the circuit once the pull-in current
required to pull the plunger has been applied, and the
plunger has moved into place. The holding current
can be significantly smaller than the pull-in current.

A common method to reduce the solenoid hold-
ing current employs a normally closed (NC) switch in
parallel with a hold-in resistor. In Figure 16.43, when
the push button (PB) closes the circuit, full voltage
is applied to the solenoid coil, bypassing the resis-
tor through the NC switch, connecting the resistor in
series with the coil. The resistor will now limit the
current to the value required to hold the solenoid in
position.

Solenoid coil

NC switch

Hold-in resistor
PB switch

VDC

Figure 16.43

Another electromechanical device that finds common application in indus-
trial practice is the relay. The relay is essentially an electromechanical switch that
permits the opening and closing of electrical contacts by means of an electromag-
netic structure similar to those discussed earlier in this section.

A relay such as would be used to start a high-voltage single-phase motor is
shown in Figure 16.44. The magnetic structure has dimensions equal to 1 cm on all
sides, and the transverse dimension is 8 cm. The relay works as follows. When the
push button is pressed, an electrical current flows through the coil and generates a
field in the magnetic structure. The resulting force draws the movable part toward
the fixed part, causing an electrical contact to be made. The advantage of the relay
is that a relatively low-level current can be used to control the opening and closing

120 VAC

1 cm

0.5 cm

To high-
voltage load

2 cm

Movable structure

C1 C2

Push-button
start (momentary contact)

N
turns

Push-button
stop

1 cm

1 cm

1 cm

240 VAC

5 cm

Figure 16.44 A relay
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of a circuit that can carry large currents. In this particular example, the relay is
energized by a 120-VAC contact, establishing a connection in a 240-VAC circuit.
Such relay circuits are commonly employed to remotely switch large industrial
loads.

Circuit symbols for relays are shown in Figure 16.45. An example of the
calculations that would typically be required in determining the mechanical and
electrical characteristics of a simple relay are given in Example 16.12.

CT

“Break,”  or normally closed (NC) relay
or single-pole, single throw, SPSTNC

“Make,”  or normally open (NO) relay
or single-pole, single throw, SPSTNO

“Break, make”  or single-pole, double throw
SPDT (B-M), or “ transfer”

“Make, break,”  or “make-before-break”  or
single-pole, double throw SPDT (M-B),
or “ transfer,”  or “continually transfer”

Basic operation of the electromechanical relay: The (small) coil
current i causes the relay to close (or open) and enables
(interrupts) the larger current, I.
On the left: SPSTNO relay (magnetic field causes relay to close).
On the right: SPSTNC relay (magnetic field causes relay to open).

NO

NC

NC

NO

NC

NC

NO

NO

i I i I

Figure 16.45 Circuit symbols and basic operation of relays

EXAMPLE 16.12 A Relay

Problem

Figure 16.46 depicts a simplified representation of a relay. Determine the current required
for the relay to make contact (i.e., pull in the ferromagnetic plate) from a distance x.
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Solution

Known Quantities: Relay geometry; restoring force to be overcome; distance between
bar and relay contacts; number of coil turns.

1 cm

1 cm

0.5 cm

10
cm

5 cm

i

N =
10,000

Figure 16.46

Find: i.

Schematics, Diagrams, Circuits, and Given Data: Agap = (0.01 m)2; x = 0.05 m;
frestore = 5 N; N = 10,000.

Assumptions: Assume that the reluctance of the iron is negligible; neglect fringing.

Analysis:

Rgap(x) = 2x

µ0Agap

The derivative of the reluctance with respect to the displacement of the plunger can then
be computed to be:

dRgap(x)

dx
= 2

µ0Agap

Knowing the reluctance, we can calculate the magnetic flux in the structure as a function
of the coil current:

φ = Ni

R(x) = Niµ0Agap

2

and the force in the air gap is given by the expression

fgap = φ2

2

dR(x)
dx

= (Niµ0Agap)
2

8

2

µ0Agap
= µ0Agap(Ni)

2

4

The magnetic force must overcome a mechanical holding force of 5 N, thus,

fgap = µ0Agap(Ni)
2

4
= frestore = 5 N

or

i = 1

N

√
4frestore

µ0Agap
= 1

10,000

√
20

4π × 10−7 × 0.0001
= 39.9 A

Comments: The current required to close the relay is much larger than that required to
hold the relay closed, because the reluctance of the structure is much smaller once the gap
is reduced to zero.

Moving-Coil Transducers

Another important class of electromagnetomechanical transducers is that of
moving-coil transducers. This class of transducers includes a number of common
devices, such as microphones, loudspeakers, and all electric motors and genera-
tors. The aim of this section is to explain the relationship between a fixed magnetic
field, the emf across the moving coil, and the forces and motions of the moving
element of the transducer.

The basic principle of operation of electromechanical transducers was pre-
sented in Section 16.1, where we stated that a magnetic field exerts a force on a
charge moving through it. The equation describing this effect is

f = qu × B (16.51)
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which is a vector equation, as explained earlier. In order to correctly interpret
equation 16.51, we must recall the right-hand rule and apply it to the transducer,
illustrated in Figure 16.47, depicting a structure consisting of a sliding bar which
makes contact with a fixed conducting frame. Although this structure does not
represent a practical actuator, it will be a useful aid in explaining the operation of
moving-coil transducers such as motors and generators. In Figure 16.47, and in
all similar figures in this section, a small cross represents the “ tail” of an arrow
pointing into the page, while a dot represents an arrow pointing out of the page;
this convention will be useful in visualizing three-dimensional pictures.
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Figure 16.47 A simple electromechanical motion transducer
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Motor Action

A moving-coil transducer can act as a motor when an externally supplied current
flowing through the electrically conducting part of the transducer is converted into
a force that can cause the moving part of the transducer to be displaced. Such
a current would flow, for example, if the support of Figure 16.47 were made of
conducting material, so that the conductor and the right-hand side of the support
“ rail” were to form a loop (in effect, a 1-turn coil). In order to understand the
effects of this current flow in the conductor, one must consider the fact that a charge
moving at a velocity u′ (along the conductor and perpendicular to the velocity of
the conducting bar, as shown in Figure 16.48) corresponds to a current i = dq/dt
along the length l of the conductor. This fact can be explained by considering the
current i along a differential element dl and writing

i dl = dq

dt
· u′ dt (16.52)

since the differential element dl would be traversed by the current in time dt at a
velocity u′. Thus we can write

i dl = dq u′ (16.53)
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or

il = qu′ (16.54)

for the geometry of Figure 16.48. From Section 16.1, the force developed by a
charge moving in a magnetic field is, in general, given by

f = qu × B (16.55)

For the term qu′ we can substitute il, to obtain

f′ = il × B (16.56)

Using the right-hand rule, we determine that the force f′ generated by the current
i is in the direction that would push the conducting bar to the left. The magnitude
of this force is f ′ = Bli if the magnetic field and the direction of the current are
perpendicular. If they are not, then we must consider the angle γ formed by B and
l; in the more general case,

f ′ = Bli sin γ (16.57)

The phenomenon we have just described is sometimes referred to as the “Bli law.”

Generator Action

The other mode of operation of a moving-coil transducer occurs when an external
force causes the coil (i.e., the moving bar, in Figure 16.47) to be displaced. This
external force is converted to an emf across the coil, as will be explained in the
following paragraphs.

Since positive and negative charges are forced in opposite directions in the
transducer of Figure 16.47, a potential difference will appear across the conducting
bar; this potential difference is the electromotive force, or emf. The emf must be
equal to the force exerted by the magnetic field. In short, the electric force per
unit charge (or electric field ) e/l must equal the magnetic force per unit charge
f/q = Bu. Thus, the relationship

e = Blu (16.58)

which holds whenever B, l, and u are mutually perpendicular, as in Figure 16.49.
If equation 16.58 is analyzed in greater depth, it can be seen that the product lu
(length times velocity) is the area crossed per unit time by the conductor. If one
visualizes the conductor as “cutting” the flux lines into the base in Figure 16.48,
it can be concluded that the electromotive force is equal to the rate at which the
conductor “ cuts” the magnetic lines of flux. It will be useful for you to carefully
absorb this notion of conductors cutting lines of flux, since this will greatly simplify
understanding the material in this section and in the next chapter.

z

β

l

x

u

y

α
B

Figure 16.49

In general, B, l, and u are not necessarily perpendicular. In this case one
needs to consider the angles formed by the magnetic field with the normal to the
plane containing l and u, and the angle between l and u.. The former is the angle α
of Figure 16.49, the latter the angle β in the same figure. It should be apparent that
the optimum values of α and β are 0◦ and 90◦, respectively. Thus, most practical
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devices are constructed with these values of α and β. Unless otherwise noted, it
will be tacitly assumed that this is the case. The “Bli law” just illustrated explains
how a moving conductor in a magnetic field can generate an electromotive force.

To summarize the electromechanical energy conversion that takes place in
the simple device of Figure 16.47, we must note now that the presence of a current
in the loop formed by the conductor and the rail requires that the conductor move
to the right at a velocity u (Blu law), thus cutting the lines of flux and generating
the emf that gives rise to the current i. On the other hand, the same current causes
a force f ′ to be exerted on the conductor (Bli law) in the direction opposite to
the movement of the conductor. Thus, it is necessary that an externally applied
force fext exist to cause the conductor to move to the right with a velocity u. The
external force must overcome the force f ′. This is the basis of electromechanical
energy conversion.

An additional observation we must make at this point is that the current i flow-
ing around a closed loop generates a magnetic field, as explained in Section 16.1.
Since this additional field is generated by a one-turn coil in our illustration, it is
reasonable to assume that it is negligible with respect to the field already present
(perhaps established by a permanent magnet). Finally, we must consider that this
coil links a certain amount of flux, which changes as the conductor moves from
left to right. The area crossed by the moving conductor in time dt is

dA = lu dt (16.59)

so that if the flux density, B, is uniform, the rate of change of the flux linked by
the one-turn coil is

dφ

dt
= B dA

dt
= Blu (16.60)

In other words, the rate of change of the flux linked by the conducting loop is
equal to the emf generated in the conductor. The student should realize that this
statement simply confirms Faraday’s law.
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Figure 16.50 Motor and
generator action in an ideal
transducer

It was briefly mentioned that the Blu and Bli laws indicate that, thanks to
the coupling action of the magnetic field, a conversion of mechanical to electrical
energy—or the converse—is possible. The simple structures of Figures 16.47
and 16.48 can, again, serve as an illustration of this energy-conversion process,
although we have not yet indicated how these idealized structures can be converted
into a practical device. In this section we shall begin to introduce some physical
considerations. Before we proceed any further, we should try to compute the
power—electrical and mechanical—that is generated (or is required) by our ideal
transducer. The electrical power is given by

PE = ei = Blui (W) (16.61)

while the mechanical power required, say, to move the conductor from left to right
is given by the product of force and velocity:

PM − fextu = Bliu (W) (16.62)

The principle of conservation of energy thus states that in this ideal (lossless) trans-
ducer we can convert a given amount of electrical energy into mechanical energy,
or vice versa. Once again we can utilize the same structure of Figure 16.47 to
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illustrate this reversible action. If the closed path containing the moving conduc-
tor is now formed from a closed circuit containing a resistance R and a battery,
VB , as shown in Figure 16.50, the externally applied force, fext, generates a pos-
itive current i into the battery provided that the emf is greater than VB . When
e = Blu > VB , the ideal transducer acts as a generator. For any given set of
values of B, l, R, and VB , there will exist a velocity u for which the current i is
positive. If the velocity is lower than this value—i.e., if e = Blu < VB—then
the current i is negative, and the conductor is forced to move to the right. In this
case the battery acts as a source of energy and the transducer acts as a motor (i.e.,
electrical energy drives the mechanical motion).

In practical transducers, we must be concerned with the inertia, friction, and
elastic forces that are invariably present on the mechanical side of the transducer.
Similarly, on the electrical side we must account for the inductance of the circuit, its
resistance, and possibly some capacitance. Consider the structure of Figure 16.51.
In the figure, the conducting bar has been placed on a surface with coefficient of
sliding friction d; it has a mass m and is attached to a fixed structure by means
of a spring with spring constant k. The equivalent circuit representing the coil
inductance and resistance is also shown.
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Figure 16.51 A more realistic
representation of the transducer of
Figure 16.50

If we recognize that u = dx/dt in the figure, we can write the equation of
motion for the conductor as:

f +mdu
dt

+ du+ l

k

∫
u dt = f ′ = Bli (16.63)

where the Bli term represents the driving input that causes the mass to move.
The driving input in this case is provided by the electrical energy source, vS ; thus
the transducer acts as a motor, and f is the net force acting on the mass of the
conductor. On the electrical side, the circuit equation is:

vS − Ldi
dt

− Ri = e = Blu (16.64)

Equations 16.63 and 16.64 could then be solved by knowing the excitation voltage,
vS , and the physical parameters of the mechanical and electrical circuits. For
example, if the excitation voltage were sinusoidal, with

vS(t) = VS cosωt (16.65)

and the field density were constant:

B = B0

we could postulate sinusoidal solutions for the transducer velocity, u, and current,
i:

u = U cos(ωt + θu) i = I cos(ωt + θi) (16.66)

and use phasor notation to solve for the unknowns (U , I , θu, θi).
The results obtained in the present section apply directly to transducers that

are based on translational (linear) motion. These basic principles of electrome-
chanical energy conversion and the analysis methods developed in the section will
be applied to practical transducers in a few examples.

The methods introduced in this section will later be applied in Chapters 17
and 18 to analyze rotating transducers, that is, electric motors and generators.
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FOCUS ON
MEASUREMENTS

Seismic Transducer
The device shown in Figure 16.52 is called a seismic transducer
and can be used to measure the displacement, velocity, or acceler-
ation of a body. The permanent magnet of mass m is supported
on the case by a spring, k, and there is some viscous damping, d, between
the magnet and the case; the coil is fixed to the case. You may assume that
the coil has length l and resistance and inductance Rcoil and Lcoil,
respectively; the magnet exerts a magnetic field B. Find the transfer function
between the output voltage, vout, and the acceleration of the body, a(t). Note
that x(t) is not equal to zero when the system is at rest. We shall ignore this
offset displacement.

�
�

�–

+
i

M

Case

 N

k

S N

x(t)

a(t)
Accelerating body

vout Rout

Rcoil Lcoil
×
×

d

�
��
�

Figure 16.52 An electromagnetomechanical seismic transducer

Solution:
First we apply KVL around the electrical circuit to write the differential
equation describing the electrical system:

L
di

dt
+ (Rcoil + Rout)i + Bl dx

dt
= 0

Also note that vout = −Routi. Next, we write the differential equation
describing the mechanical system. The magnet experiences an inertial force
due to the acceleration of the supporting body, a(t), and to its own relative
acceleration, d2x/dt2; thus, we can sketch a free-body diagram and apply
Newton’s second law to the permanent magnet, as shown in the sketch.

M

(
a + d2x

dt2

)
+ d dx

dt
+ kx = Bli

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw16.htm
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Finally, using the Laplace transform, we determine the transfer function
from A(s) to Vout(s). Let R = Rcoil + Rout. Then

(Ls + R)I (s)+ BlsX(s) = 0

BlI (s)− (Ms2 +Ds +K)X(s) = MA(s)
Since we need the transfer function from A to Vout, we use the expression

Vout(s) = −RoutI (s)

and, after some algebra, find that

I (s) = MBlsA(s)

(Ls + R)(Ms2 +Ds +K)+ B2l2s

or

Vout(s)

A(s)
= −MBsRout

(Ls + R)(Ms2 +Ds +K)+ B2l2s

EXAMPLE 16.13 A Loudspeaker

Problem

A loudspeaker, shown in Figure 16.53, uses a permanent magnet and a moving coil to
produce the vibrational motion that generates the pressure waves we perceive as sound.
Vibration of the loudspeaker is caused by changes in the input current to a coil; the coil is,
in turn, coupled to a magnetic structure that can produce time-varying forces on the
speaker diaphragm. A simplified model for the mechanics of the speaker is also shown in
Figure 16.53. The force exerted on the coil is also exerted on the mass of the speaker
diaphragm, as shown in Figure 16.54, which depicts a free-body diagram of the forces
acting on the loudspeaker diaphragm.

Electrical
input

Spring

Coil

N turns

N

N

S

N

NMassS

+

–
v

Sound
output

N

N

× × × ×

Figure 16.53 Loudspeaker
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k

m

x

f

fk

fd

fi

u = 
dx
dt

m

x

Figure 16.54 Forces
acting on loudspeaker
diaphragm
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The force exerted on the mass, fi , is the magnetic force due to current flow in the
coil. The electrical circuit that describes the coil is shown in Figure 16.55, where L
represents the inductance of the coil, R represents the resistance of the windlings, and e is
the emf induced by the coil moving through the magnetic field.

L R

ev +
_

+
_

Figure 16.55 Model of
transducer electrical side

Determine the frequency response, U(jω)/V (jω) of the speaker.

Solution

Known Quantities: Circuit and mechanical parameters; magnetic flux density; number
of coil turns; coil radius.

Find: Frequency response of loudspeaker, U(jω)/V (jω).

Schematics, Diagrams, Circuits, and Given Data: Coil radius = 0.05 m; L = 10 mH;
R = 8 "; m = 0.001 kg; d = 22.75 N · s2/m; k = 5 × 105 N/m; N = 47; B = 1 T.

Analysis: To determine the frequency response of the loudspeaker, we write the
differential equations that describe the electrical and mechanical subsystems. We apply
KVL to the electrical circuit, using the circuit model of Figure 16.55, in which we have
represented the Blu term (motional voltage) in the form of a back electromotive
force, e:

v − Ldi
dt

− Ri − e = 0

or

L
di

dt
+ Ri + Blu = v

Next, we apply Newton’s second law to the mechanical system, consisting of: a lumped
mass representing the mass of the moving diaphragm, m; an elastic (spring) term, which
represents the elasticity of the diaphragm, k; and a damping coefficient, d, representing
the frictional losses and aerodynamic damping affecting the moving diaphragm.

m
du

dt
= fi − fd − fk = fi − du− kx

where fi = Bli and therefore

−Bli +mdu
dt

+ du+ k
∫ t

−∞
u(t ′) dt ′ = 0

Note that the two equations are coupled, that is, a mechanical variable appears in the
electrical equation (the velocity u in the Blu term), and an electrical variable appears in
the mechanical equation (the current i in the Bli term).

To derive the frequency response we Laplace-transform the two equations to obtain:

(sL+ R)I (s)+ BlU(s) = V (s)

−BlI (s)+
(
sm+ d + k

s

)
U(s) = 0

We can write the above equations in matrix form and resort to Cramer’s rule to solve for
U(s) as a function of V (s):


(sL+ R) Bl

−Bl
(
sm+ d + k

s

)



[
I (s)

U(s)

]
=

[
V (s)

0

]
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with solution

U(s) =
det

[
(sL+ R) V (s)

−Bl 0

]

det



(sL+ R) Bl

−Bl
(
sm+ d + k

s

)



or

U(s)

V (s)
= −Bl
(sL+ R)

(
sm+ d + k

s

)
+ (Bl)2

= −Bls
(Lm)s3 + (Rm+ Ld)s2 + (Rd + kL+ (Bl)2)s + (kR)

To determine the frequency response of the loudspeaker, we let s → jω in the above
expression:

U(jω)

V (jω)
= −jBlω
(kR)− (Rm+ Ld)ω2 + j [(Rd + kL+ (Bl)2)ω − (Lm)ω3]

where l = 2πNr , and substitute the appropriate numerical parameters:

U(jω)

V (jω)
= −j14.8ω

(5 × 105)− (0.008 + 0.2275)ω2 + j [(182 + 5,000 + 218)ω − (10−5)ω3]

= −j14.8ω

(5 × 105)− (0.2355)ω2 + j [(5.4 × 103)ω − (10−5)ω3]

The resulting frequency response is plotted in Figure 16.56.
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Figure 16.56 Frequency response of loudspeaker
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Focus on Computer-Aided Tools: A Matlab m-file containing the frequency response
calculations leading to the frequency response (Bode) plot of Figure 16.56 may be found
in the accompanying CD-ROM.

Check Your Understanding
16.13 The flux density of the earth’s magnetic field is about 50µT. Estimate the current
required in a conductor of length 10 cm and mass 10 g to counteract the force of gravity if
the wire is oriented in the optimum direction.

16.14 In Example 16.13, we examined the frequency response of a loudspeaker. How-
ever, over a period of time, permanent magnets may become demagnetized. Find the fre-
quency response of the same loudspeaker if the permanent magnet has lost its strength to a
point where B = 0.95 T.

16.15 In Example 16.10, a solenoid is used to exert force on a spring. Estimate the
position of the plunger if the number of turns in the solenoid winding is 1,000 and the
current going into the winding is 40 mA.

16.16 For the circuit in Figure 16.47, the conducting bar is moving with a velocity of
6 m/s. The flux density is 0.5 Wb/m2, and l = 1.0 m. Find the magnitude of the resulting
induced voltage.

CONCLUSION

• Magnetic fields form a coupling mechanism between electrical and mechanical
systems, permitting the conversion of electrical energy to mechanical energy, and
vice versa. The basic laws that govern such electromechanical energy conversion
are Faraday’s law, stating that a changing magnetic field can induce a voltage; and
Ampère’s law, stating that a current flowing through a conductor generates a
magnetic field.

• The two fundamental variables in the analysis of magnetic structures are the
magnetomotive force and the magnetic flux; if some simplifying approximations
are made, these quantities are linearly related through the reluctance parameter,
much in the same way as voltage and current are related through resistance
according to Ohm’s law. This simplified analysis permits approximate
calculations of required forces and currents to be conducted with relative ease in
magnetic structures.

• Magnetic materials are characterized by a number of nonideal properties, which
should be considered in the detailed analysis of a magnetic structure. The most
important phenomena are saturation, eddy currents, and hysteresis.

• Electromechanical transducers, which convert electrical signals to mechanical
forces, or mechanical motion to electrical signals, can be analyzed according to
the techniques presented in this chapter. Examples of such transducers are
electromagnets, position and velocity sensors, relays, solenoids, and loudspeakers.

CHECK YOUR UNDERSTANDING ANSWERS

CYU 16.1 e = −2.5 V

CYU 16.2 I = π A

CYU 16.3 Wm = 0.648 J

CYU 16.5 φ = 3.94 × 10−6 Wb; B = 0.0788 Wb/m2

CYU 16.6 Req = 1.41 × 106 A · t/Wb

http://www.mhhe.com/engcs/electrical/rizzoni/examples.mhtml
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CYU 16.7 Req = 22 × 106 A · t/Wb

CYU 16.8 Rg = R1 = R2 = R3 = δ/µ0(l + δ)(w + δ); F1 = Ni1; F2 = Ni2
CYU 16.9 α = 5; I1 = I2/α = 2.4 A

CYU 16.10 α = 0.2

CYU 16.11 η = 98%

CYU 16.12 α = 10

CYU 16.13 i = 196 × 102 A

CYU 16.14 U(jω)/V (jω) = 0.056(jω/15,950)/(1 + jω/15,950)(1 + jω/31,347)

CYU 16.15 x = 0.5 cm

CYU 16.16 3 V

HOMEWORK PROBLEMS

Section 1: Electricity and Magnetism

16.1 An iron-core inductor has the following
characteristic:

i = λ+ 0.5λ2

a. Determine the energy, co-energy, and incremental
inductance for λ = 0.5 V · s.

b. Given that the coil resistance is 1 " and that

i(t) = 0.625 + 0.01 sin 400t A

determine the voltage across the terminals on the
inductor.

16.2 For the electromagnet of Figure P16.2:

a. Find the flux density in the core.

b. Sketch the magnetic flux lines and indicate their
direction.

c. Indicate the north and south poles of the magnet.

�
��

Cross-sectional
area = 0.01 m2φ = 4 × 10-4 Wb

N turnsI

Figure P16.2

16.3 An iron-core inductor has the characteristic shown
in Figure P16.3:
a. Determine the energy and the incremental

inductance for i = 1.0 A.
b. Given that the coil resistance is 2 " and that
i(t) = 0.5 sin 2πt , determine the voltage across the
terminals of the inductor.

2.0

1.50.5
–1.5 –0.5

4.0

i (A)

λ (v•s)

–2.0

–4.0

Figure P16.3

16.4 A single loop of wire carrying current I2 is placed
near the end of a solenoid having N turns and carrying
current I1, as shown in Figure P16.4. The solenoid is
fastened to a horizontal surface, but the single coil is
free to move. With the currents directed as shown, is
there a resultant force on the single coil? If so, in what
direction? Why?

+

+

+

+

+

+

I1

I2

Figure P16.4

16.5 The electromagnet of Figure P16.5 has reluctance
given by R(x) = 7 × 108(0.002 + x) H−1, where x is
the length of the variable gap in meters. The coil has
980 turns and 30 " resistance. For an applied voltage
of 120 VDC, find:
a. The energy stored in the magnetic field for
x = 0.005 m.
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b. The magnetic force for x = 0.005 m.

I

v

x

N turns f
–

+

Figure P16.5

16.6 A practical LVDT is typically connected to a
resistive load. Derive the LVDT equations in the
presence of a resistive load, RL, connected across the
output terminals, using the results of “Focus on
Measurements: Linear Variable Differential
Transformer.”

16.7 On the basis of the equations of “Focus on
Measurements: Linear Variable Differential
Transformer,” and of the results of Problem 16.6,
derive the frequency response of the LVDT, and
determine the range of frequencies for which the device
will have maximum sensitivity for a given excitation.
[Hint: Compute dvout/dvex, and set the derivative
equal to zero to determine the maximum sensitivity.]

16.8 A wire of length 20 cm vibrates in one direction in
a constant magnetic field with a flux density of 0.1 T;
see Figure P16.8. The position of the wire as a
function of time is given by x(t) = 0.1 sin 10t m. Find
the induced emf across the length of the wire as a
function of time.

X   X  X   X  

X   X   X   X  

X   X   X   X  

X   X   X   X  

X   X   X   X  

X   X   X   X

X   X   X   X

X   X   X   X

X   X   X   X

X   X   X   X

e(t)

+

–

Wire

B = 0.1 T
0

x

Figure P16.8

16.9 The wire of Problem 16.8 induces a time-varying
emf of

e1(t) = 0.02 cos 10t

A second wire is placed in the same magnetic field but
has a length of 0.1 m, as shown in Figure P16.9. The
position of this wire is given by x(t) = 1 − 0.1 sin 10t .
Find the induced emf e(t) defined by the difference in
emf’s e1(t) and e2(t).

x

X
X

X   X   X   X
X   X

X   X   X   X
X   X   X   X

X   X

X   X

0

X +
e1(t)

1

e2(t)
+

––

e(t)
–+

Figure P16.9

16.10 A conducting bar shown in Figure 16.48 in the
text, is carrying 4 A of current in the presence of a
magnetic field; B = 0.3 Wb/m2. Find the magnitude
and direction of the force induced on the conducting
bar.

16.11 A wire, shown in Figure P16.11, is moving in the
presence of a magnetic field, with B = 0.4 Wb/m2.
Find the magnitude and direction of the induced
voltage in the wire.

X    X    X    X    X    X    X    X    X    X    X 

X    X    X    X    X    X    X    X    X    X    X 

X    X    X    X    X    X    X    X    X    X    X 

X    X    X    X    X    X    X    X    X    X    X 

X    X    X    X    X    X    X    X    X    X    X 

45°

u = 5 m/sec.
l  = 2m

Figure P16.11

Section 2: Magnetic Circuits

16.12
a. Find the reluctance of a magnetic circuit if a

magnetic flux φ = 4.2 × 10−4 Wb is established by
an impressed mmf of 400 A · t.

b. Find the magnetizing force, H, in SI units if the
magnetic circuit is 6 inches in length.

16.13 For the circuit shown in Figure P16.13:
a. Determine the reluctance values and show the

magnetic circuit, assuming that µ = 3,000µ0.
b. Determine the inductance of the device.
c. The inductance of the device can be modified by

cutting an air gap in the magnetic structure. If a gap
of 0.1 mm is cut in the arm of length l3, what is the
new value of inductance?

d. As the gap is increased in size (length), what is the
limiting value of inductance? Neglect leakage flux
and fringing effects.
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l1
A1

N

l3
A3

l2
A2

i

N = 100 turns

l1 = 30 cm

A1 = 100 cm2

l2 = 10 cm

A2 = 25 cm2

l3 = 30 cm

A3 = 100 cm2

Figure P16.13

16.14 The magnetic circuit shown in Figure P16.14 has
two parallel paths. Find the flux and flux density in
each of the legs of the magnetic circuit. Neglect
fringing at the air gaps and any leakage fields.
N = 1,000 turns, i = 0.2 A, lg1 = 0.02 cm, and
lg2 = 0.04 cm. Assume the reluctance of the magnetic
core to be negligible.

i

N lg24 cm lg1

1 cm
2 cm

1 cm

1 cm

�
��
�1 cm

1 cm

Cross-section

Figure P16.14

16.15 Find the current necessary to establish a flux of
φ = 3 × 10−4 Wb in the series magnetic circuit of
Figure P16.15. Here, liron = lsteel = 0.3 m,
Area (throughout) = 5 × 10−4 m2, and N = 100 turns.

N turns

Cast iron Cast steelI

Figure P16.15

16.16
a. Find the current, I , required to establish a flux
φ = 2.4 × 10−4 Wb in the magnetic circuit of
Figure P16.16. Here, Area(throughout) =
2 × 10−4 m2, lab = lef = 0.05 m, laf = lbe = 0.02
m, lbc = ldc, and the material is sheet steel.

b. Compare the mmf drop across the air gap to that
across the rest of the magnetic circuit. Discuss your
results using the value of µ for each material.

0.003 m

N = 100 t

a

f e

b

d

c

φ
I

Figure P16.16

16.17 Find the magnetic flux, φ, established in the
series magnetic circuit of Figure P16.17.

�
��
�

0.08 m

I = 2 A

N = 100 turns

Cast steel

Area = 0.009 m2

φ

Figure P16.17

16.18 For the series-parallel magnetic circuit of
Figure P16.18, find the value of I required to establish
a flux in the gap of φ = 2 × 10−4 Wb. Here,
lab = lbg = lgh = lha = 0.2 m, lbc = lfg = 0.1 m,
lcd = lef = 0.099 m, and the material is sheet steel.

�

��

N = 200 turns

I

a

h g f

e

d

cb φ1φT

φ2

Area = 2 × 10-4 m2 Area for sections
other than bg
= 5 × 10-4 m2

Figure P16.18
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16.19 Refer to the actuator of Figure P16.19. The entire
device is made of sheet steel. The coil has 2,000 turns.
The armature is stationary so that the length of the air
gaps, g = 10 mm, is fixed. A direct current passing
through the coil produces a flux density of 1.2 T in the
gaps. Determine:
a. The coil current.
b. The energy stored in the air gaps.
c. The energy stored in the steel.

140

80

17.5

17.535 35

17.5

35

φ/2 φ/2φ

All dimensions
are in mm

Figure P16.19

16.20 A core is shown in Figure P16.20, with
µr = 2,000 and N = 100. Find:
a. The current needed to produce a flux density of

0.4 Wb/m2 in the center leg.
b. The current needed to produce a flux density of

0.8 Wb/m2 in the center leg.

�
��
�

N

8 cm

8 cm

8 cm

20 cm

8 cm

8 cm

8 cm
26
cm

i

Cross-section

Figure P16.20

Section 3: Transformers

16.21 For the transformer shown in Figure P16.21,
N = 1,000 turns, l1 = 16 cm, A1 = 4 cm2, l2 = 22
cm, A2 = 4 cm2, l3 = 5 cm, and A3 = 2 cm2. The
relative permeability of the material is µr = 1,500.
a. Construct the equivalent magnetic circuit, and find

the reluctance associated with each part of the
circuit.

b. Determine the self-inductance and mutual
inductance for the pair of coils (i.e., L11, L22, and
M = L12 = L21).

l1, A1

N turns l3, A3

l2, A2

N turns

i

Figure P16.21

16.22 A transformer is delivering power to a 300-"
resistive load. To achieve the desired power transfer,
the turns ratio is chosen so that the resistive load
referred to the primary is 7,500 ". The parameter
values, referred to the secondary winding, are:

r1 = 20 " L1 = 1.0 mH Lm = 25 mH

r2 = 20 " L2 = 1.0 mH

Core losses are negligible.
a. Determine the turns ratio.
b. Determine the input voltage, current, and power

and the efficiency when this transformer is
delivering 12 W to the 300-" load at a frequency
f = 10,000/2π Hz.

16.23 A 220/20-V transformer has 50 turns on its
low-voltage side. Calculate
a. The number of turns on its high side.
b. The turns ratio α when it is used as a step-down

transformer.
c. The turns ratio α when it is used as a step-up

transformer.

16.24 The high-voltage side of a transformer has 750
turns, and the low-voltage side 50 turns. When the
high side is connected to a rated voltage of 120 V,
60 Hz, a rated load of 40 A is connected to the low
side. Calculate
a. The turns ratio.
b. The secondary voltage (assuming no internal

transformer impedance voltage drops).
c. The resistance of the load.
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16.25 A transformer is to be used to match an 8-"
loudspeaker to a 500-" audio line. What is the turns
ratio of the transformer, and what are the voltages at the
primary and secondary terminals when 10 W of audio
power is delivered to the speaker? Assume that the
speaker is a resistive load and the transformer is ideal.

16.26 The high-voltage side of a step-down transformer
has 800 turns, and the low-voltage side has 100 turns.
A voltage of 240 VAC is applied to the high side, and
the load impedance is 3 " (low side). Find
a. The secondary voltage and current.
b. The primary current.
c. The primary input impedance from the ratio of

primary voltage and current.
d. The primary input impedance.

16.27 Calculate the transformer ratio of the transformer
in Problem 16.26 when it is used as a step-up
transformer.

16.28 A 2,300/240-V, 60-Hz, 4.6-kVA transformer is
designed to have an induced emf of 2.5 V/turn.
Assuming an ideal transformer, find
a. The number of high-side turns, Nh, and low-side

turns, Nl .
b. The rated current of the high-voltage side, Ih.
c. The transformer ratio when the device is used as a

step-up transformer.

Section 4:
Electromechanical Transducers

16.29 For the electromagnet of Example 16.9:
a. Calculate the current required to keep the bar in

place. (Hint: The air gap becomes zero and the
iron reluctance cannot be neglected.)

b. If the bar is initially 0.1 m away from the
electromagnet, what initial current would be
required to lift the magnet?

16.30 With reference to Example 16.10, determine the
best combination of current magnitude and wire
diameter to reduce the volume of the solenoid coil to a
minimum. Will this minimum volume result in the
lowest possible resistance? How does the power
dissipation of the coil change with the wire gauge and
current value? To solve this problem you will need to
find a table of wire gauge diameter, resistance, and
current ratings. Table 2.2 in this book contains some
information. The solution can only be found
numerically.

16.31 Derive the same result obtained in
Example 16.10 using equation 16.46 and the definition
of inductance given in equation 16.30. You will first
compute the inductance of the magnetic circuit as a
function of the reluctance, then compute the stored
magnetic energy, and finally write the expression for
the magnetic force given in equation 16.46.

16.32 Derive the same result obtained in
Example 16.11 using equation 16.46 and the definition
of inductance given in equation 16.30. You will first
compute the inductance of the magnetic circuit as a
function of the reluctance, then compute the stored
magnetic energy, and finally write the expression for
the magnetic force given in equation 16.46.

16.33 With reference to Example 16.11, generate a
simulation program (e.g., using SimulinkTM) that
accounts for the fact that the solenoid inductance is not
constant, but is a function of plunger position.
Compare graphically the current and force step
responses of the constant-L simplified solenoid model
to the step responses obtained in Example 16.11.

16.34 With reference to Example 16.12, calculate the
required holding current to keep the relay closed.

16.35 The relay circuit shown in Figure P16.35 has the
following parameters: Agap = 0.001 m2; N = 500
turns; L = 0.02 m; µ = µ0 = 4π × 10−7 (neglect the
iron reluctance); k = 1000 N/m, R = 18 ". What is
the minimum DC supply voltage, v, for which the relay
will make contact when the electrical switch is closed?
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Figure P16.35

16.36 The magnetic circuit shown in Figure P16.36 is a
very simplified representation of devices used as
surface roughness sensors. The stylus is in contact
with the surface and causes the plunger to move along
with the surface. Assume that the flux φ in the gap is
given by the expression φ = β/R(x), where β is a
known constant and R(x) is the reluctance of the gap.
The emf e is measured to determine the surface profile.
Derive an expression for the displacement x as a
function of the various parameters of the magnetic
circuit and of the measured emf. (Assume a
frictionless contact between the moving plunger and
the magnetic structure and that the plunger is
restrained to vertical motion only. The cross-sectional
area of the plunger is A.)
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x

Permanent magnet

Stylus

A surface roughness sensor

e
+
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Figure P16.36 A surface
roughness sensor

16.37 The electrodynamic shaker shown in
Figure P16.37 is commonly used as a vibration tester.
A constant current is used to generate a magnetic field
in which the armature coil of length l is immersed.
The shaker platform with mass m is mounted in the
fixed structure by way of a spring with stiffness k. The
platform is rigidly attached to the armature coil, which
slides on the fixed structure thanks to frictionless
bearings.
a. Neglecting iron reluctance, determine the

reluctance of the fixed structure, and hence
compute the strength of the magnetic flux density,
B, in which the armature coil is immersed.

b. Knowing B, determine the dynamic equations of
motion of the shaker, assuming that the moving coil
has resistance R and inductance L.

c. Derive the transfer function and frequency response
function of the shaker mass velocity in response to
the input voltage VS.

N Field coil

If

Platform

Gap = d

x

Cross-sectional
area in gap = A

Armature coil

Supporting spring

VS
+
_

Figure P16.37 Electrodynamic shaker

16.38 A cylindrical solenoid is shown in Figure P16.38.
The plunger may move freely along its axis. The air gap
between the shell and the plunger is uniform and equal
to 1 mm, and the diameter, d , is 25 mm. If the exciting
coil carries a current of 7.5 A, find the force acting
on the plunger when x = 2 mm. Assume N = 200
turns, and neglect the reluctance of the steel shell.

�
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Coil Cylinder steel shell

25 mm
x

lg

lg

d

Cross-
section

Figure P16.38

16.39 The double-excited electromechanical system
shown in Figure P16.39 moves horizontally. Assuming
that resistance, magnetic leakage, and fringing are
negligible, the permeability of the core is very large,
and the cross section of the structure is w × w, find
a. The reluctance of the magnetic circuit.
b. The magnetic energy stored in the air gap.
c. The force on the movable part as a function of its

position.
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Figure P16.39

16.40 Determine the force, F , between the faces of the
poles (stationary coil and plunger) of the solenoid
pictured in Figure P16.40 when it is energized. When
energized, the plunger is drawn into the coil and comes
to rest with only a negligible air gap separating the
two. The flux density in the cast steel pathway is 1.1 T.
The diameter of the plunger is 10 mm.

�
�
�

�
Plunger

Stationary coil

Figure P16.40
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16.41 An electromagnet is used to support a solid piece
of steel as shown in Example 15.10. A force of 10,000
N is required to support the weight. The
cross-sectional area of the magnetic core (the fixed
part) is 0.01 m2. The coil has 1,000 turns. Determine
the minimum current that can keep the weight from
falling for x = 1.0 mm. Assume negligible reluctance
for the steel parts and negligible fringing in the air
gaps.

16.42 The armature, frame, and core of a 12-VDC
control relay are made of sheet steel. The average
length of the magnetic circuit is 12 cm when the relay
is energized, and the average cross section of the
magnetic circuit is 0.60 cm2. The coil is wound with
250 turns and carries 50 mA. Determine:
a. The flux density, B, in the magnetic circuit of the

relay when the coil is energized.
b. The force, F , exerted on the armature to close it

when the coil is energized.

16.43 Derive and sketch the frequency response of the
loudspeaker of Example 16.13 for (1) k = 50,000 N/m
and (2) k = 5 × 106 N/m. Describe qualitatively how
the loudspeaker frequency response changes as the
spring stiffness, k, increases and decreases. What will
the frequency response be in the limit as k approaches
zero? What kind of speaker would this condition
correspond to?

16.44 A relay is shown in Figure P16.44. Find the
differential equations describing the system.
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Figure P16.44

16.45 A solenoid having a cross section of 5 cm2 is
shown in Figure P16.45.
a. Calculate the force exerted on the plunger when the

distance x is 2 cm and the current in the coil (where
N = 100 turns) is 5 A. Assume that the fringing
and leakage effects are negligible. The relative
permeabilities of the magnetic material and the
nonmagnetic sleeve are 2,000 and 1.

b. Develop a set of defferential equations governing
the behavior of the solenoid.
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Figure P16.45
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C H A P T E R

17

Introduction to Electric Machines

he objective of this chapter is to introduce the basic operation of rotat-
ing electric machines. The operation of the three major classes of electric
machines—DC, synchronous, and induction—will first be described as
intuitively as possible, building on the material presented in Chapter 16.

The second part of the chapter will be devoted to a discussion of the applications
and selection criteria for the different classes of machines.

The emphasis of this chapter will be on explaining the properties of each
type of machine, with its advantages and disadvantages with regard to other types;
and on classifying these machines in terms of their performance characteristics
and preferred field of application. Chapter 18 will be devoted to a survey of
special-purpose electric machines—many of which find common application in
industry—such as stepper motors, brushless DC motors, switched reluctance mo-
tors, and single-phase induction motors. Selected examples and application notes
will discuss some current issues of interest.

By the end of this chapter, you should be able to:

• Describe the principles of operation of DC and AC motors and generators.
• Interpret the nameplate data of an electric machine.
• Interpret the torque-speed characteristic of an electric machine.
• Specify the requirements of a machine given an application.
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17.1 ROTATING ELECTRIC MACHINES

The range of sizes and power ratings and the different physical features of rotating
machines are such that the task of explaining the operation of rotating machines in a
single chapter may appear formidable at first. Some features of rotating machines,
however, are common to all such devices. This introductory section is aimed at
explaining the common properties of all rotating electric machines. We begin our
discussion with reference to Figure 17.1, in which a hypothetical rotating machine
is depicted in a cross-sectional view. In the figure, a box with a cross inscribed in
it indicates current flowing into the page, while a dot represents current out of the
plane of the page.
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Figure 17.1 A rotating
electric machine

In Figure 17.1, we identify a stator, of cylindrical shape, and a rotor, which,
as the name indicates, rotates inside the stator, separated from the latter by means
of an air gap. The rotor and stator each consist of a magnetic core, some electrical
insulation, and the windings necessary to establish a magnetic flux (unless this is
created by a permanent magnet). The rotor is mounted on a bearing-supported
shaft, which can be connected to mechanical loads (if the machine is a motor)
or to a prime mover (if the machine is a generator) by means of belts, pulleys,
chains, or other mechanical couplings. The windings carry the electric currents
that generate the magnetic fields and flow to the electrical loads, and also provide
the closed loops in which voltages will be induced (by virtue of Faraday’s law, as
discussed in the previous chapter).

Basic Classification of Electric Machines

An immediate distinction can be made between different types of windings charac-
terized by the nature of the current they carry. If the current serves the sole purpose
of providing a magnetic field and is independent of the load, it is called a mag-
netizing, or excitation, current, and the winding is termed a field winding. Field
currents are nearly always DC and are of relatively low power, since their only pur-
pose is to magnetize the core (recall the important role of high-permeability cores
in generating large magnetic fluxes from relatively small currents). On the other
hand, if the winding carries only the load current, it is called an armature. In DC
and AC synchronous machines, separate windings exist to carry field and armature
currents. In the induction motor, the magnetizing and load currents flow in the same
winding, called the input winding, or primary; the output winding is then called the
secondary. As we shall see, this terminology, which is reminiscent of transformers,
is particularly appropriate for induction motors, which bear a significant analogy
to the operation of the transformers studied in Chapters 7 and 16. Table 17.1 char-
acterizes the principal machines in terms of their field and armature configuration.

It is also useful to classify electric machines in terms of their energy-
conversion characteristics. A machine acts as a generator if it converts mechani-
cal energy from a prime mover—e.g., an internal combustion engine—to electrical
form. Examples of generators are the large machines used in power-generating
plants, or the common automotive alternator. A machine is classified as a motor
if it converts electrical energy to mechanical form. The latter class of machines
is probably of more direct interest to you, because of its widespread application
in engineering practice. Electric motors are used to provide forces and torques
to generate motion in countless industrial applications. Machine tools, robots,
punches, presses, mills, and propulsion systems for electric vehicles are but a few
examples of the application of electric machines in engineering.
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Table 17.1 Configurations of the three types of electric machines

Machine type Winding Winding type Location Current

DC Input and output Armature Rotor AC (winding)

DC (at brushes)

Magnetizing Field Stator DC

Synchronous Input and output Armature Stator AC

Magnetizing Field Rotor DC

Induction Input Primary Stator AC

Output Secondary Rotor AC

Note that in Figure 17.1 we have explicitly shown the direction of two mag-
netic fields: that of the rotor, BR , and that of the stator, BS . Although these fields
are generated by different means in different machines (e.g., permanent magnets,
AC currents, DC currents), the presence of these fields is what causes a rotating
machine to turn and enables the generation of electric power. In particular, we see
that in Figure 17.1 the north pole of the rotor field will seek to align itself with the
south pole of the stator field. It is this magnetic attraction force that permits the
generation of torque in an electric motor; conversely, a generator exploits the laws
of electromagnetic induction to convert a changing magnetic field to an electric
current.

To simplify the discussion in later sections, we shall presently introduce
some basic concepts that apply to all rotating electric machines. Referring to
Figure 17.2, we note that for all machines the force on a wire is given by the
expression

f = iwl × B (17.1)

where iw is the current in the wire, l is a vector along the direction of the wire, and
× denotes the cross product of two vectors. Then the torque for a multiturn coil

i

v

Brushes

Commutator
+

SN
B

–

l

f

f

Laminations

Figure 17.2 Stator and rotor fields and the force acting on a
rotating machine
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becomes

T = KBiw sinα (17.2)

where

B = magnetic flux density caused by the stator field

K = constant depending on coil geometry

α = angle between B and the normal to the plane of the coil

In the hypothetical machine of Figure 17.2, there are two magnetic fields: one
generated within the stator, the other within the rotor windings. Either (but not
both) of these fields could be generated either by a current or by a permanent
magnet. Thus, we could replace the permanent-magnet stator of Figure 17.2 with
a suitably arranged winding to generate a stator field in the same direction. If the
stator were made of a toroidal coil of radius R (see Chapter 16), then the magnetic
field of the stator would generate a flux density B, where

B = µH = µ
Ni

2πR
(17.3)

and where N is the number of turns and i is the coil current. The direction of the
torque is always the direction determined by the rotor and stator fields as they seek
to align to each other (i.e., counterclockwise in the diagram of Figure 17.1).

It is important to note that Figure 17.2 is merely a general indication of the
major features and characteristics of rotating machines. A variety of configurations
exist, depending on whether each of the fields is generated by a current in a coil
or by a permanent magnet, and on whether the load and magnetizing currents are
direct or alternating. The type of excitation (AC or DC) provided to the windings
permits a first classification of electric machines (see Table 17.1). According to
this classification, one can define the following types of machines:

• Direct-current machines: DC current in both stator and rotor
• Synchronous machines: AC current in one winding, DC in the other
• Induction machines: AC current in both

In most industrial applications, the induction machine is the preferred choice,
because of the simplicity of its construction. However, the analysis of the perfor-
mance of an induction machine is rather complex. On the other hand, DC machines
are quite complex in their construction but can be analyzed relatively simply with
the analytical tools we have already acquired. Therefore, the progression of this
chapter will be as follows. We start with a section that discusses the physical
construction of DC machines, both motors and generators. Then we continue
with a discussion of synchronous machines, in which one of the currents is now
alternating, since these can easily be understood as an extension of DC machines.
Finally, we consider the case where both rotor and stator currents are alternating,
and analyze the induction machine.

Performance Characteristics of Electric Machines

As already stated earlier in this chapter, electric machines are energy-conversion
devices, and we are therefore interested in their energy-conversion efficiency.
Typical applications of electric machines as motors or generators must take into
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consideration the energy losses associated with these devices. Figure 17.3(a) and
(b) represent the various loss mechanisms you must consider in analyzing the
efficiency of an electric machine for the case of direct-current machines. It is
important for you to keep in mind this conceptual flow of energy when analyzing
electric machines. The sources of loss in a rotating machine can be separated into
three fundamental groups: electrical (I 2R) losses, core losses, and mechanical
losses.
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Figure 17.3(a) Generator losses, direct current
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Figure 17.3(b) Motor losses, direct current

I 2R losses are usually computed on the basis of the DC resistance of the
windings at 75◦C; in practice, these losses vary with operating conditions. The
difference between the nominal and actual I 2R loss is usually lumped under the
category of stray-load loss. In direct-current machines, it is also necessary to
account for the brush contact loss associated with slip rings and commutators.

Mechanical losses are due to friction (mostly in the bearings) and windage,
that is, the air drag force that opposes the motion of the rotor. In addition, if
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external devices (e.g., blowers) are required to circulate air through the machine
for cooling purposes, the energy expended by these devices is also included in the
mechanical losses.

Open-circuit core losses consist of hysteresis and eddy current losses, with
only the excitation winding energized (see Chapter 16 for a discussion of hysteresis
and eddy currents). Often these losses are summed with friction and windage losses
to give rise to the no-load rotational loss. The latter quantity is useful if one simply
wishes to compute efficiency. Since open-circuit core losses do not account for
the changes in flux density caused by the presence of load currents, an additional
magnetic loss is incurred that is not accounted for in this term. Stray-load losses are
used to lump the effects of nonideal current distribution in the windings and of the
additional core losses just mentioned. Stray-load losses are difficult to determine
exactly and are often assumed to be equal to 1.0 percent of the output power for
DC machines; these losses can be determined by experiment in synchronous and
induction machines.

The performance of an electric machine can be quantified in a number of
ways. In the case of an electric motor, it is usually portrayed in the form of a
graphical torque-speed characteristic and efficiency map. The torque-speed
characteristic of a motor describes how the torque supplied by the machine varies
as a function of the speed of rotation of the motor for steady speeds. As we shall see
in later sections, the torque-speed curves vary in shape with the type of motor (DC,
induction, synchronous) and are very useful in determining the performance of the
motor when connected to a mechanical load. Figure 17.4(a) depicts the torque-
speed curve of a hypothetical motor. Figure 17.4(b) depicts a typical efficiency
map for a DC machine. It is quite likely that in most engineering applications, the
engineer is required to make a decision regarding the performance characteristics
of the motor best suited to a specified task. In this context, the torque-speed curve
of a machine is a very useful piece of information.
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Figure 17.4 Torque-speed and efficiency curves for an electric motor

The first feature we note of the torque-speed characteristic is that it bears a
strong resemblance to the i-v characteristics used in earlier chapters to represent the
behavior of electrical sources. It should be clear that, according to this torque-speed
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curve, the motor is not an ideal source of torque (if it were, the curve would appear
as a horizontal line across the speed range). One can readily see, for example, that
the hypothetical motor represented by the curves of Figure 17.4(a) would produce
maximum torque in the range of speeds between approximately 800 and 1,400
rev/min. What determines the actual speed of the motor (and therefore its output
torque and power) is the torque-speed characteristic of the load connected to it,
much as a resistive load determines the current drawn from a voltage source. In
the figure, we display the torque-speed curve of a load, represented by the dashed
line; the operating point of the motor-load pair is determined by the intersection
of the two curves.

Another important observation pertains to the fact that the motor of
Figure 17.4(a) produces a nonzero torque at zero speed. This fact implies that
as soon as electric power is connected to the motor, the latter is capable of sup-
plying a certain amount of torque; this zero-speed torque is called the starting
torque. If the load the motor is connected to requires less than the starting torque
the motor can provide, then the motor can accelerate the load, until the motor speed
and torque settle to a stable value, at the operating point. The motor-load pair of
Figure 17.4(a) would behave in the manner just described. However, there may
well be circumstances in which a motor might not be able to provide a sufficient
starting torque to overcome the static load torque that opposes its motion. Thus, we
see that a torque-speed characteristic can offer valuable insight into the operation
of a motor. As we proceed to discuss each type of machine in greater detail, we
shall devote some time to the discussion of its torque-speed curve.

The efficiency of an electric machine is also an important design and per-
formance characteristic. The 1995 Department of Energy Energy Policy Act,
also known as EPACT, has required electric motor manufacturers to guarantee a
minimum efficiency. The efficiency of an electric motor is usually described using
a contour plot of the efficiency value (a number between 0 and 1) in the torque-
speed plane. This representation permits a determination of the motor efficiency
as a function of its performance and operating conditions. Figure 17.4(b) depicts
the efficiency map of an electric drive used in a hybrid-electric vehicle—a 20-kW
permanent magnet AC (or brushless DC) machine. We shall discuss this type of
machine in Chapter 18. Note that the peak efficiency can be as high as 0.95 (95
percent), but that the efficiency decreases significantly away from the optimum
point (around 3500 rev/min and 45 N-m), to values as low as 0.65.

The most common means of conveying information regarding electric ma-
chines is the nameplate. Typical information conveyed by the nameplate is:

1. Type of device (e.g., DC motor, alternator)

2. Manufacturer

3. Rated voltage and frequency

4. Rated current and volt-amperes

5. Rated speed and horsepower

The rated voltage is the terminal voltage for which the machine was designed, and
which will provide the desired magnetic flux. Operation at higher voltages will
increase magnetic core losses, because of excessive core saturation. The rated
current and rated volt-amperes are an indication of the typical current and power
levels at the terminal that will not cause undue overheating due to copper losses
(I 2R losses) in the windings. These ratings are not absolutely precise, but they give

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw17.htm
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an indication of the range of excitations for which the motor will perform without
overheating. Peak power operation in a motor may exceed rated torque, power,
or currents by a substantial factor (up to as much as 6 or 7 times the rated value);
however, continuous operation of the motor above the rated performance will cause
the machine to overheat, and eventually to sustain damage. Thus, it is important
to consider both peak and continuous power requirements when selecting a motor
for a specific application. An analogous discussion is valid for the speed rating:
While an electric machine may operate above rated speed for limited periods of
time, the large centrifugal forces generated at high rotational speeds will eventually
cause undesirable mechanical stresses, especially in the rotor windings, leading
eventually even to self-destruction.

Another important feature of electric machines is the regulation of the ma-
chine speed or voltage, depending on whether it is used as a motor or as a generator,
respectively. Regulation is the ability to maintain speed or voltage constant in the
face of load variations. The ability to closely regulate speed in a motor or voltage
in a generator is an important feature of electric machines; regulation is often im-
proved by means of feedback control mechanisms, some of which will be briefly
introduced in this chapter. We shall take the following definitions as being adequate
for the intended purpose of this chapter:

Speed regulation = Speed at no load − Speed at rated load

Speed at rated load
(17.4)

Voltage regulation = Voltage at no load − Voltage at rated load

Voltage at rated load
(17.5)

Please note that the rated value is usually taken to be the nameplate value, and
that the meaning of load changes depending on whether the machine is a motor,
in which case the load is mechanical, or a generator, in which case the load is
electrical.

EXAMPLE 17.1 Regulation

Problem

Find the percent speed regulation of a shunt DC motor.

Solution

Known Quantities: No-load speed, speed at rated load.

Find: Percent speed regulation, SR%.

Schematics, Diagrams, Circuits, and Given Data:
nnl = no-load speed = 1,800 rev/min
nnr = rated-load speed = 1,760 rev/min

Analysis:

SR% = nnl − nrl

nrl
× 100 = 1,800 − 1,760

1,800
× 100 = 2.27%
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Comments: Speed regulation is an intrinsic property of a motor; however, external speed
controls can be used to regulate the speed of a motor to any (physically achievable)
desired value. Some motor control concepts are discussed later in this chapter.

EXAMPLE 17.2 Nameplate Data

Problem

Discuss the nameplate data, shown below, of a typical induction motor.

Solution

Known Quantities: Nameplate data.

Find: Motor characteristics.

Schematics, Diagrams, Circuits, and Given Data: The nameplate appears below.

MODEL 19308 J-X

TYPE CJ4B FRAME 324TS

VOLTS 230/460 ◦C AMB. 40

INS. CL. B

FRT. BRG 210SF EXT. BRG 312SF

SERV 1.0 OPER C-517
FACT INSTR

PHASE | 3 Hz | 60 CODE | G WDGS | 1

H.P. 40

R.P.M. 3,565

AMPS 106/53

NEMA NOM. EFF

NOM. P.F.

DUTY CONT. NEMA B
DESIGN

Analysis: The nameplate of a typical induction motor is shown in the table above. The
model number (sometimes abbreviated as MOD) uniquely identifies the motor to the
manufacturer. It may be a style number, a model number, an identification number, or an
instruction sheet reference number.

The term frame (sometimes abbreviated as FR) refers principally to the physical size
of the machine, as well as to certain construction features.

Ambient temperature (abbreviated as AMB, or MAX. AMB) refers to the maximum
ambient temperature in which the motor is capable of operating. Operation of the motor in
a higher ambient temperature may result in shortened motor life and reduced torque.
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Insulation class (abbreviated as INS. CL.) refers to the type of insulation used in the
motor. Most often used are class A (105◦C) and class B (130◦C).

The duty (DUTY), or time rating, denotes the length of time the motor is expected to
be able to carry the rated load under usual service conditions. “CONT.” means that the
machine can be operated continuously.

The “CODE” letter sets the limits of starting kVA per horsepower for the machine.
There are 19 levels, denoted by the letters A through V, excluding I, O, and Q.

Service factor (abbreviated as SERV FACT) is a term defined by NEMA (the
National Electrical Manufacturers Association) as follows: “The service factor of a
general-purpose alternating-current motor is a multiplier which, when applied to the rated
horsepower, indicates a permissible horsepower loading which may be carried under the
conditions specified for the service factor.”

The voltage figure given on the nameplate refers to the voltage of the supply circuit
to which the motor should be connected. Sometimes two voltages are given, for example,
230/460. In this case, the machine is intended for use on either a 230-V or a 460-V circuit.
Special instructions will be provided for connecting the motor for each of the voltages.

The term “BRG” indicates the nature of the bearings supporting the motor shaft.

EXAMPLE 17.3 Torque-Speed Curves

Problem

Discuss the significance of the torque-speed curve of an electric motor.

Solution

A variable-torque variable-speed motor has a torque output that varies directly with speed;
hence, the horsepower output varies directly with the speed. Motors with this
characteristic are commonly used with fans, blowers, and centrifugal pumps. Figure 17.5
shows typical torque-speed curves for this type of motor. Superimposed on the motor
torque-speed curve is the torque-speed curve for a typical fan where the input power to the
fan varies as the cube of the fan speed. Point A is the desired operating point, which could
be determined graphically by plotting the load line and the motor torque-speed curve on
the same graph, as illustrated in Figure 17.5.
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Basic Operation of All Rotating Machines

We have already seen in Chapter 16 how the magnetic field in electromechanical
devices provides a form of coupling between electrical and mechanical systems.
Intuitively, one can identify two aspects of this coupling, both of which play a role
in the operation of electric machines:

1. Magnetic attraction and repulsion forces generate mechanical torque.

2. The magnetic field can induce a voltage in the machine windings (coils) by
virtue of Faraday’s law.

Thus, we may think of the operation of an electric machine in terms of either
a motor or a generator, depending on whether the input power is electrical and
mechanical power is produced (motor action), or the input power is mechanical
and the output power is electrical (generator action). Figure 17.6 illustrates the
two cases graphically.
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power
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Electrical
power
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output

Mechanical
input
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TL

T ωm ωm
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Figure 17.6 Generator and motor action in an electric machine

The coupling magnetic field performs a dual role, which may be explained
as follows. When a current i flows through conductors placed in a magnetic
field, a force is produced on each conductor, according to equation 17.1. If these
conductors are attached to a cylindrical structure, a torque is generated, and if the
structure is free to rotate, then it will rotate at an angular velocity ωm. As the
conductors rotate, however, they move through a magnetic field and cut through
flux lines, thus generating an electromotive force in opposition to the excitation.
This emf is also called “counter” emf, as it opposes the source of the current i. If,
on the other hand, the rotating element of the machine is driven by a prime mover
(for example, an internal combustion engine), then an emf is generated across the
coil that is rotating in the magnetic field (the armature). If a load is connected to
the armature, a current i will flow to the load, and this current flow will in turn
cause a reaction torque on the armature that opposes the torque imposed by the
prime mover.

You see, then, that for energy conversion to take place, two elements are
required:

1. A coupling field, B, usually generated in the field winding.

2. An armature winding that supports the load current, i, and the emf, e.

Magnetic Poles in Electric Machines

Before discussing the actual construction of a rotating machine, we should spend
a few paragraphs to illustrate the significance of magnetic poles in an electric
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machine. In an electric machine, torque is developed as a consequence of magnetic
forces of attraction and repulsion between magnetic poles on the stator and on the
rotor; these poles produce a torque that accelerates the rotor and a reaction torque
on the stator. Naturally, we would like a construction such that the torque generated
as a consequence of the magnetic forces is continuous and in a constant direction.
This can be accomplished if the number of rotor poles is equal to the number of
stator poles. It is also important to observe that the number of poles must be even,
since there have to be equal numbers of north and south poles.

The motion and associated electromagnetic torque of an electric machine are
the result of two magnetic fields that are trying to align with each other so that the
south pole of one field attracts the north pole of the other. Figure 17.7 illustrates
this action by analogy with two permanent magnets, one of which is allowed to
rotate about its center of mass.
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Figure 17.7 Alignment action of poles

Figure 17.8 depicts a two-pole machine in which the stator poles are con-
structed in such a way as to project closer to the rotor than to the stator structure.
This type of construction is rather common, and poles constructed in this fashion
are called salient poles. Note that the rotor could also be constructed to have
salient poles.

To understand magnetic polarity, we need to consider the direction of the
magnetic field in a coil carrying current. Figure 17.9 shows how the right-hand
rule can be employed to determine the direction of the magnetic flux. If one were
to grasp the coil with the right hand, with the fingers curling in the direction of
current flow, then the thumb would be pointing in the direction of the magnetic
flux. Magnetic flux is by convention viewed as entering the south pole and exiting
from the north pole. Thus, to determine whether a magnetic pole is north or south,
we must consider the direction of the flux. Figure 17.10 shows a cross section
of a coil wound around a pair of salient rotor poles. In this case, one can readily
identify the direction of the magnetic flux and therefore the magnetic polarity of
the poles by applying the right-hand rule, as illustrated in the figure.

Often, however, the coil windings are not arranged as simply as in the case
of salient poles. In many machines, the windings are embedded in slots cut into
the stator or rotor, so that the situation is similar to that of the stator depicted in
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Figure 17.8 A two-pole machine with salient stator poles

Figure 17.11. This figure is a cross section in which the wire connections between
“crosses” and “dots” have been cut away. In Figure 17.11, the dashed line indicates
the axis of the stator flux according to the right-hand rule, indicating that the slotted
stator in effect behaves like a pole pair. The north and south poles indicated in
the figure are a consequence of the fact that the flux exits the bottom part of the
structure (thus, the north pole indicated in the figure) and enters the top half of
the structure (thus, the south pole). In particular, if you consider that the windings
are arranged so that the current entering the right-hand side of the stator (to the
right of the dashed line) flows through the back end of the stator and then flows
outward from the left-hand side of the stator slots (left of the dashed line), you can
visualize the windings in the slots as behaving in a manner similar to the coils of
Figure 17.10, where the flux axis of Figure 17.11 corresponds to the flux axis of
each of the coils of Figure 17.10. The actual circuit that permits current flow is
completed by the front and back ends of the stator, where the wires are connected
according to the pattern a-a′, b-b′, c-c′, as depicted in the figure.
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Another important consideration that facilitates understanding the operation
of electric machines pertains to the use of AC currents. It should be apparent by
now that if the current flowing into the slotted stator is alternating, the direction of
the flux will also alternate, so that in effect the two poles will reverse polarity every
time the current reverses direction, that is, every half-cycle of the sinusoidal current.
Further—since the magnetic flux is approximately proportional to the current in
the coil—as the amplitude of the current oscillates in a sinusoidal fashion, so will
the flux density in the structure. Thus, the magnetic field developed in the stator
changes both spatially and in time.

This property is typical of AC machines, where a rotating magnetic field is
established by energizing the coil with an alternating current. As we shall see in
the next section, the principles underlying the operation of DC and AC machines
are quite different: in a direct-current machine, there is no rotating field, but a
mechanical switching arrangement (the commutator) makes it possible for the
rotor and stator magnetic fields to always align at right angles to each other.
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The accompanying CD-ROM includes 2-D “movies” of the most common
types of electric machines. You might wish to explore these animations to better
understand the basic concepts described in this section.

Check Your Understanding
17.1 The percent speed regulation of a motor is 10 percent. If the full-load speed is
50π rad/s, find (a) the no-load speed in rad/s, and (b) the no-load speed in rev/min.

17.2 The percent voltage regulation for a 250-V generator is 10 percent. Find the
no-load voltage of the generator.

17.3 The nameplate of a three-phase induction motor indicates the following values:

H.P. = 10 Volt = 220 V

R.P.M. = 1,750 Service factor = 1.15

Temperature rise = 60◦C Amp = 30A

Find the rated torque, rated volt-amperes, and maximum continuous output power.

17.4 A motor having the characteristics shown in Figure 17.4 is to drive a load; the load
has a linear torque-speed curve and requires 150 percent of rated torque at 1,500 rev/min.
Find the operating point for this motor-load pair.

17.2 DIRECT-CURRENT MACHINES

As explained in the introductory section, direct-current (DC) machines are easier
to analyze than their AC counterparts, although their actual construction is made
rather complex by the need to have a commutator, which reverses the direction
of currents and fluxes to produce a net torque. The objective of this section is
to describe the major construction features and the operation of direct-current
machines, as well as to develop simple circuit models that are useful in analyzing
the performance of this class of machines.

Physical Structure of DC Machines

A representative DC machine was depicted in Figure 17.8, with the magnetic poles
clearly identified, for both the stator and the rotor. Figure 17.12 is a photograph
of the same type of machine. Note the salient pole construction of the stator and
the slotted rotor. As previously stated, the torque developed by the machine is a
consequence of the magnetic forces between stator and rotor poles. This torque
is maximum when the angle γ between the rotor and stator poles is 90◦. Also, as
you can see from the figure, in a DC machine the armature is usually on the rotor,
and the field winding is on the stator.

To keep this torque angle constant as the rotor spins on its shaft, a mechanical
switch, called a commutator, is configured so the current distribution in the rotor
winding remains constant and therefore the rotor poles are consistently at 90◦ with
respect to the fixed stator poles. In a DC machine, the magnetizing current is
DC, so that there is no spatial alternation of the stator poles due to time-varying
currents. To understand the operation of the commutator, consider the simplified
diagram of Figure 17.13. In the figure, the brushes are fixed, and the rotor revolves
at an angular velocity ωm; the instantaneous position of the rotor is given by the
expression θ = ωmt − γ .



Part III Electromechanics 841

Polyester impregnated 
armature for electrical 
and mechanical integrity

Class H insulation. 
Custom windings 
available

Shaft modifications, 
shaft seals and 
precision
balancing 
available

Large sealed 
bearings
are standard

NEMA or custom
mounting faces. 
Available metric,
pump and foot mounts

Permanent magnet fields are 
more efficient, smaller, lighter 
and offer wider speed range
than comparable wound 
field motors

(a) (c)

Many environmental protection
options include custom
enclosures and finishes,
corrosion and fungus proofing

Long life, constant force
brush springs with field
replaceable brushes.
Extended life brush
systems available

Rugged, fused
commutator

TEFC, TENV and open drip
proof configurations

Large conduit box – roomy
wiring compartment for easy
termination

Patent anti-cog magnets for 
smooth low speed operation. 
High overcurrent capacity
and dynamic braking 
without demag

(b)

Figure 17.12 (a) DC machine; (b) rotor; (c) permanent magnet stator
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Figure 17.13 Rotor winding and commutator

The commutator is fixed to the rotor and is made up in this example of six
segments that are made of electrically conducting material but are insulated from
each other. Further, the rotor windings are configured so that they form six coils,
connected to the commutator segments as shown in Figure 17.13.

As the commutator rotates counterclockwise, the rotor magnetic field rotates
with it up to θ = 30◦. At that point, the direction of the current changes in coils
L3 and L6 as the brushes make contact with the next segment. Now the direction
of the magnetic field is −30◦. As the commutator continues to rotate, the direction
of the rotor field will again change from −30◦ to +30◦, and it will switch again
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when the brushes switch to the next pair of segments. In this machine, then, the
torque angle, γ , is not always 90◦, but can vary by as much as ±30◦; the actual
torque produced by the machine would fluctuate by as much as ±14 percent, since
the torque is proportional to sin γ . As the number of segments increases, the
torque fluctuation produced by the commutation is greatly reduced. In a practical
machine, for example, one might have as many as 60 segments, and the variation
of γ from 90◦ would be only ±3◦, with a torque fluctuation of less than 1 percent.
Thus, the DC machine can produce a nearly constant torque (as a motor) or voltage
(as a generator).

Configuration of DC Machines

In DC machines, the field excitation that provides the magnetizing current is oc-
casionally provided by an external source, in which case the machine is said to be
separately excited (Figure 17.14(a)). More often, the field excitation is derived
from the armature voltage and the machine is said to be self-excited. The latter
configuration does not require the use of a separate source for the field excitation
and is therefore frequently preferred. If a machine is in the separately excited
configuration, an additional source, Vf , is required. In the self-excited case, one
method used to provide the field excitation is to connect the field in parallel with
the armature; since the field winding typically has significantly higher resistance
than the armature circuit (remember that it is the armature that carries the load
current), this will not draw excessive current from the armature. Further, a series
resistor can be added to the field circuit to provide the means for adjusting the
field current independent of the armature voltage. This configuration is called a
shunt-connected machine and is depicted in Figure 17.14(b). Another method
for self-exciting a DC machine consists of connecting the field in series with the
armature, leading to the series-connected machine, depicted in Figure 17.14(c);
in this case, the field winding will support the entire armature current, and thus
the field coil must have low resistance (and therefore relatively few turns). This
configuration is rarely used for generators, since the generated voltage and the load
voltage must always differ by the voltage drop across the field coil, which varies
with the load current. Thus, a series generator would have poor (large) regulation.
However, series-connected motors are commonly used in certain applications, as
will be discussed in a later section.
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The third type of DC machine is the compound-connected machine, which
consists of a combination of the shunt and series configurations. Figures 17.14(d)
and (e) show the two types of connections, called the short shunt and the long
shunt, respectively. Each of these configurations may be connected so that the
series part of the field adds to the shunt part (cumulative compounding) or so that
it subtracts (differential compounding).

DC Machine Models

As stated earlier, it is relatively easy to develop a simple model of a DC machine,
which is well suited to performance analysis, without the need to resort to the
details of the construction of the machine itself. This section will illustrate the
development of such models in two steps. First, steady-state models relating field
and armature currents and voltages to speed and torque are introduced; second,
the differential equations describing the dynamic behavior of DC machines are
derived.
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When a field excitation is established, a magnetic flux, φ, is generated by
the field current, If . From equation 17.2, we know that the torque acting on the
rotor is proportional to the product of the magnetic field and the current in the
load-carrying wire; the latter current is the armature current, Ia (iw, in equation
16.2). Assuming that, by virtue of the commutator, the torque angle, γ , is kept
very close to 90◦, and therefore sin γ = 1, we obtain the following expression for
the torque (in units of N-m) in a DC machine:

T = kT φIa for γ = 90◦ (17.6)

You may recall that this is simply a consequence of theBli law of Chapter 16. The
mechanical power generated (or absorbed) is equal to the product of the machine
torque and the mechanical speed of rotation, ωm (in rad/s), and is therefore given
by

Pm = ωmT = ωmkT φIa (17.7)

Recall now that the rotation of the armature conductors in the field generated by
the field excitation causes a back emf, Eb, in a direction that opposes the rotation
of the armature. According to the Blu law (see Chapter 16), then, this back emf
is given by the expression

Eb = kaφωm (17.8)

where ka is called the armature constant and is related to the geometry and
magnetic properties of the structure. The voltage Eb represents a countervoltage
(opposing the DC excitation) in the case of a motor, and the generated voltage in
the case of a generator. Thus, the electric power dissipated (or generated) by the
machine is given by the product of the back emf and the armature current:

Pe = EbIa (17.9)

The constants kT and ka in equations 17.6 and 17.8 are related to geometry factors,
such as the dimension of the rotor and the number of turns in the armature winding;
and to properties of materials, such as the permeability of the magnetic materials.
Note that in the ideal energy-conversion case,Pm = Pe, and therefore ka = kT . We
shall in general assume such ideal conversion of electrical to mechanical energy (or
vice versa) and will therefore treat the two constants as being identical: ka = kT .
The constant ka is given by

ka = pN

2πM
(17.10)

where

p = number of magnetic poles

N = number of conductors per coil

M = number of parallel paths in armature winding

An important observation concerning the units of angular speed must be
made at this point. The equality (under the no-loss assumption) between the
constants ka and kT in equations 17.6 and 17.8 results from the choice of consistent
units, namely, volts and amperes for the electrical quantities, and newton-meters
and radians per second for the mechanical quantities. You should be aware that it
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is fairly common practice to refer to the speed of rotation of an electric machine
in units of revolutions per minute (rev/min).1 In this book, we shall uniformly use
the symbol n to denote angular speed in rev/min; the following relationship should
be committed to memory:

n (rev/min) = 60

2π
ωm (rad/s) (17.11)

If the speed is expressed in rev/min, the armature constant changes as follows:

Eb = k′
aφn (17.12)

where

k′
a = pN

60M
(17.13)

Having introduced the basic equations relating torque, speed, voltages, and
currents in electric machines, we may now consider the interaction of these quan-
tities in a DC machine at steady state, that is, operating at constant speed and field
excitation. Figure 17.15 depicts the electrical circuit model of a separately excited
DC machine, illustrating both motor and generator action. It is very important to
note the reference direction of armature current flow, and of the developed torque,
in order to make a distinction between the two modes of operation. The field
excitation is shown as a voltage, Vf , generating the field current, If , that flows
through a variable resistor,Rf , and through the field coil,Lf . The variable resistor
permits adjustment of the field excitation. The armature circuit, on the other hand,
consists of a voltage source representing the back emf,Eb, the armature resistance,
Ra , and the armature voltage, Va . This model is appropriate both for motor and
for generator action. When Va < Eb, the machine acts as a generator (Ia flows
out of the machine). When Va > Eb, the machine acts as a motor (Ia flows into
the machine). Thus, according to the circuit model of Figure 17.15, the operation
of a DC machine at steady state (i.e., with the inductors in the circuit replaced by
short circuits) is described by the following equations:

−If + Vf

Rf

= 0 and Va − RaIa − Eb = 0 (motor action)

−If + Vf

Rf

= 0 and Va + RaIa − Eb = 0 (generator action)

(17.14)

Equation pair 17.14 together with equations 17.6 and 17.8 may be used to determine
the steady-state operating condition of a DC machine.
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excited DC machine

The circuit model of Figure 17.15 permits the derivation of a simple set of
differential equations that describe the dynamic analysis of a DC machine. The
dynamic equations describing the behavior of a separately excited DC machine
are as follows:

Va(t) − Ia(t)Ra − La

dIa(t)

dt
− Eb(t) = 0 (armature circuit) (17.15a)

Vf (t) − If (t)Rf − Lf

dIf (t)

dt
= 0 (field circuit) (17.15b)

1Note that the abbreviation RPM, although certainly familiar to the reader, is not a standard unit, and
its use should be discouraged.
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These equations can be related to the operation of the machine in the presence of
a load. If we assume that the motor is rigidly connected to an inertial load with
moment of inertia J and that the friction losses in the load are represented by a
viscous friction coefficient, b, then the torque developed by the machine (in the
motor mode of operation) can be written as follows:

T (t) = TL + bωm(t) + J
dωm(t)

dt
(17.16)

where TL is the load torque. TL is typically either constant or some function of
speed, ωm, in a motor. In the case of a generator, the load torque is replaced by
the torque supplied by a prime mover, and the machine torque, T (t), opposes the
motion of the prime mover, as shown in Figure 17.15. Since the machine torque
is related to the armature and field currents by equation 17.6, equations 17.16 and
17.17 are coupled to each other; this coupling may be expressed as follows:

T (t) = kaφIa(t) (17.17)

or

kaφIa(t) = TL + bωm(t) + J
dωm(t)

dt
(17.18)

The dynamic equations described in this section apply to any DC machine. In the
case of a separately excited machine, a further simplification is possible, since the
flux is established by virtue of a separate field excitation, and therefore

φ = Nf

R If = kf If (17.19)

whereNf is the number of turns in the field coil, R is the reluctance of the structure,
and If is the field current.

17.3 DIRECT-CURRENT GENERATORS

To analyze the performance of a DC generator, it would be useful to obtain an open-
circuit characteristic capable of predicting the voltage generated when the machine
is driven at a constant speed ωm by a prime mover. The common arrangement is to
drive the machine at rated speed by means of a prime mover (or an electric motor).
Then, with no load connected to the armature terminals, the armature voltage
is recorded as the field current is increased from zero to some value sufficient
to produce an armature voltage greater than the rated voltage. Since the load
terminals are open-circuited, Ia = 0 and Eb = Va; and since kaφ = Eb/ωm, the
magnetization curve makes it possible to determine the value of kaφ corresponding
to a given field current, If , for the rated speed.

Figure 17.16 depicts a typical magnetization curve. Note that the armature
voltage is nonzero even when no field current is present. This phenomenon is due
to the residual magnetization of the iron core. The dashed lines in Figure 17.16
are called field resistance curves and are a plot of the voltage that appears across
the field winding plus rheostat (variable resistor; see Figure 17.15) versus the field
current, for various values of field winding plus rheostat resistance. Thus, the
slope of the line is equal to the total field circuit resistance, Rf .

The operation of a DC generator may be readily understood with reference
to the magnetization curve of Figure 17.16. As soon as the armature is connected



846 Chapter 17 Introduction to Electric Machines

Eb (V)

120

100

80

60

0.2 0.4 0.6 0.8 If  (A)1.0 1.2 1.4

40

20

0

Figure 17.16 DC machine magnetization
curve

across the shunt circuit consisting of the field winding and the rheostat, a current
will flow through the winding, and this will in turn act to increase the emf across
the armature. This buildup process continues until the two curves meet, that is,
until the current flowing through the field winding is exactly that required to induce
the emf. By changing the rheostat setting, the operating point at the intersection of
the two curves can be displaced, as shown in Figure 17.16, and the generator can
therefore be made to supply different voltages. The following examples illustrate
the operation of the separately excited DC generator.

EXAMPLE 17.4 Separately Excited DC Generator

Problem

A separately excited DC generator is characterized by the magnetization curve of
Figure 17.16.

1. If the prime mover is driving the generator at 800 rev/min, what is the no-load
terminal voltage, Va?

2. If a 1-. load is connected to the generator, what is the generated voltage?

Solution

Known Quantities: Generator magnetization curve and ratings.

Find: Terminal voltage with no load and 1-. load.

Schematics, Diagrams, Circuits, and Given Data:
Generator ratings: 100 V, 100 A, 1,000 rev/min.
Circuit parameters: Ra = 0.14 .; Vf = 100 V; Rf = 100 ..

Analysis:

1. The field current in the machine is

If = Vf

Rf

= 100 V

100 .
= 1 A

From the magnetization curve, it can be seen that this field current will produce
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100 V at a speed of 1,000 rev/min. Since this generator is actually running at 800
rev/min, the induced emf may be found by assuming a linear relationship between
speed and emf. This approximation is reasonable, provided that the departure from
the nominal operating condition is small. Let n0 and Eb0 be the nominal speed and
emf, respectively (i.e., 1,000 rev/min and 100 V); then,

Eb

Eb0
= n

n0

and therefore

Eb = n

n0
Eb0 = 800 rev/min

1,000 rev/min
× 100 V = 80 V

The open-circuit (output) terminal voltage of the generator is equal to the emf from
the circuit model of Figure 17.15; therefore:

Va = Eb = 80 V

2. When a load resistance is connected to the circuit (the practical situation), the
terminal (or load) voltage is no longer equal to Eb, since there will be a voltage drop
across the armature winding resistance. The armature (or load) current may be
determined from the expression

Ia = IL = Eb

Ra + RL

= 80 V

(0.14 + 1).
= 70.2 A

where RL = 1 . is the load resistance. The terminal (load) voltage is therefore given
by

VL = ILRL = 70.2 × 1 = 70.2 V

EXAMPLE 17.5 Separately Excited DC Generator

Problem

Determine the following quantities for a separately excited DC:

1. Induced voltage

2. Machine constant

3. Torque developed at rated conditions

Solution

Known Quantities: Generator ratings and machine parameters.

Find: Eb, ka , T .

Schematics, Diagrams, Circuits, and Given Data:
Generator ratings: 1,000 kW; 2,000 V; 3,600 rev/min
Circuit parameters: Ra = 0.1 .; flux per pole = φ = 0.5 Wb

Analysis:

1. The armature current may be found by observing that the rated power is equal to the
product of the terminal (load) voltage and the armature (load) current; thus,

Ia = Prated

VL

= 1,000 × 103

2,000
= 500 A
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The generated voltage is equal to the sum of the terminal voltage and the voltage drop
across the armature resistance (see Figure 16.14):

Eb = Va + IaRa = 2,000 + 500 × 0.1 = 2,050 V

2. The speed of rotation of the machine in units of rad/s is

ωm = 2πn

60
= 2π × 3,600 rev/min

60 s/min
= 377 rad/s

Thus, the machine constant is found to be

ka = Eb

φωm

= 2,050 V

0.5 Wb × 377 rad/s
= 10.876

V-s

Wb-rad

3. The torque developed is found from equation 16.6:

T = kaφIa = 10.875 V-s/Wb-rad × 0.5 Wb × 500 A = 2,718.9 N-m

Comments: In many practical cases, it is not actually necessary to know the armature
constant and the flux separately, but it is sufficient to know the value of the product kaφ.
For example, suppose that the armature resistance of a DC machine is known and that,
given a known field excitation, the armature current, load voltage, and speed of the
machine can be measured. Then, the product kaφ may be determined from equation
16.20, as follows:

kaφ = Eb

ωm

= VL + Ia(Ra + RS)

ωm

where VL, Ia , and ωm are measured quantities for given operating conditions.

Since the compound-connected generator contains both a shunt and a series
field winding, it is the most general configuration, and the most useful for devel-
oping a circuit model that is as general as possible. In the following discussion,
we shall consider the so-called short-shunt, compound-connected generator, in
which the flux produced by the series winding adds to that of the shunt winding.
Figure 17.17 depicts the equivalent circuit for the compound generator; circuit
models for the shunt generator and for the rarely used series generator can be
obtained by removing the shunt or series field winding element, respectively. In
the circuit of Figure 17.17, the generator armature has been replaced by a voltage
source corresponding to the induced emf and a series resistance, Ra , correspond-
ing to the resistance of the armature windings. The equations describing the DC
generator at steady state (i.e., with the inductors acting as short circuits) are:

DC Generator Steady-State Equations

Eb = kaφωm V (17.20)

T = P

ωm

= EbIa

ωm

= kaφIa N-m (17.21)

VL = Eb − IaRa − ISRS (17.22)

Ia = IS + If (17.23)
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Figure 17.17 Compound generator circuit
model

Note that in the circuit of Figure 17.17, the load and armature voltages are not equal,
in general, because of the presence of a series field winding, represented by the
resistorRS and by the inductorLS where the subscript “S” stands for “series.” The
expression for the armature emf is dependent on the air-gap flux, φ, to which the
series and shunt windings in the compound generator both contribute, according
to the expression

φ = φsh ± φS = φsh ± kSIa (17.24)

Check Your Understanding
17.5 A 24-coil, 2-pole DC generator has 16 turns per coil in its armature winding. The
field excitation is 0.05 Wb per pole, and the armature angular velocity is 180 rad/s. Find
the machine constant and the total induced voltage.

17.6 A 1,000-kW, 1,000-V, 2,400-rev/min separately excited DC generator has an ar-
mature circuit resistance of 0.04 .. The flux per pole is 0.4 Wb. Find: (a) the induced
voltage; (b) the machine constant; and (c) the torque developed at the rated conditions.

17.7 A 100-kW, 250-V shunt generator has a field circuit resistance of 50 . and an
armature circuit resistance of 0.05 .. Find: (a) the full-load line current flowing to the
load; (b) the field current; (c) the armature current; and (d) the full-load generator voltage.

17.4 DIRECT-CURRENT MOTORS

DC motors are widely used in applications requiring accurate speed control—for
example, in servo systems. Having developed a circuit model and analysis methods
for the DC generator, we can extend these results to DC motors, since these are
in effect DC generators with the roles of input and output reversed. Once again,
we shall analyze the motor by means of both its magnetization curve and a circuit
model. It will be useful to begin our discussion by referring to the schematic
diagram of a cumulatively compounded motor, as shown in Figure 17.18. The
choice of the compound-connected motor is the most convenient, since its model
can be used to represent either a series or a shunt motor with minor modifications.
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Figure 17.18 Equivalent circuit of a cumulatively
compounded motor

The equations that govern the behavior of the DC motor follow and are
similar to those used for the generator. Note that the only differences between
these equations and those that describe the DC generator appear in the last two
equations in the group, where the source voltage is equal to the sum of the emf
and the voltage drop across the series field resistance and armature resistance, and
where the source current now equals the sum of the field shunt and armature series
currents.

DC Motor Steady-State Equations

Eb = kaφωm (17.25)

T = kaφIa (17.26)

Vs = Eb + IaRa + IsRS (17.27)

Is = If + Ia (17.28)

Note that in these equations we have replaced the symbols VL and IL, used in the
generator circuit model to represent the generator load current and voltage, with
the symbols Vs and Is , indicating the presence of an external source.

Speed-Torque and Dynamic Characteristics of DC
Motors

The Shunt Motor

In a shunt motor (similar to the configuration of Figure 17.18, but with the series
field short-circuited), the armature current is found by dividing the net voltage
across the armature circuit (source voltage minus back emf) by the armature re-
sistance:

Ia = Vs − kaφωm

Ra

(17.29)
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An expression for the armature current may also be obtained from equation 16.26,
as follows:

Ia = T

kaφ
(17.30)

It is then possible to relate the torque requirements to the speed of the motor by
substituting equation 17.29 in equation 17.30:

T

kaφ
= Vs − kaφωm

Ra

(17.31)

Equation 17.31 describes the steady-state torque-speed characteristic of the shunt
motor. To understand this performance equation, we observe that if Vs, ka, φ, and
Ra are fixed in equation 17.31 (the flux is essentially constant in the shunt motor for
a fixed Vs), then the speed of the motor is directly related to the armature current.
Now consider the case where the load applied to the motor is suddenly increased,
causing the speed of the motor to drop. As the speed decreases, the armature
current increases, according to equation 17.29. The excess armature current causes
the motor to develop additional torque, according to equation 17.30, until a new
equilibrium is reached between the higher armature current and developed torque
and the lower speed of rotation. The equilibrium point is dictated by the balance
of mechanical and electrical power, in accordance with the relation

EbIa = T ωm (17.32)

Thus, the shunt DC motor will adjust to variations in load by changing its speed
to preserve this power balance. The torque-speed curves for the shunt motor may
be obtained by rewriting the equation relating the speed to the armature current:

ωm = Vs − IaRa

kaφ
= Vs

kaφ
− RaT

(kaφ)2
(17.33)

To interpret equation 17.33, one can start by considering the motor operating
at rated speed and torque. As the load torque is reduced, the armature current will
also decrease, causing the speed to increase in accordance with equation 17.33. The
increase in speed depends on the extent of the voltage drop across the armature
resistance, IaRa . The change in speed will be on the same order of magnitude
as this drop; it typically takes values around 10 percent. This corresponds to a
relatively good speed regulation, which is an attractive feature of the shunt DC
motor (recall the discussion of regulation in Section 17.1). Normalized torque and
speed vs. power curves for the shunt motor are shown in Figure 17.19. Note that,
over a reasonably broad range of powers, up to rated value, the curve is relatively
flat, indicating that the DC shunt motor acts as a reasonably constant-speed motor.

The dynamic behavior of the shunt motor is described by equations 17.15
through 17.18, with the additional relation

Ia(t) = Is(t) − If (t) (17.34)

Compound Motors

It is interesting to compare the performance of the shunt motor with that of the
compound-connected motor; the comparison is easily made if we recall that a
series field resistance appears in series with the armature resistance and that the
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Figure 17.19 DC motor operating characteristics

flux is due to the contributions of both series and shunt fields. Thus, the speed
equation becomes

ωm = Vs − Ia(Ra + RS)

ka(φsh ± φS)
(17.35)

where

+ in the denominator is for a cumulatively compounded motor.

− in the denominator is for a differentially compounded motor.

φsh is the flux set up by the shunt field winding, assuming that it is constant.

φS is the flux set up by the series field winding, φS = kSIa .

For the cumulatively compound motor, two effects are apparent: the flux is in-
creased by the presence of a series component, φS ; and the voltage drop due to
Ia in the numerator term is increased by an amount proportional to the resistance
of the series field winding, RS . As a consequence, when the load to the motor is
reduced, the numerator increases more dramatically than in the case of the shunt
motor, because of the corresponding decrease in armature current, while at the
same time the series flux decreases. Each of these effects causes the speed to
increase; therefore, it stands to reason that the speed regulation of the compound-
connected motor is poorer than that of the shunt motor. Normalized torque and
speed vs. power curves for the compound motor (both differential and cumulative
connections) are shown in Figure 17.19.

The differential equation describing the behavior of a compound motor dif-
fers from that for the shunt motor in having additional terms due to the series field
component:

Vs = Eb(t) + Ia(t)Ra + La

dIa(t)

dt
+ Is(t)RS + LS

dIs(t)

dt

= Va(t) + Is(t)RS + LS

dIs(t)

dt

(17.36)

The differential equation for the field circuit can be written as

Va = If (t)(Rf + Rx) + Lf

dIf (t)

dt
(17.37)



Part III Electromechanics 853

We also have the following basic relations:

Ia(t) = Is(t) − If (t) (17.38)

and

Eb(t) = kaIa(t)ωm(t) and T (t) = kaφIa(t) (17.39)

Series Motors

The series motor [see Figure 17.14(c)] behaves somewhat differently from the
shunt and compound motors because the flux is established solely by virtue of the
series current flowing through the armature. It is relatively simple to derive an
expression for the emf and torque equations for the series motor if we approximate
the relationship between flux and armature current by assuming that the motor
operates in the linear region of its magnetization curve. Then we can write

φ = kSIa (17.40)

and the emf and torque equations become

Eb = kaωmφ = kaωmkSIa (17.41)

T = kaφIa = kakSI
2
a (17.42)

The circuit equation for the series motor becomes

Vs = Eb + Ia(Ra + RS) = (kaωmkS + RT )Ia (17.43)

where Ra is the armature resistance, RS is the series field winding resistance,
and RT is the total series resistance. From equation 17.43, we can solve for Ia
and substitute in the torque expression (equation 17.42) to obtain the following
torque-speed relationship:

T = kakS
V 2
s

(kaωmkS + RT )2
(17.44)

which indicates the inverse squared relationship between torque and speed in the
series motor. This expression describes a behavior that can, under certain condi-
tions, become unstable. Since the speed increases when the load torque is reduced,
one can readily see that if one were to disconnect the load altogether, the speed
would tend to increase to dangerous values. To prevent excessive speeds, series
motors are always mechanically coupled to the load. This feature is not necessarily
a drawback, though, because series motors can develop very high torque at low
speeds, and therefore can serve very well for traction-type loads (e.g., conveyor
belts or vehicle propulsion systems). Torque and speed vs. power curves for the
series motor are also shown in Figure 17.19.

The differential equation for the armature circuit of the motor can be given
as

Vs = Ia(t)(Ra + RS) + La

dIa(t)

dt
+ LS

dIa(t)

dt
+ Eb

= Ia(t)(Ra + RS) + La

dIa(t)

dt
+ LS

dIa(t)

dt
+ kakSIaωm

(17.45)
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Permanent-Magnet DC Motors

Permanent-magnet (PM) DC motors have become increasingly common in appli-
cations requiring relatively low torques and efficient use of space. The construction
of PM direct-current motors differs from that of the motors considered thus far in
that the magnetic field of the stator is produced by suitably located poles made
of magnetic materials. Thus, the basic principle of operation, including the idea
of commutation, is unchanged with respect to the wound-stator DC motor. What
changes is that there is no need to provide a field excitation, whether separately
or by means of the self-excitation techniques discussed in the preceding sections.
Therefore, the PM motor is intrinsically simpler than its wound-stator counterpart.

The equations that describe the operation of the PM motor follow. The
torque produced is related to the armature current by a torque constant, kPM, which
is determined by the geometry of the motor:

T = kT PMIa (17.46)

As in the conventional DC motor, the rotation of the rotor produces the usual
counter or back emf, Eb, which is linearly related to speed by a voltage constant,
kaPM :

Eb = kaPMωm (17.47)

The equivalent circuit of the PM motor is particularly simple, since we need not
model the effects of a field winding. Figure 17.20 shows the circuit model and the
torque-speed curve of a PM motor.
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Ra 
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–
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Speed, ωm
 ωm0
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+
_

Armature
winding

Back
emf

Is

Figure 17.20 Circuit model and torque-speed curve of PM motor

We can use the circuit model of Figure 17.20 to predict the torque-speed
curve shown in the same figure, as follows. From the circuit model, for a constant
speed (and therefore constant current), we may consider the inductor a short circuit
and write the equation

Vs = IaRa + Eb = IaRa + kaPMωm

= T

kT PM
Ra + kaPMωm

(17.48)

thus obtaining the equations relating speed and torque:

ωm = Vs

kaPM
− T Ra

kaPMkT PM
(17.49)
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and

T = Vs

Ra

kT PM − ωm

Ra

kaPMkT PM (17.50)

From these equations, one can extract the stall torque, T0, that is, the zero-speed
torque:

T0 = Vs

Ra

kT PM (17.51)

and the no-load speed, ωm0:

ωm0 = Vs

kaPM
(17.52)

Under dynamic conditions, assuming an inertia plus viscous friction load, the
torque produced by the motor can be expressed as

T = kT PMIa(t) = Tload(t) + dωm(t) + J
dωm(t)

dt
(17.53)

The differential equation for the armature circuit of the motor is therefore given
by:

Vs = Ia(t)Ra + La

dIa(t)

dt
+ Eb

= Ia(t)Ra + La

dIa(t)

dt
+ kaPMωm(t)

(17.54)

The fact that the air-gap flux is constant in a permanent-magnet DC motor
makes its characteristics somewhat different from those of the wound DC motor.
A direct comparison of PM and wound-field DC motors reveals the following
advantages and disadvantages of each configuration.

Comparison of Wound-Field and PM DC Motors

1. PM motors are smaller and lighter than wound motors for a given
power rating. Further, their efficiency is greater because there are no
field winding losses.

2. An additional advantage of PM motors is their essentially linear
speed-torque characteristic, which makes analysis (and control) much
easier. Reversal of rotation is also accomplished easily, by reversing
the polarity of the source.

3. A major disadvantage of PM motors is that they can become
demagnetized by exposure to excessive magnetic fields, application of
excessive voltage, or operation at excessively high or low temperatures.

4. A less obvious drawback of PM motors is that their performance is
subject to greater variability from motor to motor than is the case for
wound motors, because of variations in the magnetic materials.

In summary, four basic types of DC motors are commonly used. Their prin-
cipal operating characteristics are summarized as follows, and their general torque
and speed versus power characteristics are depicted in Figure 17.19, assuming
motors with identical voltage, power, and speed ratings.

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw17.htm
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Shunt wound motor: Field connected in parallel with the armature. With
constant armature voltage and field excitation, the motor has good speed
regulation (flat speed-torque characteristic).

Compound wound motor: Field winding has both series and shunt
components. This motor offers better starting torque than the shunt motor,
but worse speed regulation.

Series wound motor: The field winding is in series with the armature. The
motor has very high starting torque and poor speed regulation. It is useful
for low-speed, high-torque applications.

Permanent-magnet motor: Field windings are replaced by permanent
magnets. The motor has adequate starting torque, with speed regulation
somewhat worse than that of the compound wound motor.

EXAMPLE 17.6 DC Shunt Motor Analysis

Problem

Find the speed and torque generated by a four-pole DC shunt motor.

Solution

Known Quantities: Motor ratings; circuit and magnetic parameters.

Find: ωm, T .

Schematics, Diagrams, Circuits, and Given Data:
Motor ratings: 3 hp; 240 V; 120 rev/min.
Circuit and magnetic parameters: IS = 30 A; If = 1.4 A; Ra = 0.6 .; φ = 20 mWb;
N = 1,000; M = 4 (see equation 17.10).

Analysis: We convert the power to SI units:

PRATED = 3 hp × 746
W

hp
= 2.238 W

Next, we compute the armature current as the difference between source and field current
(equation 17.34):

Ia = Is − If = 30 − 1.4 = 28.6 A

The no-load armature voltage, Eb, is given by:

Eb = Vs − IaRa = 240 − 28.6 × 0.6 = 222.84 V

and equation 17.10 can be used to determine the armature constant:

ka = pN

2πM
= 4 × 1000

2π × 4
= 159.15

V-s

Wb-rad

Knowing the motor constant, we can calculate the speed, after equation 17.25:

ωm = Ea

kaφ
= 222.84 V

159.15
V-s

Wb-rad
× 0.002 Wb

= 70
rad

s

Finally, the torque developed by the motor can be found as the ratio of the power to the
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angular velocity:

T = P

ωm

= 2,238 W

70
rad

s

= 32 N-m

EXAMPLE 17.7 DC Shunt Motor Analysis

Problem

Determine the following quantities for the DC shunt motor, connected as shown in the
circuit Figure 17.21:

1. Field current required for full-load operation

2. No-load speed

3. Plot the speed torque curve of the machine in the range from no-load torque to rated
torque

4. Power output at rated torque.
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Vs 
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Eb 

+

–

Figure 17.21 Shunt motor
configuration

E
m

f 
(v

ol
ts

)

Field current (amps)

8

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

7

6

5

4

3

2

1

0

Figure 17.22 Magnetization curve for a
small DC motor

Solution

Known Quantities: Magnetization curve, rated current, rated speed, circuit parameters.

Find: If ; nno-load; T -n curve, Prated.

Schematics, Diagrams, Circuits, and Given Data: Figure 17.22 (magnetization curve)
Motor ratings: 8 A, 120 rev/min
Circuit parameters: Ra = 0.2 .; Vs = 7.2 V; N = number of coil turns in winding = 200

Analysis:

1. To find the field current, we must find the generated emf since Rf is not known.
Writing KVL around the armature circuit, we obtain

Vs = Eb + IaRa

Eb = Vs − IaRa = 7.2 − 8(0.2) = 5.6 V
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Having found the back emf, we can find the field current from the magnetization
curve. At Eb = 5.6 V, we find that the field current and field resistance are

If = 0.6 A and Rf = 7.2

0.6
= 12 .

2. To obtain the no-load speed, we use the equations

Eb = kaφ
2πn

60
T = kaφIa

leading to

Vs = IaRa + Eb = IaRa + kaφ
2π

60
n

or

n = Vs − IaRa

kaφ(2π/60)

At no load, and assuming no mechanical losses, the torque is zero, and we see that the
current Ia must also be zero in the torque equation (T = kaφIa). Thus, the motor
speed at no load is given by

nno-load = Vs

kaφ(2π/60)

We can obtain an expression for kaφ knowing that, at full load,

Eb = 5.6 V = kaφ
2πn

60

so that, for constant field excitation,

kaφ = Eb

(
60

2πn

)
= 5.6

(
60

2π(120)

)
= 0.44563

V · s

rad

Finally, we may solve for the no-load speed, in rev/min:

nno-load = Vs

kaφ(2π/60)
= 7.2

(0.44563)(2π/60)

= 154.3 rev/min

3. The torque at rated speed and load may be found as follows:

Trated load = kaφIa = (0.44563)(8) = 3.565 N-m

Now we have the two points necessary to construct the torque-speed curve for this
motor, which is shown in Figure 17.23.

4. The power is related to the torque by the frequency of the shaft:

Prated = T ωm = (3.565)

(
120

60

)
2π = 44.8 W

or, equivalently,

P = 44.8 W × 1

746

hp

W
= 0.06 hp

154

120

0 3.565 T (N.m)

n (rev/min)

Figure 17.23

EXAMPLE 17.8 DC Series Motor Analysis

Problem

Determine the torque developed by a DC series motor when the current supplied to the
motor is 60 A.
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Solution

Known Quantities: Motor ratings; operating conditions.

Find: T60, torque delivered at 60-A series current.

Schematics, Diagrams, Circuits, and Given Data: Motor ratings: 10 hp; 115 V; full
load speed = 1,800 rev/min
Operating conditions: motor draws 40 A

Assumptions: The motor operates in the linear region of the magnetization curve.

Analysis: Within the linear region of operation, the flux per pole is directly proportional
to the current in the field winding. That is,

φ = kSIa

The full-load speed is

n = 1,800 rev/min

or

ωm = 2πn

60
= 60π rad/s

Rated output power is

Prated = 10 hp × 746 W/hp = 7,460 W

and full-load torque is

T40A = Prated

ωm

= 7,460

60π
= 39.58 N-m

Thus, the machine constant may be computed from the torque equation for the series
motor:

T = kakSI
2
a = KI 2

a

At full load,

K = kakS = 39.58 N-m

402 A2 = 0.0247
N-m

A2

and we can compute the torque developed for a 60-A supply current to be

T60A = KI 2
a = 0.0247 × 602 = 88.92 N-m

EXAMPLE 17.9 Dynamic Response of PM DC Motor

Problem

Develop a set of differential equations and a transfer function describing the dynamic
response of the motor angular velocity of a PM DC motor connected to a mechanical load.

Solution

Known Quantities: PM DC motor circuit model; mechanical load model.

Find: Differential equations and transfer functions of electromechanical system.



860 Chapter 17 Introduction to Electric Machines

Analysis: The dynamic response of the electromechanical system can be determined by
applying KVL to the electrical circuit (Figure 17.20), and Newton’s second law to the
mechanical system. These equations will be coupled to one another, as you shall see,
because of the nature of the motor back emf and torque equations.

Applying KVL and equation 17.47 to the electrical circuit we obtain:

VL(t) − RaIa(t) − La

dIa(t)

dt
− Eb(t) = 0

or

La

dIa(t)

dt
+ RaIa(t) + KaPMωm(t) = VL(t)

Applying Newton’s second law and equation 17.46 to the load inertia, we obtain:

J
dω(t)

dt
= T (t) − Tload(t) − bω

or

−KT PMIa(t) + J
dω(t)

dt
+ bω(t) = Tload(t)

These two differential equations are coupled because the first depends on ωm and the
second on Ia . Thus, they need to be solved simultaneously.

To derive the transfer function, we Laplace-transform the two equations to obtain:

(sLa + Ra)Ia(s) + KaPM.(s) = VL(s)

−KT PMIa(s) + (sJ + b).(s) = Tload(s)

We can write the above equations in matrix form and resort to Cramer’s rule to solve for
.m(s) as a function of VL(s) and Tload(s).[

(sLa + Ra) KaPM

−KT PM (sL + b)

] [
Ia(s)

.m(s)

]
=

[
VL(s)

Tload(s)

]

with solution

.m(s) =
det

[
(sLa + Ra) VL(s)

KT PM Tload(s)

]

det

[
(sLa + Ra) Ka PM

−KT PM (sJ + b)

]

or

.m(s) = (sLa + Ra)

(sLa + Ra)(sJ + b) + Ka PMKT PM
Tload(s)

+ KT PM

(sLa + Ra)(sJ + b) + Ka PMKT PM
VL(s)

Comments: Note that the dynamic response of the motor angular velocity depends on
both the input voltage and on the load torque. This problem is explored further in the
homework problems.

DC Drives and DC Motor Speed Control

The advances made in power semiconductors have made it possible to realize low-
cost speed control systems for DC motors. The basic operation of controlled
rectifier and chopper drives for DC motors was described in Chapter 11. In the
present section we describe some of the considerations that are behind the choice
of a specific drive type, and of some of the loads that are likely to be encountered.

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw17.htm
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Constant-torque loads are quite common, and are characterized by a need
for constant torque over the entire speed range. This need is usually due to friction;
the load will demand increasing horsepower at higher speeds, since power is the
product of speed and torque. Thus, the power required will increase linearly with
speed. This type of loading is characteristic of conveyors, extruders, and surface
winders.

Another type of load is one that requires constant horsepower over the speed
range of the motor. Since torque is inversely proportional to speed with constant
horsepower, this type of load will require higher torque at low speeds. Examples
of constant-horsepower loads are machine tool spindles (e.g., lathes). This type
of application requires very high starting torques.

Variable-torque loads are also common. In this case, the load torque is
related to the speed in some fashion, either linearly or geometrically. For some
loads, for example, torque is proportional to the speed (and thus horsepower is
proportional to speed squared); examples of loads of this type are positive dis-
placement pumps. More common than the linear relationship is the squared-speed
dependence of inertial loads such as centrifugal pumps, some fans, and all loads
in which a flywheel is used for energy storage.

To select the appropriate motor and adjustable speed drive for a given appli-
cation, we need to examine how each method for speed adjustment operates on a
DC motor. Armature voltage control serves to smoothly adjust speed from 0 to 100
percent of the nameplate rated value (i.e., base speed), provided that the field exci-
tation is also equal to the rated value. Within this range, it is possible to fully control
motor speed for a constant-torque load, thus providing a linear increase in horse-
power, as shown in Figure 17.24. Field weakening allows for increases in speed
of up to several times the base speed; however, field control changes the character-
istics of the DC motor from constant torque to constant horsepower, and therefore
the torque output drops with speed, as shown in Figure 17.24. Operation above
base speed requires special provision for field control, in addition to the circuitry
required for armature voltage control, and is therefore more complex and costly.

Torque (% rated)

Speed
(% rated)

Armature
control

Base speed
200100 300 400 500

100

Field control

Horsepower (% rated)

Speed
(% rated)Base speed

200100 300 400 500

100

Field control

Armature
control

Figure 17.24 Speed control in DC motors

Check Your Understanding
17.8 A series motor draws a current of 25 A and develops a torque of 100 N-m Find:
(a) the torque when the current rises to 30 A if the field is unsaturated; and (b) the torque
when the current rises to 30 A and the increase in current produces a 10 percent increase in
flux.

17.9 A 200-V DC shunt motor draws 10 A at 1,800 rev/min. The armature circuit
resistance is 0.15 . and the field winding resistance is 350 .. What is the torque developed
by the motor?
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17.10 Describe the cause-and-effect behavior of the speed control method of changing
armature voltage for a shunt DC motor.

17.5 AC MACHINES

From the previous sections, it should be apparent that it is possible to obtain a
wide range of performance characteristics from DC machines, as both motors
and generators. A logical question at this point should be, Would it not be more
convenient in some cases to take advantage of the single- or multiphase AC power
that is available virtually everywhere than to expend energy and use additional
hardware to rectify and regulate the DC supplies required by direct-current motors?
The answer to this very obvious question is certainly a resounding yes. In fact,
the AC induction motor is the workhorse of many industrial applications, and
synchronous generators are used almost exclusively for the generation of electric
power worldwide. Thus, it is appropriate to devote a significant portion of this
chapter to the study of AC machines, and of induction motors in particular. The
objective of this section is to explain the basic operation of both synchronous and
induction machines, and to outline their performance characteristics. In doing so,
we shall also point out the relative advantages and disadvantages of these machines
in comparison with direct-current machines. The motor “movies” included in the
CD-ROM may help you visualize the operation of AC machines.

Rotating Magnetic Fields

As mentioned in Section 17.1, the fundamental principle of operation of AC ma-
chines is the generation of a rotating magnetic field, which causes the rotor to turn
at a speed that depends on the speed of rotation of the magnetic field. We shall
now explain how a rotating magnetic field can be generated in the stator and air
gap of an AC machine by means of AC currents.
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three-phase stator

Consider the stator shown in Figure 17.25, which supports windings a-a′,
b-b′ and c-c′. The coils are geometrically spaced 120◦ apart, and a three-phase
voltage is applied to the coils. As you may recall from the discussion of AC power
in Chapter 7, the currents generated by a three-phase source are also spaced by
120◦, as illustrated in Figure 17.26. The phase voltages referenced the neutral
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terminal, would then be given by the expressions

va = A cos(ωet)

vb = A cos

(
ωet − 2π

3

)

vc = A cos

(
ωet + 2π

3

)

where ωe is the frequency of the AC supply, or line frequency. The coils in each
winding are arranged in such a way that the flux distribution generated by any one
winding is approximately sinusoidal. Such a flux distribution may be obtained by
appropriately arranging groups of coils for each winding over the stator surface.
Since the coils are spaced 120◦ apart, the flux distribution resulting from the sum of
the contributions of the three windings is the sum of the fluxes due to the separate
windings, as shown in Figure 17.27. Thus, the flux in a three-phase machine
rotates in space according to the vector diagram of Figure 17.28, and is constant in
amplitude. A stationary observer on the machine’s stator would see a sinusoidally
varying flux distribution as shown in Figure 17.27.
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Figure 17.27 Flux distribution in a three-phase stator
winding as a function of angle of rotation
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Since the resultant flux of Figure 17.27 is generated by the currents of Figure
17.26, the speed of rotation of the flux must be related to the frequency of the
sinusoidal phase currents. In the case of the stator of Figure 17.25, the number
of magnetic poles resulting from the winding configuration is two; however, it is
also possible to configure the windings so that they have more poles. For example,
Figure 17.29 depicts a simplified view of a four-pole stator. ×
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Figure 17.29 Four-pole
stator

In general, the speed of the rotating magnetic field is determined by the
frequency of the excitation current, f , and by the number of poles present in the
stator, p, according to the equation

ns = 120f

p
rev/min

or (17.55)

ωs = 2πnS
60

= 2π × 2f

p

where ns (or ωs) is usually called the synchronous speed.
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Now, the structure of the windings in the preceding discussion is the same
whether the AC machine is a motor or a generator; the distinction between the two
depends on the direction of power flow. In a generator, the electromagnetic torque
is a reaction torque that opposes rotation of the machine; this is the torque against
which the prime mover does work. In a motor, on the other hand, the rotational
(motional) voltage generated in the armature opposes the applied voltage; this
voltage is the counter (or back) emf. Thus, the description of the rotating magnetic
field given thus far applies to both motor and generator action in AC machines.

As described a few paragraphs earlier, the stator magnetic field rotates in an
AC machine, and therefore the rotor cannot “catch up” with the stator field and is
in constant pursuit of it. The speed of rotation of the rotor will therefore depend on
the number of magnetic poles present in the stator and in the rotor. The magnitude
of the torque produced in the machine is a function of the angle γ between the
stator and rotor magnetic fields; precise expressions for this torque depend on how
the magnetic fields are generated and will be given separately for the two cases of
synchronous and induction machines. What is common to all rotating machines
is that the number of stator and rotor poles must be identical if any torque is to be
generated. Further, the number of poles must be even, since for each north pole
there must be a corresponding south pole.

One important desired feature in an electric machine is an ability to generate
a constant electromagnetic torque. With a constant-torque machine, one can avoid
torque pulsations that could lead to undesired mechanical vibration in the motor
itself and in other mechanical components attached to the motor (e.g., mechanical
loads, such as spindles or belt drives). A constant torque may not always be
achieved, although it will be shown that it is possible to accomplish this goal when
the excitation currents are multiphase. A general rule of thumb, in this respect, is
that it is desirable, insofar as possible, to produce a constant flux per pole.

17.6 THE ALTERNATOR (SYNCHRONOUS
GENERATOR)

One of the most common AC machines is the synchronous generator, or alterna-
tor. In this machine, the field winding is on the rotor, and the connection is made
by means of brushes, in an arrangement similar to that of the DC machines studied
earlier. The rotor field is obtained by means of a DC current provided to the rotor
winding, or by permanent magnets. The rotor is then connected to a mechanical
source of power and rotates at a speed that we will consider constant to simplify
the analysis.

Figure 17.30 depicts a two-pole three-phase synchronous machine. Figure
17.31 depicts a four-pole three-phase alternator, in which the rotor poles are gen-
erated by means of a wound salient pole configuration and the stator poles are the
result of windings embedded in the stator according to the simplified arrangement
shown in the figure, where each of the pairs a/a′, b/b′, and so on, contributes
to the generation of the magnetic poles, as follows. The group a/a′, b/b′, c/c′

produces a sinusoidally distributed flux (see Figure 17.27) corresponding to one
of the pole pairs, while the group −a/ − a′, −b/ − b′, −c/ − c′ contributes the
other pole pair. The connections of the coils making up the windings are also
shown in Figure 17.31. Note that the coils form a wye connection (see Chap-
ter 7). The resulting flux distribution is such that the flux completes two sinusoidal
cycles around the circumference of the air gap. Note also that each arm of the
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three-phase wye connection has been divided into two coils, wound in different
locations, according to the schematic stator diagram of Figure 17.31. One could
then envision analogous configurations with greater numbers of poles, obtained
in the same fashion, that is, by dividing each arm of a wye connection into more
windings.

The arrangement shown in Figure 17.31 requires that a further distinction be
made between mechanical degrees, θm, and electrical degrees, θe. In the four-pole
alternator, the flux will see two complete cycles during one rotation of the rotor,
and therefore the voltage that is generated in the coils will also oscillate at twice
the frequency of rotation. In general, the electrical degrees (or radians) are related
to the mechanical degrees by the expression

θe = p

2
θm (17.56)

where p is the number of poles. In effect, the voltage across a coil of the machine
goes through one cycle every time a pair of poles moves past the coil. Thus, the
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frequency of the voltage generated by a synchronous generator is

f = p

2

n

60
Hz (17.57)

where n is the mechanical speed in rev/min. Alternatively, if the speed is expressed
in rad/s, we have

ωe = p

2
ωm (17.58)

where ωm is the mechanical speed of rotation in rad/s. The number of poles em-
ployed in a synchronous generator is then determined by two factors: the frequency
desired of the generated voltage (e.g., 60 Hz, if the generator is used to produce
AC power), and the speed of rotation of the prime mover. In the latter respect,
there is a significant difference, for example, between the speed of rotation of a
steam turbine generator and that of a hydroelectric generator, the former being
much greater.

A common application of the alternator is in automotive battery-charging
systems—in which, however, the generated AC voltage is rectified to provide the
DC current required for charging the battery. Figure 17.32 depicts an automotive
alternator.

Figure 17.32 Automotive
alternator (Courtesy: Delphi
Automotive Systems)

17.7 THE SYNCHRONOUS MOTOR

Synchronous motors are virtually identical to synchronous generators with regard
to their construction, except for an additional winding for helping start the motor
and minimizing motor speed over- and undershoots. The principle of operation
is, of course, the opposite: an AC excitation provided to the armature generates
a magnetic field in the air gap between stator and rotor, resulting in a mechanical
torque. To generate the rotor magnetic field, some DC current must be provided
to the field windings; this is often accomplished by means of an exciter, which
consists of a small DC generator propelled by the motor itself, and therefore
mechanically connected to it. It was mentioned earlier that to obtain a constant
torque in an electric motor, it is necessary to keep the rotor and stator magnetic fields
constant relative to each other. This means that the electromagnetically rotating
field in the stator and the mechanically rotating rotor field should be aligned at all
times. The only condition for which this can occur is if both fields are rotating
at the synchronous speed, ns = 120f/p. Thus, synchronous motors are by their
very nature constant-speed motors.

For a non–salient pole (cylindrical-rotor) synchronous machine, the torque
can be written in terms of the AC stator current, iS(t), and of the DC rotor current,
If :

T = kiS(t)If sin(γ ) (17.59)

where γ is the angle between the stator and rotor fields (see Figure 17.7). Let the
angular speed of rotation be

ωm = dθm

dt
rad/s (17.60)

whereωm = 2πn/60, and letωe be the electrical frequency of iS(t), where iS(t) =√
2IS sin(ωet). Then the torque may be expressed as follows:

T = k
√

2IS sin(ωet)If sin(γ ) (17.61)
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where k is a machine constant, IS is the rms value of the stator current, and If is
the DC rotor current. Now, the rotor angle γ can be expressed as a function of
time by

γ = γ0 + ωmt (17.62)

where γ0 is the angular position of the rotor at t = 0; the torque expression then
becomes

T = k
√

2ISIf sin(ωet) sin(ωmt + γ0)

= k

√
2

2
ISIf cos[(ωm − ωe)t − γ0] − cos[(ωm + ωe)t + γ0]

(17.63)

It is a straightforward matter to show that the average value of this torque, 〈T 〉, is
different from zero only if ωm = ±ωe, that is, only if the motor is turning at the
synchronous speed. The resulting average torque is then given by

〈T 〉 = k
√

2ISIf cos(γ0) (17.64)

Note that equation 17.63 corresponds to the sum of an average torque plus a
fluctuating component at twice the original electrical (or mechanical) frequency.
The fluctuating component results because, in the foregoing derivation, a single-
phase current was assumed. The use of multiphase currents reduces the torque
fluctuation to zero and permits the generation of a constant torque.

A per-phase circuit model describing the synchronous motor is shown in
Figure 17.33, where the rotor circuit is represented by a field winding equiva-
lent resistance and inductance, Rf and Lf , respectively, and the stator circuit is
represented by equivalent stator winding inductance and resistance, LS and RS ,
respectively, and by the induced emf, Eb. From the exact equivalent circuit as
given in Figure 17.33, we have

VS = Eb + IS(RS + jXS) (17.65)

where XS is known as the synchronous reactance and includes magnetizing reac-
tance. ∼
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The motor power is

Pout = ωST = |VS ||IS | cos(θ) (17.66)

for each phase, where T is the developed torque and θ is the angle between VS and
IS .

When the phase winding resistance RS is neglected, the circuit model of a
synchronous machine can be redrawn as shown in Figure 17.34. The input power
(per phase) is equal to the output power in this circuit, since no power is dissipated
in the circuit; that is:

Pφ = Pin = Pout = |VS ||IS | cos(θ) (17.67)

Also by inspection of Figure 17.34, we have

d = |Eb| sin(δ) = |IS |XS cos(θ) (17.68)

Then

|Eb||VS | sin(δ) = |VS ||IS |XS cos(θ) = XSPφ (17.69)
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The total power of a three-phase synchronous machine is then given by

P = (3)
|VS ||Eb|

XS

sin(δ) (17.70)

Because of the dependence of the power upon the angle δ, this angle has come to
be called the power angle. If δ is zero, the synchronous machine cannot develop
useful power. The developed power has its maximum value at δ equal to 90◦.
If we assume that |Eb| and |VS | are constant, we can draw the curve shown in
Figure 17.35, relating the power and power angle in a synchronous machine.
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Figure 17.35 Power
versus power angle for a
synchronous machine

A synchronous generator is usually operated at a power angle varying from
15◦ to 25◦. For synchronous motors and small loads, δ is close to 0◦, and the motor
torque is just sufficient to overcome its own windage and friction losses; as the load
increases, the rotor field falls further out of phase with the stator field (although the
two are still rotating at the same speed), until δ reaches a maximum at 90◦. If the
load torque exceeds the maximum torque, which is produced for δ = 90◦, the motor
is forced to slow down below synchronous speed. This condition is undesirable,
and provisions are usually made to shut the motor down automatically whenever
synchronism is lost. The maximum torque is called the pull-out torque and is an
important measure of the performance of the synchronous motor.

Accounting for each of the phases, the total torque is given by

T = m

ωs

|VS ||IS | cos(θ) (17.71)

where m is the number of phases. From Figure 17.34, we have Eb sin(δ) =
XSIS cos(θ). Therefore, for a three-phase machine, the developed torque is

T = P

ωs

= 3

ωs

|VS ||Eb|
XS

sin(δ) N-m (17.72)

Typically, analysis of multiphase motors is performed on a per-phase basis, as
illustrated in the examples that follow.

EXAMPLE 17.10 Synchronous Motor Analysis

Problem

Find the kVA rating, the induced voltage and the power angle of the rotor for a fully
loaded synchronous motor.

Is Rs

+

–

jXS

+

Eb ∠ –δ°∠ 0°

12 Ω1 Ω
460

√3
Vs = 

Figure 17.36

Solution

Known Quantities: Motor ratings; motor synchronous impedance.

Find: S; Eb; δ.

Schematics, Diagrams, Circuits, and Given Data: Motor ratings: 460 V; 3 φ;
pf = 0.707 lagging; full-load stator current: 12.5 A. ZS = 1 + j12 ..

Assumptions: Use per-phase analysis.

Analysis: The circuit model for the motor is shown in Figure 17.36. The per-phase
current in the wye-connected stator winding is

IS = |IS | = 12.5 A
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The per-phase voltage is

VS = |VS | = 460 V√
3

= 265.58 V

The kVA rating of the motor is expressed in terms of the apparent power, S (see Chapter 7):

S = 3VSIS = 3 × 265.58 V × 12.5 A = 9,959 W

From the equivalent circuit, we have

Eb = VS − IS(RS + jXS)

= 265.58 − (12.5∠ − 45◦ A) × (1 + j12 .) = 179.31∠ − 32.83◦ V

The induced line voltage is defined to be

Vline =
√

3Eb =
√

3 × 179.31 V = 310.57 V

From the expression for Eb, we can find the power angle:

δ = −32.83◦

Comments: The minus sign indicates that the machine is in the motor mode.

EXAMPLE 17.11 Synchronous Motor Analysis

Problem

Find the stator current, the line current and the induced voltage for a synchronous motor.

Solution

Known Quantities: Motor ratings; motor synchronous impedance.

Find: IS ; Iline; Eb.

Schematics, Diagrams, Circuits, and Given Data: Motor ratings: 208 V; 3 φ; 45 kVA;
60 Hz; pf = 0.8 leading; ZS = 0 + j2.5 .. Friction and windage losses: 1.5 kW; core
losses: 1.0 kW. Load power: 15 hp.

Assumptions: Use per-phase analysis.

Analysis: The output power of the motor is 15 hp; that is:

Pout = 15 hp × 0.746 kW/hp = 11.19 kW

The electric power supplied to the machine is

Pin = Pout + Pmech + Pcore-loss + Pelec-loss

= 11.19 kW + 1.5 kW + 1.0 kW + 0 kW = 13.69kW

As discussed in Chapter 7, the resulting line current is

Iline = Pin√
3V cos θ

= 13,690 W√
3 × 208 V × 0.8

= 47.5 A

Because of the 5 connection, the armature current is

IS = 1√
3

Iline = 27.4∠36.87◦ A
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The emf may be found from the equivalent circuit and KVL:

Eb = VS − jXSIS

= 208∠0◦ − j2.5 .(27.4∠36.87◦ A) = 255∠ − 12.4◦ V

The power angle is

δ = −12.4◦

Synchronous motors are not very commonly used in practice, for various
reasons, among which are that they are essentially required to operate at constant
speed (unless a variable-frequency AC supply is available) and that they are not
self-starting. Further, separate AC and DC supplies are required. It will be seen
shortly that the induction motor overcomes most of these drawbacks.

Check Your Understanding
17.11 A synchronous generator has a multipolar construction that permits changing
its synchronous speed. If only two poles are energized, at 50 Hz, the speed is 3,000 rev/min.
If the number of poles is progressively increased to 4, 6, 8, 10, and 12, find the synchronous
speed for each configuration.

17.12 Draw the complete equivalent circuit of a synchronous generator and its phasor
diagram.

17.13 Find an expression for the maximum pull-out torque of the synchronous motor.

17.8 THE INDUCTION MOTOR

The induction motor is the most widely used electric machine, because of its
relative simplicity of construction. The stator winding of an induction machine
is similar to that of a synchronous machine; thus, the description of the three-
phase winding of Figure 17.25 also applies to induction machines. The primary
advantage of the induction machine, which is almost exclusively used as a motor
(its performance as a generator is not very good), is that no separate excitation is
required for the rotor. The rotor typically consists of one of two arrangements:
a squirrel cage, or a wound rotor. The former contains conducting bars short-
circuited at the end and embedded within it; the latter consists of a multiphase
winding similar to that used for the stator, but electrically short-circuited.

In either case, the induction motor operates by virtue of currents induced
from the stator field in the rotor. In this respect, its operation is similar to that of
a transformer, in that currents in the stator (which acts as a primary coil) induce
currents in the rotor (acting as a secondary coil). In most induction motors, no
external electrical connection is required for the rotor, thus permitting a simple,
rugged construction, without the need for slip rings or brushes. Unlike the syn-
chronous motor, the induction motor does not operate at synchronous speed, but at
a somewhat lower speed, which is dependent on the load. Figure 17.37 illustrates
the appearance of a squirrel-cage induction motor. The following discussion will
focus mainly on this very common configuration.
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Figure 17.37 (a) Squirrel-cage induction motor; (b) conductors in rotor; (c) photo of squirrel-cage induction motor;
(d) views of Smokin’ Buckey motor: rotor, stator, and cross section of stator (Courtesy: David H. Koether Photography.)

You are by now acquainted with the notion of a rotating stator magnetic
field. Imagine now that a squirrel-cage rotor is inserted in a stator in which such
a rotating magnetic field is present. The stator field will induce voltages in the
cage conductors, and if the stator field is generated by a three-phase source, the
resulting rotor currents—which circulate in the bars of the squirrel cage, with the
conducting path completed by the shorting rings at the end of the cage—are also
three-phase, and are determined by the magnitude of the induced voltages and by
the impedance of the rotor. Since the rotor currents are induced by the stator field,
the number of poles and the speed of rotation of the induced magnetic field are the
same as those of the stator field, if the rotor is at rest. Thus, when a stator field is
initially applied, the rotor field is synchronous with it, and the fields are stationary
with respect to each other. Thus, according to the earlier discussion, a starting
torque is generated.

If the starting torque is sufficient to cause the rotor to start spinning, the
rotor will accelerate up to its operating speed. However, an induction motor can
never reach synchronous speed; if it did, the rotor would appear to be stationary
with respect to the rotating stator field, since it would be rotating at the same
speed. But in the absence of relative motion between the stator and rotor fields,
no voltage would be induced in the rotor. Thus, an induction motor is limited to
speeds somewhere below the synchronous speed, ns . Let the speed of rotation of
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the rotor be n; then, the rotor is losing ground with respect to the rotation of the
stator field at a speed (ns − n). In effect, this is equivalent to backward motion of
the rotor at the slip speed, defined by (ns − n). The slip, s, is usually defined as
a fraction of ns :

s = ns − n

ns
(17.73)

which leads to the following expression for the rotor speed:

n = ns(1 − s) (17.74)

The slip, s, is a function of the load, and the amount of slip in a given motor
is dependent on its construction and rotor type (squirrel cage or wound rotor).
Since there is a relative motion between the stator and rotor fields, voltages will be
induced in the rotor at a frequency called the slip frequency, related to the relative
speed of the two fields. This gives rise to an interesting phenomenon: the rotor
field travels relative to the rotor at the slip speed sns , but the rotor is mechanically
traveling at the speed (1 − s)ns , so that the net effect is that the rotor field travels
at the speed

sns + (1 − s)ns = ns (17.75)

that is, at synchronous speed. The fact that the rotor field rotates at synchronous
speed—although the rotor itself does not—is extremely important, because it
means that the stator and rotor fields will continue to be stationary with respect to
each other, and therefore a net torque can be produced.

As in the case of DC and synchronous motors, important characteristics of
induction motors are the starting torque, the maximum torque, and the torque-
speed curve. These will be discussed shortly, after some analysis of the induction
motor is performed in the next few paragraphs.

EXAMPLE 17.12 Induction Motor Analysis

Problem

Find the full load rotor slip and frequency of the induced voltage at rated speed in a
four-pole induction motor.

Solution

Known Quantities: Motor ratings.

Find: s; fR .

Schematics, Diagrams, Circuits, and Given Data: Motor ratings: 230 V; 60 Hz;
full-load speed: 1,725 rev/min.

Analysis: The synchronous speed of the motor is

ns = 120f

p
= 60f

p/2
= 60 s/min × 60 rev/s

4/2
= 1,800 rev/min

The slip is

s = ns − n

ns
= 1,800 rev/min − 1,725 rev/min

1,800 rev/min
= 0.0417
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The rotor frequency, fR , is

fR = sf = 0.0417 × 60 Hz = 2.5 Hz

The induction motor can be described by means of an equivalent circuit,
which is essentially that of a rotating transformer. (See Chapter 16 for a circuit
model of the transformer.) Figure 17.38 depicts such a circuit model, where:

RS = stator resistance per phase, RR = rotor resistance per phase

XS = stator reactance per phase, XR = rotor reactance per phase

Xm = magnetizing (mutual) reactance

RC = equivalent core-loss resistance

ES = per-phase induced voltage in stator windings

ER = per-phase induced voltage in rotor windings

The primary internal stator voltage, ES , is coupled to the secondary rotor voltage,
ER , by an ideal transformer with an effective turns ratio α. For the rotor circuit,
the induced voltage at any slip will be

ER = sER0 (17.76)

where ER0 is the induced rotor voltage at the condition in which the rotor is
stationary. Also, XR = ωRLR = 2πfRLR = 2πsfLR = sXR0, where XR0 =
2πfLR is the reactance when the rotor is stationary. The rotor current is given by
the expression

IR = ER

RR + jXR

= sER0

RR + jsXR0
= ER0

RR/s + jXR0
(17.77)

The resulting rotor equivalent circuit is shown in Figure 17.39.

IS RS jXS jXR
IR

VS RC jXm ES ER

+

–

Ideal transformer

RR

+

–

α

Figure 17.38 Circuit model for induction machine

+

–

IR

ER0

jXR0
RR
S

Figure 17.39 Rotor circuit

The voltages, currents, and impedances on the secondary (rotor) side can be
reflected to the primary (stator) by means of the effective turns ratio. When this
transformation is effected, the transformed rotor voltage is given by

E2 = E′
R = αER0 (17.78)

The transformed (reflected) rotor current is

I2 = IR
α

(17.79)
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The transformed rotor resistance can be defined as

R2 = α2RR (17.80)

and the transformed rotor reactance can be defined by

X2 = α2XR0 (17.81)

The final per-phase equivalent circuit of the induction motor is shown in Figure
17.40.

IS RS

VS RC jXm

+

–

jX2

R2

ES = E2

jXS

I2

S

Figure 17.40 Equivalent circuit of an
induction machine

The following examples illustrate the use of the circuit model in determining
the performance of the induction motor.

EXAMPLE 17.13 Induction Motor Analysis

Problem

Determine the following quantities for an induction motor using the circuit model of
Figures 17.38 to 17.40.

1. Speed

2. Stator current

3. Power factor

4. Output torque

Solution

Known Quantities: Motor ratings; circuit parameters.

Find: n; ωm; IS ; pf; T .

Schematics, Diagrams, Circuits, and Given Data: Motor ratings: 460 V; 60 Hz; four
poles; s = 0.022; P = 14 hp
RS = 0.641 .; R2 = 0.332 .; XS = 1.106 .; XS = 0.464 .; Xm = 26.3 .

Assumptions: Use per-phase analysis. Neglect core losses (RC = 0).
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Analysis:

1. The per-phase equivalent circuit is shown in Figure 17.40. The synchronous speed is
found to be

ns = 120f

p
= 60 s/min × 60 rev/s

4/2
= 1,800 rev/min

or

ωs = 1,800 rev/min × 2π rad

60 s/min
= 188.5 rad/s

The rotor mechanical speed is

n = (1 − s)ns rev/min = 1,760 rev/min

or

ωm = (1 − s)ωs rad/s = 184.4 rad/s

2. The reflected rotor impedance is found from the parameters of the per-phase circuit to
be

Z2 = R2

s
+ jX2 = 0.332

0.022
+ j0.464 .

= 15.09 + j0.464 .

The combined magnetization plus rotor impedance is therefore equal to

Z = 1

1/jXm + 1/Z2
= 1

−j0.038 + 0.0662∠ − 1.76◦ = 12.94∠31.1◦ .

and the total impedance is

Ztotal = ZS + Z = 0.641 + j1.106 + 11.08 + j6.68

= 11.72 + j7.79 = 14.07∠33.6◦ .

Finally, the stator current is given by

IS = VS

Ztotal
= 460/

√
3∠0◦ V

14.07∠33.6◦ .
= 18.88∠ − 33.6◦ A

3. The power factor is

pf = cos 33.6◦ = 0.883 lagging

4. The output power, Pout, is

Pout = 14 hp × 746 W/hp = 10.444 kW

and the output torque is

T = Pout

ωm

= 10,444 W

184.4 rad/s
= 56.64 N-m

EXAMPLE 17.14 Induction Motor Analysis

Problem

Determine the following quantities for a three-phase induction motor using the circuit
model of Figures 17.39 to 17.41.

1. Stator current
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I1 RS XS X2 I2
R2
s

Im IR

Xm RCVS

–

+

Figure 17.41

2. Power factor

3. Full-load electromagnetic torque

Solution

Known Quantities: Motor ratings; circuit parameters.

Find: IS ; pf; T .

Schematics, Diagrams, Circuits, and Given Data: Motor ratings: 500 V; 3 φ; 50 Hz;
p = 8; s = 0.05; P = 14 hp.
Circuit parameters: RS = 0.13 .; R′

R = 0.32 .; XS = 0.6 .; X′
R = 1.48 .;

Ym = GC + jBm = magnetic branch admittance describing core loss and mutual
inductance = 0.004 − j0.05 .−1; stator to rotor turns ratio = 1 : α = 1 : 1.57.

Assumptions: Use per-phase analysis. Neglect mechanical losses.

Analysis: The approximate equivalent circuit of the three-phase induction motor on a
per-phase basis is shown in Figure 17.41. The parameters of the model are calculated as
follows:

R2 = R′
R ×

(
1

α

)2

= 0.32 ×
(

1

1.57

)2

= 0.13 .

X2 = X′
R ×

(
1

α

)2

= 1.48 ×
(

1

1.57

)2

= 0.6 .

Z = RS + R2

S
+ j (XS + X2)

= 0.13 + 0.13

0.05
+ j (0.6 + 0.6) = 2.73 + j1.2 .

Using the approximate circuit,

I2 = VS

Z
= (500/

√
3)∠0◦ V

2.73 + j1.2 .
= 88.8 − j39 A

IR = VSGS = 288.7 V × 0.004 .−1 = 1.15 A

Im = −jVSBm = 288.7 V × (−j0.05). = −j14.4 A

I1 = I2 + IR + Im = 89.95 − j53.4 A

Input power factor = Re[I1]

|I1| = 89.95

104.6
= 0.86 lagging

Torque = 3P

ωS

= 3I 2
2R2/s

4πf/p
= 935 N-m
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Performance of Induction Motors

The performance of induction motors can be described by torque-speed curves
similar to those already used for DC motors. Figure 17.42 depicts an induction
motor torque-speed curve, with five torque ratings marked a through e. Point a is
the starting torque, also called breakaway torque, and is the torque available with
the rotor “ locked,” that is, in a stationary position. At this condition, the frequency
of the voltage induced in the rotor is highest, since it is equal to the frequency
of rotation of the stator field; consequently, the inductive reactance of the rotor is
greatest. As the rotor accelerates, the torque drops off, reaching a maximum value
called the pull-up torque (point b); this typically occurs somewhere between 25
and 40 percent of synchronous speed. As the rotor speed continues to increase,
the rotor reactance decreases further (since the frequency of the induced voltage is
determined by the relative speed of rotation of the rotor with respect to the stator
field). The torque becomes a maximum when the rotor inductive reactance is equal
to the rotor resistance; maximum torque is also called breakdown torque (point
c). Beyond this point, the torque drops off, until it is zero at synchronous speed,
as discussed earlier. Also marked on the curve are the 150 percent torque (point
d), and the rated torque (point e).

T,%

300

200

100

0

a

b

c
d

e

No-load
speed

ns n

Figure 17.42 Performance curve for
induction motor

A general formula for the computation of the induction motor steady-state
torque-speed characteristic is

T = 1

ωe

mV 2
S RR/s

[(RS + RR

s
)2 + (XS + XR)2]

(17.82)

where m is the number of phases.

T

D

C

A

B

300

200

100

0
nns

Figure 17.43 Induction
motor classification

Different construction arrangements permit the design of
induction motors with different torque-speed curves, thus permitting
the user to select the motor that best suits a given application.
Figure 17.43 depicts the four basic classifications, classes A, B, C,
and D, as defined by NEMA. The determining features in the classification are
the locked-rotor torque and current, the breakdown torque, the pull-up torque, and
the percent slip. Class A motors have a higher breakdown torque than class B
motors, and a slip of 5 percent or less. Motors in this class are often designed
for a specific application. Class B motors are general-purpose motors; this is the

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw17.htm
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most commonly used type of induction motor, with typical values of slip of 3 to
5 percent. Class C motors have a high starting torque for a given starting current,
and a low slip. These motors are typically used in applications demanding high
starting torque but having relatively normal running loads, once running speed has
been reached. Class D motors are characterized by high starting torque, high slip,
low starting current, and low full-load speed. A typical value of slip is around 13
percent.

Factors that should be considered in the selection of an AC motor for a given
application are the speed range, both minimum and maximum, and the speed
variation. For example, it is important to determine whether constant speed is
required; what variation might be allowed, either in speed or in torque; or whether
variable-speed operation is required, in which case a variable-speed drive will
be needed. The torque requirements are obviously important as well. The start-
ing and running torque should be considered; they depend on the type of load.
Starting torque can vary from a small percentage of full-load to several times
full-load torque. Furthermore, the excess torque available at start-up determines
the acceleration characteristics of the motor. Similarly, deceleration charac-
teristics should be considered, to determine whether external braking might be
required.

Another factor to be considered is the duty cycle of the motor. The duty cycle,
which depends on the nature of the application, is an important consideration when
the motor is used in repetitive, noncontinuous operation, such as is encountered
in some types of machine tools. If the motor operates at zero or reduced load for
periods of time, the duty cycle—that is, the percentage of the time the motor is
loaded—is an important selection criterion. Last, but by no means least, are the
heating properties of a motor. Motor temperature is determined by internal losses
and by ventilation; motors operating at a reduced speed may not generate sufficient
cooling, and forced ventilation may be required.

Thus far, we have not considered the dynamic characteristics of induction
motors. Among the integral-horsepower induction motors (i.e., motors with horse-
power rating greater than one), the most common dynamic problems are associated
with starting and stopping and with the ability of the motor to continue operation
during supply system transient disturbances. Dynamic analysis methods for in-
duction motors depend to a considerable extent on the nature and complexity
of the problem and the associated precision requirements. When the electrical
transients in the motor are to be included as well as the motional transients, and
especially when the motor is an important element in a large network, the simple
transient equivalent circuit of Figure 17.44 provides a good starting approxima-
tion. In the circuit model of Figure 17.44, X′

S is called the transient reactance.
The voltage E′

S is called the voltage behind the transient reactance and is as-
sumed to be equal to the initial value of the induced voltage, at the start of the
transient. RS is the stator resistance. The dynamic analysis problem consists of
selecting a sufficiently simple but reasonably realistic representation that will not
unduly complicate the dynamic analysis, particularly through the introduction of
nonlinearities.

+

–

RS
X'S

ES'VS

+

–

Figure 17.44 Simplified
induction motor dynamic model

It should be remarked that the basic equations of the induction machine,
as derived from first principles, are quite nonlinear. Thus, an accurate dynamic
analysis of the induction motor, without any linearizing approximations, requires
the use of computer simulation.
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AC Motor Speed and Torque Control

As explained in an earlier section, AC machines are constrained to fixed-speed or
near fixed-speed operation when supplied by a constant-frequency source. Several
simple methods exist to provide limited speed control in an AC induction ma-
chines; more complex methods, involving the use of advanced power electronics
circuits can be used if the intended application requires wide-bandwidth control
of motor speed or torque. In this subsection we provide a general overview of
available solutions.

Pole Number Control

The (conceptually) easiest method to implement speed control in an induction
machine is by varying the number of poles. Equation 17.55 explains the depen-
dence of synchronous speed in an AC machine on the supply frequency and on
the number of poles. For machines operated at 60 Hz, the following speeds can
be achieved by varying the number of magnetic poles in the stator winding:

Number of poles 2 4 6 8 12
n, rev/min 3,600 1,800 1,200 800 600

Motor stators can be wound so that the number of pole pairs in the stators can
be varied by switching between possible winding connections. Such switching
requires that care be taken in timing it to avoid damage to the machine.

Slip Control

Since the rotor speed is inherently dependent on the slip, slip control is a valid
means of achieving some speed variation in an induction machine. Since motor
torque falls with the square of the voltage (see equation 17.82), it is possible to
change the slip by changing the motor torque through a reduction in motor voltage.
This procedure allows for speed control over the range of speeds that allow for
stable motor operation. With reference to Figure 17.42, this is possible only above
point c, that is, above the breakdown torque.

Rotor Control

For motors with wound rotors, it is possible to connect the rotor slip rings to
resistors; adding resistance to the rotor increases the losses in the rotor, and there-
fore causes the rotor speed to decrease. This method is also limited to operation
above the breakdown torque though it should be noted that the shape of the motor
torque-speed characteristic changes when the rotor resistance is changed.

Frequency Regulation

The last two methods cause additional losses to be introduced in the machine. If
a variable-frequency supply is used, motor speed can be controlled without any
additional losses. As seen in equation 17.55, the motor speed is directly dependent
on the supply frequency, as the supply frequency determines the speed of the ro-
tating magnetic field. However, to maintain the same motor torque characteristics
over a range of speeds, the motor voltage must change with frequency, to main-
tain a constant torque. Thus, generally, the V/Hz ratio should be held constant.

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw17.htm
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This condition is difficult to achieve at start-up and at very low frequencies, in
which cases the voltage must be raised above the constant V/Hz ratio that will be
appropriate at higher frequency.

Adjustable-Frequency Drives

The advances made in the last two decades in power electronics and microcon-
trollers (see Chapters 11 and 14) have made AC machines employing adjustable-
frequency drives well-suited to many common engineering applications that un-
til recently required the use of the more easily speed-controlled DC drives. An
adjustable-frequency drive consists of four major subsystems, as shown in Figure
17.45.

Intermediate
circuit

Control and regulation circuit

Rectifier
~~~

Inverter Motor

Figure 17.45 General configuration of adjustable-frequency drive

The diagram of Figure 17.45 assumes that a three-phase AC supply is avail-
able; the three-phase AC voltage is rectified using a controlled or uncontrolled
rectifier (see Chapter 8 for a description of uncontrolled rectifiers and Chapter 11
for a description of controlled rectifiers). An intermediate circuit is sometimes
necessary to further condition the rectified voltage and current. An inverter is then
used to convert the fixed DC voltage to a variable frequency and variable ampli-
tude AC voltage. This is accomplished via pulse-amplitude modulation (PAM)
or increasingly, via pulse-width modulation (PWM) techniques. Figure 17.46

(a) (c) (e)

VVI

V
ol

ta
ge

C
ur

re
nt

s

CSI PWM

(b) (d) (f)

Figure 17.46 Typical adjustable-frequency controller voltage
and current waveforms. (Courtesy: Rockwell Automation, Reliance
Electric)

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw17.htm
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illustrates how approximately sinusoidal currents and voltages of variable fre-
quency can be obtained by suitable shaping a train of pulses. It is important to
understand that the technology used to generate such wave shapes is based on
the simple power switching concepts underlying the voltage-source inverter (VSI)
drive described in Chapter 11. DC-AC inverters come in many different configu-
rations; the interested reader will find additional information and resources in the
accompanying CD-ROM.

Check Your Understanding
17.14 A three-phase induction motor has six poles. (a) If the line frequency is
60 Hz, calculate the speed of the magnetic field in rev/min. (b) Repeat the calculation
if the frequency is changed to 50 Hz.

17.15 A four-pole induction motor operating at a frequency of 60 Hz has a full-load
slip of 4 percent. Find the frequency of the voltage induced in the rotor (a) at the instant of
starting and (b) at full load.

17.16 A four-pole, 1,746-rev/min, 220-V, 3-phase, 60-Hz, 10-hp, Y-connected induc-
tion machine has the following parameters: RS = 0.4 ., R2 = 0.14 ., Xm = 16 .,
XS = 0.35 ., X2 = 0.35 ., RC = 0. Using Figure 16.39, find: (a) the stator current;
(b) the rotor current; (c) the motor power factor; and (d) the total stator power input.

CONCLUSION

The principles developed in Chapter 17 can be applied to rotating electric machines, to
explain how mechanical energy can be converted to electrical energy, and vice versa. The
former function is performed by electric generators, while the latter is provided by electric
motors.

• Electric machines are described in terms of their mechanical characteristics, their
torque-speed curves, and their electrical characteristics, including current and
voltage requirements. Losses and efficiency are an important part of the operation
of electric machines, and it should be recognized that there will be electrical
losses (due to the resistance of the windings), mechanical losses (friction and
windage), and magnetic core losses (eddy currents, hysteresis). The main
mechanical components of an electric machine are the stator, rotor, and air gap.
Electrically, the important parameters are the armature (load current-carrying)
circuit, and the field (magnetizing) circuit. Magnetic fields establish the coupling
between the electrical and mechanical systems.

• Electric machines are broadly classified into DC and AC machines; the former
use DC excitation for both the field and armature circuits, while the latter may be
further subdivided into two classes: synchronous machines, and induction motors.
AC synchronous machines are characterized by DC field and AC armature
excitation. Induction machines (of the squirrel-cage type), on the other hand, do
not require a field excitation, since this is provided by electromagnetic induction.
Typically, DC machines have the armature winding on the rotor, while AC
machines have it on the stator.

• The performance of electric machines can be approximately predicted with the
use of circuit models, or of performance curves. The selection of a particular
machine for a given application is driven by many factors, including the
availability of suitable electrical supplies (or prime movers), the type of load, and
various other concerns, of which heat dissipation and thermal characteristics are
probably the most important.
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CHECK YOUR UNDERSTANDING ANSWERS

CYU 17.1 (a) ω = 55π rad/s; (b) n = 1,650 rev/min

CYU 17.2 275 V

CYU 17.3 T = 40.7 N-m; volt-amperes = 11,431 VA; Pmax = 11.5 hp

CYU 17.4 170% of rated torque; 1,700 rev/min

CYU 17.5 ka = 5.1; Eb = 45.9 V

CYU 17.6 (a) Eb = 1,040 V; (b) ka = 10.34; (c) T = 4,138 N-m

CYU 17.7 (a) 400 A; (b) 5 A; (c) 405 A; (d) 270.25 V

CYU 17.8 (a) 144 N-m; (b) 132 N-m

CYU 17.9 T = P

ωm

= 9.93 N-m

CYU 17.10 Increasing the armature voltage leads to an increase in armature current. Consequently, the motor torque
increases until it exceeds the load torque, causing the speed to increase as well. The corresponding increase
in back emf, however, causes the armature current to drop and the motor torque to decrease until a balance
condition is reached between motor and load torque and the motor runs at constant speed.

CYU 17.11 1,500 rev/min; 1,000 rev/min; 750 rev/min; 600 rev/min; 500 rev/min

CYU 17.13 Tmax = 3VSEb

ωmXS

CYU 17.14 (a) n = 1,200 rev/min; (b) n = 1,000 rev/min

CYU 17.15 (a) fR = 60 Hz; (b) fR = 2.4 Hz

CYU 17.16 (a) 25.92∠ − 22.45◦ A; (b) 24.39∠ − 6.51◦ A; (c) 0.9243; (d) 8,476 W

HOMEWORK PROBLEMS

Section 1: Electric Machine
Fundamentals

17.1 Calculate the force exerted by each conductor, 6 in.
long, on the armature of a DC motor when it carries a
current of 90 A and lies in a field the density of which
is 5.2 × 10−4 Wb per square in.

17.2 In a DC machine, the air-gap flux density is
4 Wb/m2. The area of the pole face is 2 cm × 4 cm.
Find the flux per pole in the machine.

17.3 The power rating of a motor can be modified to
account for different ambient temperature, according
to the following table:

Ambient temperature 30◦C 35◦C 40◦C

Variation of rated power +8% +5% 0

Ambient temperature 45◦C 50◦C 55◦C

Variation of rated power −5% −12.5% −25%

A motor with Pe = 10 kW is rated up to 85◦C. Find the
actual power for each of the following conditions:

a. Ambient temperature is 50◦C.

b. Ambient temperature is 25◦C.

17.4 The speed-torque characteristic of an induction
motor has been empirically determined as follows:

Speed 1,470 1,440 1,410 1,300 1,100

Torque 3 6 9 13 15

Speed 900 750 350 0 rev/min

Torque 13 11 7 5 N-m

The motor will drive a load requiring a starting torque of
4 N-m and increase linearly with speed to 8 N-m at 1,500
rev/min.

a. Find the steady-state operating point of the motor.

b. Equation 17.82 predicts that the motor speed can be
regulated in the face of changes in load torque by
adjusting the stator voltage. Find the change in
voltage required to maintain the speed at the
operating point of part a if the load torque increases
to 10 N-m.

Section 2: Direct-Current Machines

17.5 A 220-V shunt motor has an armature resistance of
0.32 . and a field resistance of 110 ohms. At no load
the armature current is 6 A and the speed is 1,800 rpm.
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Assume that the flux does not vary with load and
calculate:

a. The speed of the motor when the line current is
62 A (assume a 2-volt brush drop).

b. The speed regulation of the motor.

17.6 A 120-V, 10-A shunt generator has an armature
resistance of 0.6 .. The shunt field current is 2 A.
Determine the voltage regulation of the generator.

17.7 A 50-hp, 550-volt shunt motor has an armature
resistance, including brushes, of 0.36 ohm. When
operating at rated load and speed, the armature takes
75 amp. What resistance should be inserted in the
armature circuit to obtain a 20 percent speed reduction
when the motor is developing 70 percent of rated
torque? Assume that there is no flux change.

17.8 A 20-kW, 230-V separately excited generator has
an armature resistance of 0.2 . and a load current of
100 A. Find:

a. The generated voltage when the terminal voltage is
230 V.

b. The output power.

17.9 A 10-kW, 120-VDC series generator has an
armature resistance of 0.1 . and a series field
resistance of 0.05 .. Assuming that it is delivering
rated current at rated speed, find (a) the armature
current and (b) the generated voltage.

17.10 The armature resistance of a 30-kW, 440-V shunt
generator is 0.1 .. Its shunt field resistance is 200 ..
Find

a. The power developed at rated load.

b. The load, field, and armature currents.

c. The electrical power loss.

17.11 A four-pole, 450-kW, 4.6-kV shunt generator has
armature and field resistances of 2 and 333 .. The
generator is operating at the rated speed of
3,600 rev/min. Find the no-load voltage of the
generator and terminal voltage at half load.

17.12 A shunt DC motor has a shunt field resistance of
400 . and an armature resistance of 0.2 .. The motor
nameplate rating values are 440 V, 1,200 rev/min,
100 hp, and full-load efficiency of 90 percent. Find:

a. The motor line current.

b. The field and armature currents.

c. The counter emf at rated speed.

d. The output torque.

17.13 A 30-kW, 240-V generator is running at half load
at 1,800 rev/min with efficiency of 85 percent. Find
the total losses and input power.

17.14 A 240-volt series motor has an armature
resistance of 0.42 . and a series-field resistance of

0.18 .. If the speed is 500 rev/min when the current is
36 A, what will be the motor speed when the load
reduces the line current to 21 A? (Assume a 3-volt
brush drop and that the flux is proportional to the
current.)

17.15 A 220-VDC shunt motor has an armature
resistance of 0.2 . and a rated armature current of
50 A. Find

a. The voltage generated in the armature.

b. The power developed.

17.16 A 550-volt series motor takes 112 A and operates
at 820 rev/min when the load is 75 hp. If the effective
armature-circuit resistance is 0.15 ., calculate the
horsepower output of the motor when the current drops
to 84 A, assuming that the flux is reduced by 15
percent.

17.17 A 200-VDC shunt motor has the following
parameters:

Ra = 0.1 . Rf = 100 .

When running at 1,100 rev/min with no load connected
to the shaft, the motor draws 4 A from the line. Find E

and the rotational losses at 1,100 rev/min (assuming
that the stray-load losses can be neglected).

17.18 A 230-VDC shunt motor has the following
parameters:

Ra = 0.5 . Rf = 75 .

Prot = 500 W (at 1,120 rev/min)

When loaded, the motor draws 46 A from the line.
Find

a. The speed, Pdev, and Tsh.

b. If Lf = 25 H, La = 0.008 H, and the terminal
voltage has a 115-V change, find ia(t) and ωm(t).

17.19 A 200-VDC shunt motor with an armature
resistance of 0.1 . and a field resistance of 100 .

draws a line current of 5 A when running with no load
at 955 rev/min. Determine the motor speed, the motor
efficiency, the total losses (i.e., rotational and I 2R

losses), and the load torque (i.e., Tsh) that will result
when the motor draws 40 A from the line. Assume
rotational power losses are proportional to the square
of shaft speed.

17.20 A self-excited DC shunt generator is delivering
20 A to a 100-V line when it is driven at 200 rad/s. The
magnetization characteristic is shown in
Figure P17.20. It is known that Ra = 1.0 . and
Rf = 100 .. When the generator is disconnected
from the line, the drive motor speeds up to 220 rad/s.
What is the terminal voltage?
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Figure P17.20

17.21 A 50-hp, 230-volt shunt motor has a field
resistance of 17.7 . and operates at full load when the
line current is 181 A at 1,350 rev/min. To increase the
speed of the motor to 1,600 rev/min, a resistance of
5.3 . is “cut in” via the field rheostat; the line current
then increases to 190 A. Calculate:

a. The power loss in the field and its percentage of the
total power input for the 1,350 rev/min speed.

b. The power losses in the field and the field rheostat
for the 1,600 rev/min speed.

c. The percent losses in the field and in the field
rheostat at 1,600 rev/min.

17.22 A 10-hp, 230-volt shunt-wound motor has rated
speed of 1,000 rev/min and full-load efficiency of 86
percent. Armature circuit resistance is 0.26 .;
field-circuit resistance is 225 .. If this motor is
operating under rated load and the field flux is very
quickly reduced to 50 percent of its normal value, what
will be the effect upon counter emf, armature current
and torque? What effect will this change have upon the
operation of the motor, and what will be its speed
when stable operating conditions have been regained?

17.23 The machine of example 17.7 is being used in a
series connection. That is, the field coil is connected in
series with the armature, as shown in Figure P17.23.
The machine is to be operated under the same
conditions as in the previous example, that is, n =
120 rev/min, Ia = 8 A. In the operating region,
φ = kIf , and k = 200. The armature resistance is 0.2
., and the resistance of the field winding is negligible.

a. Find the number of field winding turns necessary
for full-load operation.

b. Find the torque output for the following speeds:

1. n′ = 2n 3. n′ = n/2

2. n′ = 3n 4. n′ = n/4

c. Plot the speed-torque characteristic for the
conditions of part b.

ia Rf Ra

VS Eb

+

–

Figure P17.23

17.24 With reference to Example 17.9, assume that the
load torque applied to the PM DC motor is zero.
Determine the response of the motor to a step change
in input voltage. Derive expressions for the natural
frequency and damping ratio of the second order
system. What determines whether the system is over-
or underdamped?

17.25 A motor with polar moment of inertia J develops
torque according to the relationship T = aω + b. The
motor drives a load defined by the torque-speed
relationship TL = cω2 + d. If the four coefficients are
all positive constants, determine the equilibrium
speeds of the motor-load pair, and whether these
speeds are stable.

17.26 Assume that a motor has known friction and
windage losses described by the equation TFW = bω.
Sketch the T -ω characteristic of the motor if the load
torque, TL, is constant, and the TL-ω characteristic if
the motor torque is constant. Assume that TFW at full
speed is equal to 30 percent of the load torque.

17.27 A PM DC motor is rated at 6 V, 3350 rev/min,
and has the following parameters: ra = 7 ., La =
120 mH, kT = 7 × 10−3 N-m/A, J = 1 × 10−6 kg-m2.
The no-load armature current is 0.15 A.

a. In the steady-state no-load condition, the magnetic
torque must be balanced by an internal damping
torque; find the damping coefficient, b. Now sketch
a model of the motor, write the dynamic equations,
and determine the transfer function from armature
voltage to motor speed. What is the approximate
3-dB bandwidth of the motor?

b. Now let the motor be connected to a pump with
inertia JL = 1 × 10−4 kg-m2, damping coefficient
bL = 5 × 10−3 N-m-s, and load torque
TL = 3.5 × 1−−3 N-m. Sketch the model
describing the motor-load configuration, and write
the dynamic equations for this system; determine
the new transfer function from armature voltage to
motor speed. What is the approximate 3-dB
bandwidth of the motor/pump system?

17.28 A PM DC motor with torque constant kPM is used
to power a hydraulic pump; the pump is a positive
displacement type and generates a flow proportional to
the pump velocity: qp = kpω. The fluid travels
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through a conduit of negligible resistance; an
accumulator is included to smooth out the pulsations
of the pump. A hydraulic load (modelled by a fluid
resistance, R) is connected between the pipe and a
reservoir (assumed at zero pressure). Sketch the
motor-pump circuit. Derive the dynamic equations for
the system and determine the transfer function between
motor voltage and the pressure across the load.

17.29 A shunt motor in Figure P17.29 is characterized
by a field coefficient kf = 1.2 V-s/A-rad, such that the
back emf is given by the expression Eb = kf If ω, and
the motor torque by the expression T = kf If Ia . The
motor drives an inertia/viscous friction load with
parameters J = 0.8 kg-m2 and b = 0.6 N-m-s/rad.
The field equation may be approximated by
VS = Rf If . The armature resistance is Ra = 0.75 .,
and the field resistance is Rf = 60 .. The system is
perturbed around the nominal operating point
VS0 = 150 V, ω0 = 200 rad/s, Ia0 = 40 A, respectively.

a. Derive the dynamic system equations in symbolic
form.

b. Linearize the equations you obtained in part a.

VS R f

If La

Ia

Ra

Eb

+

–

+

–

Figure P17.29

17.30 A PM DC motor is rigidly coupled to a fan; the
fan load torque is described by the expression
TL = 5 + 0.05ω + 0.001ω2 where torque is in N-m
and speed in rad/s. The motor has kaφ = kT φ = 2.42.
Ra = 0.2 ., and the inductance is negligible. If the
motor voltage is 50 V, what will be the speed of
rotation of the motor and fan?

17.31 A separately excited DC motor has the following
parameters:

Ra = 0.1 . Rf = 100 . La = 0.2 H

Lf = 0.02 H Ka = 0.8 Kf = 0.9

The motor load is an inertia with J = 0.5 kg-m2, b =
2 N-m-rad/s. No external load torque is applied.
a. Sketch a diagram of the system and derive the

(three) differential equations.
b. Sketch a simulation block diagram of the system

(you should have three integrators).
c. Code the diagram using Simulink.
d. Run the following simulations:

Armature control. Assume a constant field with
Vf = 100 V; now simulate the response of the
system when the armature voltage changes in step
fashion from 50 V to 75 V. Save and plot the
current and angular speed responses.
Field control. Assume a constant armature voltage
with Va = 100 V; now simulate the response of the
system when the field voltage changes in step
fashion from 75 V to 50 V. This procedure is called
field weakening. Save and plot the current and
angular speed responses.

17.32 Determine the transfer functions from input
voltage to angular velocity and from load torque to
angular velocity for a PM DC motor rigidly connected
to an inertial load. Assume resistance and inductance
parameters Ra , La let the armature constant be ka .
Assume ideal energy conversion, so that ka = kT . The
motor has inertia Jm and damping coefficient bm, and
is rigidly connected to an inertial load with inertia J
and damping coefficient b. The load torque TL acts on
the load inertia to oppose the magnetic torque.

17.33 Assume that the coupling between the motor and
the inertial load of the proceding problem is flexible
(e.g., a long shaft). This can be modeled by adding a
torsional spring between the motor inertia and the load
inertia. Now we can no longer lump the two inertias
and damping coefficients as if they were one, but we
need to write separate equations for the two inertias. In
total, there will be three equations in this system:
1. the motor electrical equation
2. the motor mechanical equation (Jm and Bm)
3. the load mechanical equation (J and B)
a. Sketch a diagram of the system.
b. Use free-body diagrams to write each of the two

mechanical equations. Set up the equations in
matrix form.

c. Compute the transfer function from input voltage to
load inertia speed using the method of
determinants.

17.34 A wound DC motor is connected in both a shunt
and series configuration. Assume generic resistance
and inductance parameters Ra , Rf , La , Lf ; let the field
magnetization constant be kf and the armature
constant be ka . Assume ideal energy conversion, so
that ka = kT . The motor has inertia Jm and damping
coefficient bm, and is rigidly connected to an inertial
load with inertia J and damping coefficient b.
a. Sketch a system-level diagram of the two

configurations that illustrates both the mechanical
and electrical systems.

b. Write an expression for the torque-speed curve of
the motor in each configuration.

c. Write the differential equations of the motor-load
system in each configuration.

d. Determine whether the differential equations of
each system are linear; if one (or both) are
nonlinear, could they be made linear with some
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simple assumption? Explain clearly under what
conditions this would be the case.

Section 3: AC Synchronous Machines

17.35 A non-salient pole, Y-connected, three-phase,
two-pole synchronous machine has a synchronous
reactance of 7 . and negligible resistance and
rotational losses. One point on the open-circuit
characteristic is given by Vo = 400 V (phase voltage)
for a field current of 3.32 A. The machine is to be
operated as a motor, with a terminal voltage of 400 V
(phase voltage). The armature current is 50 A, with
power factor 0.85, leading. Determine Eb, field
current, torque developed, and power angle δ.

17.36 A factory load of 900 kW at 0.6 power factor
lagging is to be increased by the addition of a
synchronous motor that takes 450 kW. At what power
factor must this motor operate, and what must be its
KVA input if the overall power factor is to be 0.9
lagging?

17.37 A non-salient pole, Y-connected, three-phase,
two-pole synchronous generator is connected to a
400-V (line to line), 60-Hz, three-phase line. The
stator impedance is 0.5 + j1.6 . (per phase). The
generator is delivering rated current (36 A) at unity
power factor to the line. Determine the power angle for
this load and the value of Eb for this condition. Sketch
the phasor diagram, showing Eb, IS , and VS .

17.38 A non-salient pole, three-phase, two-pole
synchronous motor is connected in parallel with a
three-phase, Y-connected load so that the per-phase
equivalent circuit is as shown in Figure P17.38. The
parallel combination is connected to a 220-V (line to
line), 60-Hz, three-phase line. The load current IL is
25 A at a power factor of 0.866 inductive. The motor
has XS = 2 . and is operating with If = 1 A and
T = 50 N-m at a power angle of −30◦. (Neglect all
losses for the motor.) Find IS , Pin (to the motor), the
overall power factor (i.e., angle between I1 and VS),
and the total power drawn from the line.

I1

xS

IS IL

VS

+

–

Motor Load

3

Figure P17.38

17.39 An automotive alternator is rated 500 V-A and
20 V. It delivers its rated V-A at a power factor of 0.85.
The resistance per phase is 0.05 ., and the field takes
2 A at 12 V. If friction and windage loss is 25 W and
core loss is 30 W, calculate the percent efficiency
under rated conditions.

17.40 A four-pole, three-phase, Y-connected,
non–salient pole synchronous motor has a synchronous
reactance of 10 .. This motor is connected to a
230

√
3 V (line to line), 60-Hz, three-phase line and is

driving a load such that Tshaft = 30 N-m. The line
current is 15 A, leading the phase voltage. Assuming
that all losses can be neglected, determine the power
angle δ and E for this condition. If the load is
removed, what is the line current, and is it leading or
lagging the voltage?

17.41 A 10-hp, 230-V, 60 Hz, three-phase
wye-connected synchronous motor delivers full load at
a power factor of 0.8 leading. The synchronous
reactance is 6 ., the rotational loss is 230 W, and the
field loss is 50 W. Find
a. The armature current.
b. The motor efficiency.
c. The power angle.

Neglect the stator winding resistance.

17.42 The circuit of Figure P17.42 represents a voltage
regulator for a car alternator. Briefly, explain the
function of Q, D, Z, and SCR. Note that unlike other
alternators, a car alternator is not driven at constant
speed.

D

R2 R3

Q

Z
(11 V) C Slip

rings

Ignition
switch Alternator

Field 12 V
car 
battery

R1 SCR

Figure P17.42

17.43 It has been determined by test that the
synchronous reactance, Xs , and armature resistance,
ra , of a 2,300-V, 500-KVA, three-phase synchronous
generator are 8.0 . and 0.1 ., respectively. If the
machine is operating at rated load and voltage at a
power factor of 0.867 lagging, find the generated
voltage per phase and the torque angle.

17.44 A 2,000-hp, unity power factor, three-phase,
Y-connected, 2,300-V, 30-pole, 60-Hz synchronous
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motor has a synchronous reactance of 1.95 . per
phase. Neglect all losses. Find the maximum power
and torque.

17.45 A 1,200-V, three-phase, wye-connected
synchronous motor takes 110 kW (exclusive of field
winding loss) when operated under a certain load at
1,200 rev/min. The back emf of the motor is 2,000 V.
The synchronous reactance is 10 . per phase, with
negligible winding resistance. Find the line current
and the torque developed by the motor.

17.46 The per-phase impedance of a 600-V,
three-phase, Y-connected synchronous motor is
5 + j50 .. The motor takes 24 kW at a leading power
factor of 0.707. Determine the induced voltage and the
power angle of the motor.

Section 4: AC Induction Machines

17.47 A 74.6-kW, three-phase, 440-V (line to line),
four-pole, 60-Hz induction motor has the following
(per-phase) parameters referred to the stator circuit:

RS = 0.06 . XS = 0.3 . Xm = 5 .

RR = 0.08 . XR = 0.3 .

The no-load power input is 3,240 W at a current of 45
A. Determine the line current, the input power, the
developed torque, the shaft torque, and the efficiency at
s = 0.02.

17.48 A 60-Hz, four-pole, Y-connected induction motor
is connected to a 400-V (line to line), three-phase,
60-Hz line. The equivalent circuit parameters are:

RS = 0.2 . RR = 0.1 .

XS = 0.5 . XR = 0.2 .

Xm = 20 .

When the machine is running at 1,755 rev/min, the total
rotational and stray-load losses are 800 W. Determine
the slip, input current, total input power, mechanical
power developed, shaft torque, and efficiency.

17.49 A three-phase, 60-Hz induction motor has eight
poles and operates with a slip of 0.05 for a certain load.
Determine
a. The speed of the rotor with respect to the stator.
b. The speed of the rotor with respect to the stator

magnetic field.
c. The speed of the rotor magnetic field with respect

to the rotor.
d. The speed of the rotor magnetic field with respect

to the stator magnetic field.

17.50 A three-phase, two-pole, 400-V (per phase),
60-Hz induction motor develops 37 kW (total) of
mechanical power (Pm) at a certain speed. The
rotational loss at this speed is 800 W (total).
(Stray-load loss is negligible.)

a. If the total power transferred to the rotor is 40 kW,
determine the slip and the output torque.

b. If the total power into the motor (Pin) is 45 kW and
RS is 0.5 . find IS and the power factor.

17.51 The nameplate speed of a 25-Hz induction motor
is 720 rev/min. If the speed at no load is 745 rev/min,
calculate:
a. The slip
b. The percent regulation

17.52 The name plate of a squirrel-cage four-pole
induction motor has the following information: 25 hp,
220 volts, three-phase, 60 Hz, 830 rev/min, 64A line
current. If the motor draws 20,800 watts when
operating at full load, calculate:
a. Slip
b. Percent regulation if the no-load speed is 895 rpm
c. Power factor
d. Torque
e. Efficiency

17.53 A 60-Hz, four-pole, Y-connected induction motor
is connected to a 200-V (line to line), three-phase,
60 Hz line. The equivalent circuit parameters are:

RS = 0.48 . Rotational loss torque = 3.5 N-m

XS = 0.8 . RR = 0.42 . (referred to the stator)

Xm = 30 . XR = 0.8 . (referred to the stator)

The motor is operating at slip s = 0.04. Determine the
input current, input power, mechanical power, and
shaft torque (assuming that stray-load losses are
negligible).

17.54
a. A three-phase, 220-V, 60-Hz induction motor runs

at 1,140 rev/min. Determine the number of poles
(for minimum slip), the slip, and the frequency of
the rotor currents.

b. To reduce the starting current, a three-phase
squirrel-cage induction motor is started by reducing
the line voltage to Vs/2. By what factor are the
starting torque and the starting current reduced?

17.55 A six-pole induction motor for vehicle traction
has a 50-kW rating and is 85 percent efficient. If the
supply is 220 V at 60 Hz, compute the motor speed
and torque at a slip of 0.04.

17.56 An AC induction machine has six poles and is
designed for 60-Hz, 240-V (rms) operation. When the
machine operates with 10 percent slip, it produces
60 N-m of torque.
a. The machine is now used in conjunction with a

friction load which opposes a torque of 50 N-m.
Determine the speed and slip of the machine when
used with the above mentioned load.

b. If the machine has an efficiency of 92 percent, what
minimum rms current is required for operation with
the load of part a)?
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[Hint: you may assume that the speed torque curve is
approximately linear in the region of interest.]

17.57 A blocked-rotor test was performed on a 5-hp,
220-V, four-pole, 60 Hz, three-phase induction motor.
The following data were obtained: V = 48 V, I =
18 A, P = 610 W. Calculate:
a. The equivalent stator resistance per phase, RS

b. The equivalent rotor resistance per phase, RR

c. The equivalent blocked-rotor reactance per phase,
XR

17.58 Calculate the starting torque of the motor of
Problem 17.58 when it is started at:
a. 220 V
b. 110 V

The starting torque equation is:

T = m

ωe

· V 2
S · RR

(RR + RS)2 + (XR + XS)2

17.59 Find the speed of the rotating field of a six-pole,
three-phase motor connected to (a) a 60-Hz line and
(b) a 50-Hz line, in rev/min and rad/s.

17.60 A six-pole, three-phase, 440-V, 60-Hz induction

motor has the following model impedances:

RS = 0.8 . XS = 0.7 .

RR = 0.3 . XR = 0.7 .

Xm = 35 .

Calculate the input current and power factor of the
motor for a speed of 1,200 rev/min.

17.61 An eight-pole, three-phase, 220-V, 60-Hz
induction motor has the following model impedances:

RS = 0.78 . XS = 0.56 . Xm = 32 .

RR = 0.28 . XR = 0.84 .

Find the input current and power factor of this motor
for s = 0.02.

17.62 A nameplate is given in Example 17.2. Find the
rated torque, rated volt amperes, and maximum
continuous output power for this motor.

17.63 A 3-phase induction motor, at rated voltage and
frequency, has a starting torque of 140 percent and a
maximum torque of 210 percent of full-load torque.
Neglect stator resistance and rotational losses and
assume constant rotor resistance. Determine:
a. The slip at full load.
b. The slip at maximum torque.
c. The rotor current at starting as a percent of full-load

rotor current.
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C H A P T E R

18

Special-Purpose Electric
Machines

he objective of this chapter is to introduce the operating principles and per-
formance characteristics of a number of special-purpose electric machines
that find widespread engineering application in a variety of fields, rang-
ing from robotics to vehicle propulsion, aerospace, and automotive control.

In Chapters 16 and 17, you were introduced to the operating principles of the major
classes of electric machines: DC machines, synchronous machines, and induction
motors. The machines discussed in Chapter 18 operate according to the essential
principles described earlier, but are also characterized by unique features that set
them apart from the machines described in Chapter 17. The first of these special-
purpose machines is the brushless DC motor. Next, we discuss stepping motors,
illustrating a very natural match between electromechanical devices and digital
logic. The switched reluctance motor is presented next. A discussion of universal
motors and single-phase induction motors follows, with a brief description of the
types of electronic drives used to supply power to these machines. The discussion
of the electronic drives ties the electromechanics material with the subject of power
electronics introduced in Chapter 11.

The last section of this chapter covers design and performance specifications
related to the application of electric machines.

The machines introduced in Chapter 18 are used in many applications requir-
ing fractional horsepower, or the ability to accurately control position, velocity, or
torque. By the end of this chapter, you should be able to:
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• Describe the principles of operation of brushless DC motors, stepping
motors, switched reluctance motors, universal motors, and single-phase
motors.

• Select an appropriate motor and determine the required performance
characteristics for a given application.

• Describe the characteristics of the electronic drives required for each of
the important motors discussed in the chapter.

18.1 BRUSHLESS DC MOTORS

In spite of its name, the brushless DC motor is actually not a DC motor, but
(typically) a permanent-magnet synchronous machine; the name is actually due not
to the construction of the machine, but to the fact that its operating characteristics
resemble those of a shunt DC motor with constant field current. This characteristic
can be obtained by providing the motor with a power supply whose electrical
frequency is always identical to the mechanical frequency of rotation of the rotor.
To generate a source of variable frequency, use is made of DC-to-AC converters
(inverters), consisting of banks of transistors that are switched on and off at a
frequency corresponding to the rotor speed; thus, the inverter converts a DC source
to an AC source of variable frequency. As far as the user is concerned, then, the
source of excitation of a brushless DC motor is DC, although the current that
actually flows through the motor windings is AC. (The operation of the inverters
will be explained shortly.) In effect, the brushless DC motor is a synchronous
motor in which the torque angle, δ, is kept constant by an appropriate excitation
current.

Brushless DC motors also require measurement of the position of the rotor
to determine its speed of rotation, and to generate a supply current at the same
frequency. This function is accomplished by means of a position-sensing arrange-
ment that usually consists either of a magnetic Hall-effect position sensor, which
senses the passage of each pole in the rotor, or of an optical encoder similar to the
encoders discussed in Chapter 13.

Figure 18.1(a) depicts the appearance of a brushless DC motor. Note how
the multiphase winding is similar to that of the synchronous motor of Chapter 17.
Figure 18.1(b) depicts the construction of a typical brushless DC servomotor. The
brushless motor consists of a stator with a multiphase winding, usually three-phase;
a permanent-magnet rotor; and a rotor position sensor. It is interesting to observe
that since the commutation is performed electronically by switching the current
to the motor—rather than by brushes, as in DC motors—the brushless motor can
be produced in many different configurations, including, for example, very flat
(“pancake”) motors. Figure 18.1 shows the classical configuration of inside rotor,
outside stator. For simple machines, it is also possible to resort to an outside rotor,
with greater ease of magnet attachment and inherently smoother rotation, but with
inferior thermal characteristics, since a stator encased within the rotor structure
cannot be cooled efficiently.

a

b c

b'c'

a'

S

N

Figure 18.1a Two-pole
brushless DC motor with
three-phase stator winding

In conventional DC motors, the supply voltage is limited by brush wear
and sparking that can occur at the commutator, often resulting in the need for
transformers to step down the supply voltage. In brushless DC motors, on the
other hand, such a concern does not exist, because the commutation is performed
electronically without the need for brushes. Further, since, in general, the armature

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw18.htm
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Figure 18.1b A typical brushless DC servomotor

(load-carrying winding) is on the stator and thus the losses are concentrated in
the stator, liquid cooling (if required) is feasible and does not involve excessive
complexity. You will recall that in a conventional DC motor the armature is on the
rotor, and therefore auxiliary liquid cooling is very difficult to implement.

Another important advantage of brushless DC motors is that by sealing the
stator, submersible units can be built. In addition to these operational advantages,
it should be noted that these motors are also characterized by easier construction:
the construction of the stator in a brushless DC motor is similar to that in traditional
induction motors, and is therefore suitable for automated production. The windings
may also be fitted with temperature sensors, providing the possibility of additional
thermal protection.

The permanent-magnet rotor is typically made either of rare earth magnets
(Sm-Co) or of ceramic magnets (ferrites). Rare earth magnets have outstanding
magnetic properties, but they are expensive and in limited supply, and therefore
the more commonly employed materials are ceramic magnets. Rare earth magnet
motors can be a cost-effective solution—since they allow much greater fluxes
to be generated by a given supply current—in applications where high speed,
high efficiency, and small size are important. Brushless DC motors can be rated
up to 250 kW at 50,000 rev/min. The rotor position sensor must be designed
for operation inside the motor, and must withstand the backlash, vibrations, and
temperature range typical of motor operation.

~

~

Stator 2

Stator 1
Rotor 1

Rotor 2

Figure 18.2 Resolver

Brushless DC motors do require a position-sensing device, though, to permit
proper switching of the supply current. Recall that the brushless DC motor replaces
the cumbersome mechanical commutation arrangement with electronic switching
of the supply current. The most commonly used position-sensing devices are
position encoders and resolvers. The resolver, shown in Figure 18.2, is a rotating
machine that is mechanically coupled to the rotor of the brushless motor and
consists of two stator and two rotor windings; the stator windings are excited by
an AC signal, and the resulting rotor voltages are proportional to the sine and
cosine of the angle of rotation of the rotor, thus providing a signal that can be
directly related to the instantaneous position of the rotor. The resolver has two
major disadvantages: First, it requires a separate AC supply; second, the resolver
output must be appropriately decoded to obtain a usable position signal. For these
reasons, angular position encoders (see Chapter 13) are often used. You will
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recall that such encoders provide a digital signal directly related to the position of
a rotating shaft. Their output can therefore be directly used to drive the current
supply for a brushless motor.

To understand the operation of the brushless DC motor, it will be useful to
make an analogy with the operation of a permanent-magnet (PM) DC motor. As
discussed in Chapter 17, in a permanent-magnet DC motor, a fixed magnetic field
generated by the permanent magnets interacts with the perpendicular field induced
by the currents in the rotor windings, thus creating a mechanical torque. As the
rotor turns in response to this torque, however, the angle between the stator and
rotor fields is reduced, so that the torque would be nullified within a rotation of
90 electrical degrees. To sustain the torque acting on the rotor, permanent-magnet
DC motors incorporate a commutator, fixed to the rotor shaft. The commutator
switches the supply current to the stator so as to maintain a constant angle, δ = 90◦,
between interacting fields. Because the current is continually switched between
windings as the rotor turns, the current in each stator winding is actually alternating,
at a frequency proportional to the number of motor magnetic poles and the speed.

The basic principle of operation of the brushless DC motor is essentially the
same, with the important difference that the supply current switching takes place
electronically, instead of mechanically. Figure 18.3 depicts a transistor switching
circuit capable of switching a DC supply so as to provide the appropriate currents
to a three-phase rotor winding. The electronic switching device consists of a rotor
position sensor, fixed on the motor shaft, and an electronic switching module that
can supply each stator winding. Diagrams of the phase-to-phase back emf’s and
the switching sequence of the inverter are shown in Figure 18.4. The back emf
waveforms shown in Figure 18.4 are called trapezoidal; the total back emf of the
inverter is obtained by piecewise addition of the motor phase voltages and is a
constant voltage, proportional to motor speed. You should visually verify that the
addition of the three phase voltages of Figure 18.4 leads to a constant voltage.
The brushless DC motor is therefore similar to a standard permanent-magnet DC
motor, and can be described by the following simplified equations:

V = kaωm + RwI (18.1)

T = kT I (18.2)

where

ka = kT
and where

V = motor voltage

ka = armature constant

ωm = mechanical speed

Rw = winding resistance

T = motor torque

kT = torque constant

I = motor (armature) current

The speed and torque of a brushless DC motor can therefore be controlled with
any variable-speed DC supply, such as one of the supplies briefly discussed in
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Figure 18.3 Transistor and SCR drives for a brushless DC motor
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Figure 18.4 Phase voltages and transistor (SCR) switching sequence for the brushless DC motor drive of
Figure 18.3

Chapter 11. Further, since the brushless motor has intrinsically higher torque
and lower inertia than its DC counterpart, its response speed is superior to that
obtained from traditional DC motors. Figure 18.5 depicts the torque-speed (a) and
efficiency (b) curves of a commercially produced brushless DC motor.

One important difference between the conventional DC and the brushless
motor, however, is due to the coarseness of the electronic switching compared
with the mechanical switching of the brush-type DC motor (recall the discussion
of torque ripple due to the commutation effect in DC motors in Chapter 17). In
practice, one cannot obtain the exact trapezoidal emf of Figure 18.4 by means of
the transistor switching circuit of Figure 18.3, and a voltage ripple results as a
consequence, leading to a torque ripple in the motor. Additional phase windings
on the stator could solve the problem, at the expense of further complexity in the
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Figure 18.5 Performance and efficiency characteristics of brushless DC motor (Courtesy Pacific Scientific)

drive electronics, since the switching sequence would be more complex. Thus,
brushless motors suffer from an inherent trade-off between torque ripple and drive
complexity.

Among other applications, brushless DC motors find use in the design of
servo loops in control systems—for example, in computer disk drives, and in
propulsion systems for electric vehicles. The comparisons between the conven-
tional DC motor and the brushless DC motor are summarized in the following
table:

Conventional DC motors

Advantages
1. Controllability over a wide range of speeds
2. Capability of rapid acceleration and deceleration
3. Convenient control of shaft speed and position by servo amplifiers

Disadvantages
1. Commutation (through brushes) causes wear, electrical noise, and sparking

Brushless DC motors

Advantages
1. Controllability over a wide range of speeds
2. Capability of rapid acceleration and deceleration
3. Convenient control of shaft speed and position
4. No mechanical wear or sparking problem due to commutation
5. Better heat dissipation capabilities

Disadvantages
1. Need for more complex power electronics than the brush-type DC motor for equivalent

power rating and control range
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EXAMPLE 18.1 Sinusoidal Torque Generation in Brushless
DC Motors

Problem

Show that the use of sinusoidal currents in a brushless DC motor can result in a ripple-free
torque.

T(I1)

T(I2)

Electrical degrees
0° 90° 180°270°360° 90° 180°

I1 I2

Figure 18.6 Sinusoidal
torque-generation circuit and current
waveforms for a brushless DC motor

Solution

Known Quantities: Coil (phase) currents.

Find: Total output torque, T .

Schematics, Diagrams, Circuits, and Given Data: Im1 = Im sin θ ; Im2 = Im cos θ .

Assumptions: The field coil is wound in a two-phase circuit; each winding is
sinusoidally spaced. Sinusoidal currents can be generated by suitable power electronics
circuits.

Analysis: Using equation 18.2, we determine that the torques generated by the currents
in each of the two coils of the two-phase stator are:

T1 = kT Im1 sin θ

T2 = kT Im2 cos θ

The sinusoidal form of the torques is due to the sinusoidal distribution of the stator
windings in each phase, which are spaced 90 degrees out of phase with one another so as
to produce sine-cosine components, and is shown in Figure 18.6.

The net torque produced by the motor is the sum of the two phase torques:

T = T1 + T2 = kT Im1 sin θ + kT Im2 cos θ = kT [(Im sin θ) sin θ + (Im cos θ) cos θ ]

= kT Im[sin2 θ + cos2 θ ] = kT Im
Thus, the torque generated by the motor is constant, or ripple-free.

Comments: Note that this scheme requires two features: sinusoidally spaced two-phase
windings and sinusoidal phase currents. It is also very important that both the windings
and the currents be exactly 90◦ out of phase.

EXAMPLE 18.2 Selecting a Trapezoidal Speed Profile
to Match a Desired Motion Profile

Problem

Determine the trapezoidal speed profile required to move a load 0.5 m in 5 s. Analyze the
motion of the motor.

Solution

Known Quantities: Desired load motion profile.

Find: Required trapezoidal speed profile.
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Schematics, Diagrams, Circuits, and Given Data: The motor covers 0.5 m in 100
revolutions. Trapezoidal profile characteristics as shown in Figure 18.7.

Time (s)

Speed (rev/min)

Acceleration rate (aacc)

Max speed (v)

Deceleration rate (adec)

Area = distance (d)

T2 T3T1

Figure 18.7 Trapezoidal profile

Assumptions: Assume a trapezoidal speed profile, and that the motor will accelerate for
1 s and decelerate for 1 s.

Analysis: Define the following quantities:

d = motor travel (rev); v = motor speed (rev/s)

T1 = acceleration time (s); T2 = time at maximum speed (s); T3 = deceleration
time (s)

a = acceleration or deceleration rate (rev/s2)

From the above definitions, we can calculate the maximum rotational velocity of the
motor as follows. For constant acceleration, the expressions for the motor displacement
and velocity are:

d = 1

2
at2 and v = d ′ = at

From the above expressions, we can relate the maximum velocity to the acceleration and
deceleration rates:

aacc = v

T1
adec = v

T3

Now we can write an expression for the total motor travel (100 revolutions):

d = 1

2
aaccT

2
1 + vT2 + 1

2
adecT

2
3 = 1

2

v

T1
T 2

1 + vT2 + 1

2

v

T3
T 2

3

= 1

2
vT1 + vT2 + 1

2
vT3 = v

(
1

2
T1 + T2 + 1

2
T3

)

Note that the above expression is quite general, and could be used also for asymmetrical
profiles. Using the given numbers, we calculate the maximum velocity to be:

v = d(
1

2
T1 + T2 + 1

2
T3

) = 100 rev

(0.5 + 3 + 0.5)s
= 25 rev/s

which corresponds to 25 × 60 = 1,500 rev/min.

Comments: The results derived in this example are very useful—trapezoidal speed
profiles are very common in servomotors.
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Check Your Understanding
18.1 List four features of the brushless DC motor that differ from a conventional shunt-
type DC motor.

18.2 Repeat Example 18.2 for I = 7.2 A.

18.3 Convert the result of Exercise 18.2 to oz-in.

18.4 Verify that the transistor and SCR switching circuits of Figure 18.3 perform the
same function.

18.2 STEPPING MOTORS

Stepping, or stepper, motors are motors that convert digital infor-
mation to mechanical motion. The principles of operation of stepping
motors have been known since the 1920s; however, their application
has seen a dramatic rise with the increased use of digital computers. Stepping
motors, as the name suggests, rotate in distinct steps, and their position can be
controlled by means of logic signals. Typical applications of stepping motors are
line printers, positioning of heads in magnetic disk drives, and any other situation
where continuous or stepwise displacements are required.

Stepping motors can generally be classified in one of three categories:
variable-reluctance, permanent-magnet, and hybrid types. It will soon be shown
that the principles of operation of each of these devices bear a definite resemblance
to those of devices already encountered in this book. Stepping motors have a num-
ber of special features that make them particularly useful in practical applications.
Perhaps the most important feature of a stepping motor is that the angle of rotation
of the motor is directly proportional to the number of input pulses; further, the an-
gle error per step is very small and does not accumulate. Stepping motors are also
capable of rapid responses: starting, stopping, and reversing commands, and can
be driven directly by digital signals. Another important feature is a self-holding
capability that makes it possible for the rotor to be held in the stopped position
without the use of brakes. Finally, a wide range of rotating speeds—proportional
to the frequency of the pulse signal—may be attained in these motors.

  θi

S

  θi

  θi

N

S

(a) Permanent-magnet
stepping motor 

(b) Variable-reluctance
stepping motor

(c) Hybrid stepping motor 

Torque

Torque

Torque

N

Figure 18.8 Stepping motor
configurations

Figure 18.8 depicts the general appearance of three types of stepping motors.
The permanent-magnet-rotor stepping motor, Figure 18.8(a), permits a nonzero
holding torque when the motor is not energized. Depending on the construction
of the motor, it is typically possible to obtain step angles of 7.5, 11.25, 15, 18,
45, or 90◦. The angle of rotation is determined by the number of stator poles,
as will be illustrated shortly in an example. The variable-reluctance stepping
motor, Figure 18.8(b), has an iron multipole rotor and a laminated wound stator,
and rotates when the teeth on the rotor are attracted to the electromagnetically
energized stator teeth. The rotor inertia of a variable-reluctance stepping motor is
low, and the response is very quick, but the allowable load inertia is small. When
the windings are not energized, the static torque of this type of motor is zero.
Generally, the step angle of the variable-reluctance stepping motor is 15◦.

The hybrid stepping motor, Figure 18.8(c), is characterized by multitoothed
stator and rotor, the rotor having an axially magnetized concentric magnet around
its shaft. It can be seen that this configuration is a mixture of the variable-reluctance

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw18.htm
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and permanent-magnet types. This type of motor generally has high accuracy
and high torque and can be configured to provide a step angle as small as 1.8◦.
Figure 18.9(a)–(e) depict the construction of a VR step motor.

For any of these configurations, the principle of operation is essentially the
same: when the coils are energized, magnetic poles are generated in the stator, and

(d) (e)

(b) (c)

(a)

Rugged NEMA and IP65
waterproof construction

Long life bearings

Straight or Woodruff
key, or flat

Optional shaft sizes

Optional shaft seal

Standard NEMA
frame sizes

Rotor magnets

Optional encoders
200-1024 ppr

MS connector termination
for motor and optional
encoder

Figure 18.9 VR Stepper Motor (Courtesy: Pacific Scientific Motor Products Division.) (a) Complete motor
assembly. (b) PM rotor. (c) Stator cross section. (d) Fully assembled stator. (e) Stator with windings.
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the rotor will align in accordance with the direction of the magnetic field developed
in the stator. By reversing the phase of the currents in the coils, or by energizing
only some of the coils (this is possible in motors with more than two stator poles),
the alignment of the stator magnetic field can take one of a discrete number of
positions; if the currents in the coils are pulsed in the appropriate sequence, the
rotor will advance in a step-by-step fashion. Thus, this type of motor can be
very useful whenever precise incremental motion must be attained. As mentioned
earlier, typical applications are printer wheels, computer disk drives, and plotters.
Other applications are found in the control of the position of valves (e.g., control
of the throttle valve in an engine, or of a hydraulic valve in a fluid power system),
and in drug-dispensing apparatus for clinical applications.

The following examples illustrate the operation of a four-pole, two-phase
permanent-magnet stepping motor, and of a similar motor of the variable-reluctance
type. The operation of these motors is representative of all stepping motors.

EXAMPLE 18.3 Analysis of Two-Phase, Four-Pole Step Motor

Problem

Determine the full-step single-phase, full-step two-phase, and half-step current excitation
sequences for the PM step motor of Figure 18.10.

N

i2

i1

i1

S

N

S

N

θ

S

i2

Figure 18.10 Two-phase
four-pole PM stepper motor

Solution

Known Quantities: Phase currents.

Find: Full-step sequence for the motor.

Assumptions: The motor currents at the start of the sequence are i1 > 0 and i2 = 0.

Analysis: With the initial currents assumed (phase 1 energized), the motor will be at rest
if the rotor is in the position shown in Figure 18.10. A single-phase sequence consists of
turning on each of the two coils in sequence, reversing the polarity of the currents every
other time. Then, the PM rotor will align with the stator poles according to the polarity of
the magnetic field generated by each coil’s pole pair. For example, if coil 1 is turned off
and coil 2 is turned on with a positive current polarity, the rotor will rotate clockwise by
90◦. Table 18.1 depicts the (bipolar) sequence of coil currents, and the corresponding
motor position.

Table 18.1 Full-
step, single-phase
sequence

i1 i2 θ

+ 0 0◦

0 + 90◦

− 0 180◦

0 − 270◦

+ 0 0◦

Table 18.2 Full-
step, two-phase
sequence

i1 i2 θ

+ + 45◦

− + 135◦

− − 225◦

+ − 315◦

+ + 45◦

Table 18.3 Half-step sequence

i1 i2 θ

+ 0 0◦

+ + 45◦

0 + 90◦

− + 135◦

− 0 180◦

− − 225◦

0 − 270◦

+ − 315◦

+ 0 0◦
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If both coils are activated, it is possible to cause the rotor to align between stator
poles, also in increments of 90◦, but shifted in phase by 45◦ with respect to the
single-phase stepping sequence. Table 18.2 illustrates this stepping sequence.

Finally, if one combines the two sequences (easily accomplished, since the current
commands for the two sequences are distinct), it is possible to obtain increments of 45◦.
Table 18.3 depicts the half-step sequence. Any finer resolution would require increasing
the number of windings and teeth in the stator.

Comments: The simplicity of the electronic controls required by this type of machine is
one of the very attractive features of step motors.

EXAMPLE 18.4 Analysis of Variable-Reluctance Step Motor

Problem

Determine the current excitation sequences required to achieve 45◦ steps in the VR step
motor of Figure 18.11.

SA

SB

SC

SD
VB

Figure 18.11 Two-phase four-pole VR
stepping motor

Solution

Known Quantities: Phase currents.

Find: Current excitation sequence for 45◦ steps.

Assumptions: The motor currents at the start of the sequence are i1 > 0 and i2 = 0.

Analysis: The operation of the variable-reluctance (VR) step motor (with a salient-pole
rotor) is simpler than that of the PM type, because the rotor is not magnetically polarized,
and therefore it is not necessary to have bipolar currents to achieve the desired rotor
motion. The stator of Figure 18.10 is excited by DC currents supplied by a single
(unipolar) voltage supply. The switches shown in the figure could be controlled by a logic
circuit similar to the ones described in Chapters 13 and 14. Note that four separate coils
are used.

Figure 18.12 depicts how the first three steps of the sequence could be achieved.
These are summarized in Table 18.4.
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iA
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45°

Figure 18.12 Two-phase four-pole VR motor positioning sequence

Table 18.4 Current excitation
sequence for VR step motor

SA SB SC SD Rotor position

1 0 0 0 0◦

1 1 0 0 45◦

0 1 0 0 90◦

0 1 1 0 135◦

0 0 1 0 180◦

0 0 1 1 225◦

0 0 0 1 270◦

1 0 0 1 315◦

1 0 0 0 360◦

Comments: Note that the circuit required to drive this circuit is even simpler than the
one required by the PM step motor.

EXAMPLE 18.5 Step Angle Determination of VR Step Motor

Problem

Determine an expression for the step angle of a VR step motor based on the number of
teeth on the rotor and stator and on the number of phases.

Solution

Known Quantities: Number of rotor and stator teeth; number of phases.
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Find: Step angle.

Schematics, Diagrams, Circuits, and Given Data: t = number of teeth = 4;
m = number of phases = 3.

Analysis: The number of steps in a revolution, N , is given by the product of the number
of teeth and the number of phases (e.g., in the preceding example it is equal to 2 teeth ×
4 phases = 8 steps). Thus, N = tm.

The step angle increment, or resolution, is equal to �θ = 360◦/N. For the motor
described in this example,

�θ = 360◦

N
= 360◦

tm
= 360◦

12 × 3
= 10◦

EXAMPLE 18.6 Torque Equation of Step Motor

Problem

Calculate the torque generated by a step motor.

Solution

Known Quantities: t = number of teeth per phase; L = axial length of rotor;
g = rotor-to-stator radial air gap; r = rotor radius; F = mmf developed across the two air
gaps (in series) through which a line of flux must pass in one phase. Expression for the
motor torque.

Find: Torque developed by the motor.

Schematics, Diagrams, Circuits, and Given Data: t = 16 (48 steps, 3-phase excitation);
L = 6.35 × 10−3 m; g = 6.35 × 10−5 m; r = 1.29 × 10−2 m; F = 720 A-t.

T = 0.314 × 10−6 tL(r + g/2)F 2

g
N-m

Analysis: Using the expression given above gives

T = 0.314 × 10−6 tL(r + g/2)F 2

g

= 0.314 × 10−6 16 × 6.35 × 10−3(1.29 × 10−2 + 3.175 × 10−5)7202

6.35 × 10−5

= 3.37 N-m

From the preceding examples, you should now have a feeling for the opera-
tion of variable-reluctance and PM stepping motors. The hybrid configuration is
characterized by multitooth rotors that are made of magnetic materials, thus pro-
viding a variable-reluctance geometry in conjunction with a permanent-magnet
rotor.

An ideal torque-speed characteristic for a stepper motor is shown in
Figure 18.13. Two distinct modes of operation are marked on the curve: the
locked-step mode, and the slewing mode. In the first mode, the rotor comes to
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Torque

Speed

Normal mode
(locked step)

Slewing
mode

Figure 18.13 Ideal torque-speed characteristic of a
stepping motor

rest (or at least decelerates) between steps; this is the mode commonly used to
achieve a given rotor position. In the locked-step mode, the rotor can be started,
stopped, and reversed. The slewing mode, on the other hand, does not allow stop-
ping or reversal of the rotor, although the rotor still advances in synchronism with
the stepping sequence, as described in the preceding examples. This second mode
could be used, for example, in rewinding or fast-forwarding a tape drive.

The power supply, or driver, required by a stepping motor is shown in block
diagram form in Figure 18.14; it includes a DC power supply, to provide the
required current to drive the motor, in addition to logic and switching circuits to
provide the appropriate inputs at the right time. One of the important considerations
in driving a stepping motor is the excitation mode, which can be one-phase or two-
phase. The driver is the circuit that arranges, distributes, and amplifies pulse trains
from the logic circuit determining the stepping sequence; the driver excites each
winding of the stepping motor at specified times. In the one-phase excitation
mode, current is supplied to one phase at a time, with the advantages of low power
consumption and good step-angle accuracy. Input signal pulses and the change in
the condition of each phase excitation are shown in Figure 18.15. In the two-phase
excitation mode, current is simultaneously provided to two phases. Input signal
pulses and the change in the condition of each phase excitation are also shown in
Figure 18.16.

�
Logic

circuits
Driver

DC supply Stepping
motor

Figure 18.14 Power supply
for stepping motor

Input pulse

Phase B

Phase A

Phase B

Phase A

Input signal pulses and the change in phase
excitation of the one-phase excitation mode 

Input pulse

Phase B

Phase A

Phase B

Phase A

Input signal pulses and the change in phase
excitation of the two-phase excitation mode 

Figure 18.15 One- and two-phase excitation waveforms for stepper motors

In addition to the classification of the excitation by phase, stepping motor
drives are also classified according to whether the drive supplies are unipolar or
bipolar, that is, whether they can supply current in one or both directions. Unipolar
excitation is clearly simpler, although in the case of the two-phase excitation mode,
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Simplified unipolar drive circuit diagram Input signal pulses and the change in phase
excitation of unipolar drive 

Input pulse

Phase A

Phase B

Phase A

Phase B

VS
A B

1

0

A B

1

0
1

0

1

0

Figure 18.16 Unipolar drive for stepper motor

only half of the motor windings are used, with an obvious decrease in performance.
Figure 18.17 shows a circuit diagram of the unipolar drive and the sequence of
phase excitation.

BA

R R

VS

Simplified two-power-supply bipolar drive circuit diagram

R

Simplified single-power-supply bipolar drive circuit diagram

Input pulse signals and the change in phase excitation of bipolar drive 

Input pulse

Coil B

Coil A

VS

VS

1

0

–1

1

0

–1

BA

A

B

Figure 18.17 Bipolar drive for stepper motors

When a bipolar drive is used, motor windings are used effectively, because
of the bidirectional exciting current; when operated in this mode, a stepping motor
can generate a large output torque at low speed compared with the unipolar drive.
Figure 18.17 shows two versions of the bipolar drive. The first requires two power
supplies, one for each polarity, while the second requires only one power supply
but needs four switching transistors per phase to reverse the polarity.
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Check Your Understanding
18.5 Explain why the term variable-reluctance is used to describe the class of stepping
motors so named.

18.6 Determine the smallest increment in angular position that can be obtained with a
PM stepper motor with six stator teeth and three-phase current excitation.

18.7 Express the stepping sequence of the variable-reluctance stepping motor of Ex-
ample 18.4 as a four-digit binary sequence.

18.8 Derive the excitation waveforms corresponding to the direction of rotation oppo-
site to that caused by the stepping sequence shown in Figure 18.14.

18.9 For Example 18.6, express the torque in units of lb-in.

18.3 SWITCHED RELUCTANCE MOTORS

The switched reluctance (SR) machine is the simplest electric machine that
permits variable-speed operation. Today, this machine finds increasingly common
application in variable-speed drives for industrial applications and in traction drives
for automotive propulsion. It is a widely held belief that the SR motor forms the
basis of an ideal electric and hybrid-electric vehicle traction drive because of its
low cost.

Figure 18.18 depicts the simplest configuration of a reluctance machine and
illustrates how the reluctance and inductance of the machine change as a function
of position. Note that the magnetic circuit consists only of iron and air—no
permanent magnets are required! Note also that the rotor is a salient-pole iron
element, which is the lowest-cost rotor that can be manufactured. When a current
is supplied to the coil, the rotor will experience a torque seeking to align it with
the magnetic poles of the stator; when θ = 0, the torque is zero and the rotor
will no longer move, having reached its minimum reluctance position. Note that
minimum reluctance corresponds to minimum stored energy in the system. Thus,

v N

i

Iron stator

Iron rotor

Rotor axis

vm

Stator axis

+

–

ud

L(Q)

(b)(a)

L″

L′

Ld

Lq

Figure 18.18 (a) Basic reluctance machine and (b) inductance variation as a
function of position

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw18.htm
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the torque in the motor is developed because of the change in reluctance with rotor
position. This principle makes the reluctance machine different from all other
(AC or DC) machines discussed so far. Note also that this machine is one of a
few machines, along with the induction motor and VR step motor, to be singly
excited, that is, to have a single source of magnetic field (whether generated by a
coil or by a permanent magnet). One can think of the basic reluctance machine as
a salient-pole synchronous machine without any field excitation.

The switched reluctance machine is a special variation of the simple re-
luctance machine shown in Figure 18.18 that relies on continuous switching of
currents in the stator to guarantee motion of the rotor. It is also a true reluctance
machine in that it has salient poles both in the rotor and in the stator. The configura-
tion of a typical SR machine is shown in Figure 18.19. Note that the configuration
of the SR machine is very similar to that of a VR step motor, discussed in the
preceding section. The primary difference between the two is that the SR machine
is designed for continuous and not stepped (discrete) motion. The advent of low-
cost power semiconductors, especially GTOs, IGBTs and power MOSFETs (see
Chapter 11) has made it possible to reliably control SR machines. With reference
to Figure 18.19, you can see that the stator of a SR machine is wound through slots,
with simple solenoid-type windings, and is similar to that of an induction or syn-
chronous AC machine. This stator can be excited by any multiphase source, such
as the three-phase sources described in Chapter 17. The SR machine is excited by
discrete current pulses that must be timed with respect to the position of the rotor
poles with respect to the stator poles, thus requiring position feedback. The speed
of the rotor is determine by the switching frequency of the stator coil currents.

A

aB

b

B′

A′

b′

a′

Figure 18.19 Configuration of
switched reluctance machine

Operating Principles of SR Machine

Torque production in an SR machine depends on the variation in stored mag-
netic energy as a function of position. Consider the simple reluctance machine of
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Figure 18.18, and assume that the variation in winding inductance with rotor
position is sinusoidal. The inductance will vary at twice the excitation frequency,
because of the number of poles:

L(θ) = L′′ + L′ cos 2θ (18.3)

We shall determine the torque generated by the machine given the excitation current

i(t) = Im sin(ωt) (18.4)

The magnetic stored energy (see Chapter 16) is given by the expression

Wm = 1

2
L(θ)i2(t) (18.5)

and the flux linkage is

λ(θ) = L(θ)i(t) (18.6)

From Chapter 16, we know that the torque can be written as follows:

Tm = −∂Wm
∂θ

+ i ∂λ
∂θ

= −1

2
i2
∂L

∂θ
+ i2 ∂L

∂θ
= 1

2
i2
∂L

∂θ
. (18.7)

Given the known sinusoidal current and inductance variations, we can write the
torque expression as:

Tm = −I 2
mL

′ sin(2θ) sin2(ωt). (18.8)

It can be shown, with the use of trigonometric identities, that if the rotor rotates at
angular velocity ωm, such that θ = ωmt − θ0 (with θ0 equal to the rotor position at
t = 0), the torque of the SR machine will be nonzero only if the frequency of the
sinusoidal stator current isω = ωm. If the electrical frequency is synchronous with
the mechanical frequency, then the average torque will be given by the expression

〈Tm〉 = 1

4
I 2
mL

′ sin(2θ0) = 1

8
I 2
m(Ld − Lq) sin(2θ0) (18.9)

We can draw some conclusions from this simplified analysis of the SR machine:

1. The reluctance machine develops an average torque only at one particular
(synchronous) speed, ω = ωm. Thus, the reluctance machine is a
synchronous machine.

2. The torque developed by the machine is proportional to (Ld − Lq), and is
therefore dependent on the amplitude of the variation in inductance (or
reluctance); thus, this torque is called reluctance torque. The values Ld and
Lq are called direct axis inductance, and quadrature axis inductance,
respectively.

3. The torque varies with the angle θ0, which is therefore equivalent to the
torque angle δ defined in Chapter 17 for synchronous machines. The
maximum torque occurs at θ0 = π/4, and is called the pull-out torque.

The above equations have been derived for a continuous reluctance machine;
a switched reluctance machine has discontinuous currents, and will therefore
have nonsinusoidal reluctance (inductance) variations and a discontinuous torque.
Figure 18.20 depicts the typical appearance of the L and Tm curves for an SR
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Figure 18.20 Inductance and torque variation in switched
reluctance machine

machine. It can be shown that the magnetic torque generated by an SR machine
may be expressed in the form

〈Tm〉 = 1

4π
(KmP)Ĩ 2(Lmax − Lmin) (18.10)

where Ĩ is the rms current, P is the number of pulses per revolution, m is the
number of phases, Lmax and Lmin are the maximum and minimum inductances
seen by the exciting coils, and K is a physical constant. Note that the rms value
in equation 18.10 includes also the higher harmonics.

18.4 SINGLE-PHASE AC MOTORS

In Chapter 17, two types of AC machines were discussed: synchronous and in-
duction. In the discussion of these devices, especially in their motor applications,
three-phase excitation was assumed; however, in many practical applications—and
especially in small household appliances and small industrial motors—three-phase
sources are not readily available, and it would be desirable to use single-phase exci-
tation. Unfortunately, single-phase power does not lend itself to the generation of
a rotating magnetic field: single-phase currents in the winding of an AC machine
lead to a magnetic field that pulsates in amplitude but does not rotate in space.
Thus, it would not be possible to use the AC machines described in Chapter 17 if
only single-phase power were available. The aim of this section is to discuss the
construction and the operating and performance characteristics of single-phase
AC motors. The discussion will focus mainly on the universal motor and on
single-phase induction motors.

Fractional-horsepower (as opposed to integral-horsepower) motors rep-
resent by far the major share of the industrial production of electric motors. Many
fractional-horsepower motors are designed for single-phase use, since single-phase
AC power is readily available practically anywhere. Many applications are related
to household appliances: refrigerator compressors, air conditioners, fans, electric
tools, washer and dryer motors, and others. For the rest of this chapter, we shall
examine qualitatively the principle of operation of single-phase motors and look
at a few applications. The variety of designs for practical single-phase motors is
such that it would not be possible to present the detailed principles of operation
for all common types. However, it is hoped that the introduction provided in this
chapter will help you in decoding the manufacturer’s specifications for a given
motor, and in making a preliminary selection for a given application.
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Fractional Horsepower Motors

A small motor, as defined by the American Standards
Association (ASA) and the National Electrical Man-
ufacturers Association (NEMA; see Chapter 17) is
a “motor built in a frame smaller than that having
a continuous rating of 1 hp, open type, at 1700 to
1800 rev/min.” Small motors are generally consid-
ered fractional-horsepower motors. However, since
the determination is based on frame size and on a
given speed range, the classification of a motor is not
always obvious. Let us give two examples.

1. Consider a 3
4 -hp, 1,200-rev/min motor. This

motor is not considered a fractional-horsepower
motor, because of its frame size. If the same
frame size were used for an 1,800-rev/min
motor, it would produce a rating of more than 1
hp. Thus, it is considered an integral-
horsepower motor of

0.75 hp × 1,800

1,200
= 1.125 hp

In other words, since the motor is capable of
integral-horsepower performance at speeds

of 1,700 to 1,800 rev/min, it is classified as
an integral-horsepower motor.

2. Consider now a 1.25-hp, 3,600-rev/min motor.
This motor is classified as a fractional-
horsepower motor, in spite of the fact that its
power output is actually greater than 1 hp. If
the same motor were used at a speed of 1,800
rev/min, it would produce a rating of less than
1 hp:

1.25 × 1,800

3,600
= 0.625 hp

Thus, we see once again that some attention
must be paid to the speed of operation of the
motor in determining its classification. The
term fractional horsepower relates more to the
physical size of the machine than to the actual
power output rating.

The Universal Motor

If it were possible to operate a DC motor from a single-phase AC supply, a wide
range of simple applications would become readily available. Recall that the di-
rection of the torque produced by a DC machine is determined by the direction
of current flow in the armature conductors and by the polarity of the field; torque
is developed in a DC machine because the commutator arrangement permits the
field and armature currents to remain in phase, thus producing torque in a constant
direction. A similar result can be obtained by using an AC supply, and by connect-
ing the armature and field windings in series, as shown in Figure 18.21. A series
DC motor connected in this configuration can therefore operate on a single-phase
AC supply, and is referred to as a universal motor. An additional consideration
is that, because of the AC excitation, it is necessary to reduce AC core losses by
laminating the stator; thus, the universal motor differs from the series DC motor
discussed in Chapter 17 in its construction features. Typical torque-speed curves
for AC and DC operation of a universal motor are shown in Figure 18.22. As
shown in Figure 18.21, the load current is sinusoidal and therefore reverses direc-
tion each half-cycle; however, the torque generated by the motor is always in the
same direction, resulting in a pulsating torque, with nonzero average value.

As in the case of a DC series motor, the best method for controlling the
speed of a universal motor is to change its (rms) input voltage. The higher the rms
input voltage, the greater the resulting speed of the motor. Approximate torque-
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Figure 18.21 Operation and circuit diagram of a
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speed characteristics of a universal motor as a function of voltage are shown in
Figure 18.23.

EXAMPLE 18.7 Analysis of Universal Motor

Problem

Find the following quantities for a universal motor:

1. Back emf

2. Power output

3. Shaft torque

4. Motor efficiency
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Solution

Known Quantities: Motor operating data and circuit parameters.

Find: Eb; Pout; Tout; η (efficiency).

Schematics, Diagrams, Circuits, and Given Data: Motor operating data: 120 V; 60 Hz;
2 poles; 800 rev/min; 17.85 A (full load); pf = 0.912 (lagging).
Circuit parameters: Rf = 0.65 %; Xf = 1.2 %; Ra = 1.36 %; Xfa = 1.6 %.

Assumptions: Use the circuit model for the series motor described in Chapter 17. The
rotational losses amount to 80 W.

Is

Eb

jXf

Ra

jXa

Rf

Vs

+

– +

–

+
_~

Figure 18.24 Equivalent
circuit of a universal motor

Analysis: The circuit model for the series machine is shown in Figure 18.24. We shall
use this model with the understanding that all currents and voltages are now phasors.

1. Back emf computation. To determine the back emf, we need to calculate the voltage
across the armature coil and subtract it from the supply voltage:

Eb = VS − IS(Rf + jXf + Ra + jXa)
= VS − (IS∠θ)(Rf + jXf + Ra + jXa)

The impedance angle is the only unknown quantity and it may be found from the
power factor:

pf = cos(θ) = 0.912 (lagging) θ = arccos(0.912) = −24.22◦

Thus,

Eb = VS − (IS∠θ)(Rf + jXf + Ra + jXa)
= 120 − (17.85∠22.24◦)(0.65 + j1.2 + 1.36 + j1.6)

= 73.56∠ − 24.8◦ V

2. Output power calculation. The total power developed by the motor is equal to the
product of the back emf times the series current:

Ptotal = EbIS = 73.56 × 17.85 = 1,313.15 W

The mechanical (output) power of the motor is the difference between the total power
and the rotational losses:

Pout = Ptotal − Prot = 1,313.15 − 80 = 1,233.15 W

3. Output (shaft) torque calculation. The output torque is equal to the ratio of output
power to shaft speed:

Tout = Pout

ω
= 1,233.15 W

2π × 800

60
rad/s

= 14.72 N-m

4. Efficiency calculation. The efficiency of the motor is defined as the ratio of output
power to input power:

η = Pout

Pin
= Pout

VSIS cos θ
= 1,233.15

1,953.5
= 63.12%

Comments: Note that the analysis of this machine is very similar to that of the series DC
motor, except for the use of phasors. It is very important to notice that in calculating the
input power, one has to consider the power factor of the motor to obtain the real power.
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EXAMPLE 18.8 Universal Motor Torque Expression

Problem

Compute an expression for the average torque generated by a universal motor, based on
the circuit diagram of Figure 18.24.

Solution

Known Quantities: Circuit model of motor.

Find: Expression for average torque, Tave.

Assumptions: The motor operates in the linear region of the magnetization curve.

Analysis: With reference to Chapter 17, we know that the flux produced in a series motor
by the series current iS(t) is φ = kSiS(t). The instantaneous torque produced by the
machine is given by the expression

T (t) = kT φ(t)is(t)
If the source waveform has period τ = 2τ/ω, we can calculate the average power by
integrating the instantaneous torque over one period:

Tave(t) = ω

2π

2π/ω∫
0

kT kSi
2
S(t

′)dt ′ = ω

2π

2π/ω∫
0

kT kSI
2
S (sin2 ωt ′)dt ′ = 1

2
kT kSI

2
S

where IS is the rms value of the (series) armature current

Comments: The series motor can produce a nonzero average torque when excited by an
AC current because of the quadratic nature of the instantaneous torque. A PM DC
machine, which has a linear torque-current relationship, would generate zero average
torque if driven from an AC supply.

Single-Phase Induction Motors

A typical single-phase induction motor bears close resemblance to the polyphase
squirrel-cage induction motor discussed in Chapter 17, the major difference being
in the configuration of the stator winding. A simplified schematic diagram of such
a motor, with a single winding, is shown in Figure 18.25; the winding is typically
distributed around the stator so as to produce an approximately sinusoidal mmf.

Stator
winding

Squirrel-
cage 
rotor

Figure 18.25 Single-
phase induction
motor

Assume that the mmf for a practical motor can be generated so as to approx-
imate the following function:

F = Fmax cos(ωt) cos(θm)

This function can be written as the sum of two components, as follows:

F+ = 1
2Fmax cos(θm − ωt)

F− = 1
2Fmax cos(θm + ωt)

These two components may be interpreted as representing two mmf waves traveling
in opposite directions around the stator. Each of these mmf’s produces torque



Part III Electromechanics 913

according to the induction principles described in Chapter 17; however, the two
components are equal and opposite, and no net torque results if the rotor is at rest.
The resulting mmf is pulsating (i.e., changing in amplitude), but not rotating in
space, as it would be in a polyphase stator. If the rotor is made to turn in either
direction, however, the two mmf’s will not be equal any longer, because the motion
of the rotor will induce an additional mmf, which will add to one of the two mmf’s
and subtract from the other. Thus, a net torque will be established, causing the
motor to continue its rotation in the same direction in which it was started. In
particular, if the rotor is started in the forward direction, the forward mmf, F+,
will be greater than the backward mmf, and the motor will continue to rotate in
the forward direction.

Figure 18.26 depicts an equivalent circuit for the single-phase induction
motor with stationary rotor, where the parameters in the circuit are defined as
follows:

Vs = supply voltage

RS = resistance of stator winding

XS = leakage reactance of stator winding

Xm = magnetizing reactance of stator winding

XR = leakage reactance of rotor referred to stator at standstill

RR = leakage resistance of rotor referred to stator at standstill

Eb = voltage induced in the stator winding by the (stationary) pulsating
flux in air gap

Figure 18.27 depicts the equivalent circuit for the same motor with the rotor ro-
tating with slip s. Note that the circuit is asymmetrical, because of the different
air-gap flux forward and backward components,Ef andEb, respectively. The fac-
tors of 0.5 come from the resolution of the pulsating stator mmf into forward and
backward components. Note further that the reflected rotor impedance is asym-
metrical because of the presence of the slip parameter in the expression for the
reflected rotor resistance. Further, the circuit model also confirms that the forward
induced voltage, Ef , must be greater than the backward voltage, Eb, since the slip
is always less than 1.

Is RS

Vs

XR

– –

+

Xm RR

XS

+

Eb

Figure 18.26 Circuit
model for single-phase induction
motor with rotor at standstill

Is XS

Ef

Eb

Vs

+

–

+

–

0.5XR

0.5Xm
0.5RR

s

0.5RR

2 – s

0.5XR

+

–

RS

0.5Xm

Figure 18.27 Circuit model
for single-phase induction motor
with rotor in motion

It can be shown that the torque components in the forward and backward
directions are given by the expressions

Tf = Pf

ωs
(18.11)

and

Tb = Pb

ωs
(18.12)

where ωs is the synchronous speed and

Pf = I 2
s Rf (18.13)

Here, Rf is the resistive component of the forward field impedance; also,

Pb = I 2
s Rb (18.14)
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where Rb is the resistive component of the backward field impedance. Since the
torque produced by the backward field is in the opposite direction to that produced
by the forward field, the net torque will consist of the difference between the two:

T = Tf − Tb = I 2
s (Rf − Rb)

ωs
(18.15a)

The mechanical power developed by the motor is

Pmech = T ωm = T ωs(1 − s) = (Pf − Pb)(1 − s)
= I 2

s (Rf − Rb)(1 − s) (18.15b)

EXAMPLE 18.9 Slip in a Single-Phase Induction Motor

Problem

Find the slip of the field in the forward and backward directions for a single-phase
induction machine.

Solution

Known Quantities: Motor operating characteristics.

Find: Forward slip, sf ; backward slip, sb.

Schematics, Diagrams, Circuits, and Given Data: Motor operating characteristics:
115 V; 60 Hz; 4 poles; 1710 rev/min.

Analysis: We first determine the synchronous speed of the motor:

ns = 120f

p
= 120 × 60

4
= 1,800 rev/min

The slip in the forward direction (direction of rotation of the motor) can now be computed:

sf = ns − n
ns

= 1,800 − 1,710

1,800
= 0.05 = 5%

The slip in the backward direction can be computed as follows, with reference to
Figure 18.26:

sb = 2 − sf = 2 − 0.05 = 1.95

EXAMPLE 18.10 Analysis of Single-Phase Induction Motor

Problem

Find the input current and generated torque for a single-phase induction motor.

Solution

Known Quantities: Motor operating characteristics and circuit parameters.
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Find: Motor input (stator) current, IS ; motor torque, T .

Schematics, Diagrams, Circuits, and Given Data: Motor operating data: 1
4 hp; 110-V;

60 Hz; 4 poles
Circuit parameters: RS = 1.5 %; XS = 2 %; RR = 3 %; XR = 2 %; Xm = 50 %;
s = 0.05.

Assumptions: The motor is operated at rated voltage and frequency.

Analysis: With reference to the equivalent circuit of Figure 18.26, you can easily show
that the impedance seen by the backward emf, Eb, is much smaller than that seen by the
forward emf, Ef . This corresponds to stating that the backward component of the
magnetizing impedance (which is in parallel with the backward component of the rotor
impedance) is much larger than the backward component of the rotor impedance, and can
therefore be neglected. This approximation is generally true for values of slip less than
0.15, and corresponds to stating that

0.5Zb = 0.5
jXm

(
RR

2 − s + jXR
)

RR

2 − s + j (Xm +XR)
≈ 0.5

(
RR

2 − s + jXR
)

The approximate circuit based on this simplification is shown in Figure 18.28.

Is XS

Ef

Eb

Vs

+

–

+

–

0.5XR

0.5Xm

0.5XR
+

–

RS

0.5RR 

s

0.5RR

2 – s

Figure 18.28 Approximate circuit
model for single-phase induction motor

Using the approximate circuit, we find that the impedance seen by the backward emf
is given by the expression

0.5Zb = 0.5

(
RR

2 − s + jXR
)

= 0.5(1.538 + j2) = 0.5(Rb + jXb)

The impedance seen by the forward emf is, on the other hand, given by the exact
expression:

0.5Zf = 0.5
jXm

(
RR

s
+ jXR

)
RR

s
+ j (Xm +XR)

= 0.5
j50(60 + j2)

60 + j (50 + 2)
= 11.9 + j14.69 = 0.5Rf + j0.5Xf
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If we let ZS = RS + jXS = 1.5 + j2 %, we can write an expression for the total
impedance of the motor as follows:

Z = ZS + 0.5Zf + 0.5Zb = 14.169 + j17.69 = 22.66∠51.3◦ %

Knowing the total series impedance we can calculate the stator current:

IS = VS

Z
= 110 V

22.66∠51.3◦ %
= 4.85∠ − 51.3◦ A

We can now calculate the power absorbed by the motor by separately computing the real
power absorbed in the forward and backward fields:

Pf = I 2
S × 0.5Rf = (4.85)2 × 11.9 = 279.9 W

Pb = I 2
S × 0.5Rb = (4.85)2 × 0.769 = 18.1 W

The net power is the difference between the two components, thus, P = Pf − Pb =
261.8 W, and the torque developed by the motor is equal to the ratio of the power to the
motor speed. The synchronous speed can be computed to be:

ωs = 4πf

p
= 188.5 rad/s

and, if we assume negligible rotational losses, we have:

T = P

ω
= P

(1 − s)× ωs = 261.8 W

0.95 × 188.5 rad/s
= 1.46 N-m

Comments: Note that the power factor of the motor is pf = cos(−51.3◦) = 0.625. Such
low power factors are typical of single-phase motors.

EXAMPLE 18.11 Analysis of Single-Phase Induction Motor

Problem

Find the following quantities for the single-phase machine of Example 18.10:

1. Output torque

2. Output power

3. Efficiency

Solution

Known Quantities: Motor operating characteristics.

Find: Motor torque, T ; output power, Pout; efficiency, η.

Schematics, Diagrams, Circuits, and Given Data: Motor operating data: 1
4 hp; 110 V;

60 Hz; 4 poles; s = 0.05.

Assumptions: The motor is operated at rated voltage and frequency. The combined
rotational and core losses are Prot + Pcore = 30 W.

Analysis:

1. Output power calculation. The motor generated power is the difference between the
forward and backward components, as explaind in Example 18.10. Thus,

P = Pf − Pb = 261.8 W
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The motor power is the difference between the generated power and the losses:

Pout = P − Ploss = 261.8 − 30 W = 231.8 W

2. Shaft torque calculation. The shaft speed is:

ω = (1 − s)× ωs = (1 − s)× 4πf

p
= 179 rad/s

and the torque is:

T = Pout

ω
= 231.8 W

179 rad/s
= 1.29 N-m

3. Efficiency calculation. To calculate the overall efficiency of the motor we must
account for three loss mechanisms: mechanical losses, core losses, and electrical
losses. The first two are given as a lumped number; the electrical losses can be
computed by calculating the I 2R losses in the stator and forward and backward
circuits:

PS loss = I 2
SRs = (4.85)2 × 1.5 = 35.3 W

PRf loss = sPf = 0.05 × 279.9 = 14 W

PRb loss = (1 − s)Pb = 1.95 × 18.1 = 35.3 W

Pelec = PS loss + PRf loss + PRb loss = 114.6 W

The efficiency can be calculated according to the following expression:

η = 1 −
∑

losses

Pout + ∑
losses

= 1 − Prot + Pcore + Pelec

Pout + Prot + Pcore + Pelec

= 1 − 30 + 114.16 W

2131.8 + 30 + 114.16 W
= 0.617 = 61.7%

Comments: Note that the overall efficiency of this machine is fairly low. Multiphase AC
machines can achieve significantly higher efficiencies.

The equations and circuit models in the preceding examples suggest that a
single-phase induction motor is capable of sustaining a torque, and of reaching
its operating speed, once it is started by external means. However, because the
magnetic field in a single-phase winding is stationary, a single-phase motor is not
self-starting. The speed-torque characteristic of a typical single-phase induction
motor shown in Figure 18.29 clearly shows that the starting torque for this motor is
zero. The curve also shows that the motor can operate in either direction, depending
on the direction of the initial starting torque, which must be provided by separate
means.

Backward
direction

Torque

Forward
direction

Speed
ns

Figure 18.29 Torque-speed
curve of a single-phase induction
motor

Classification of Single-Phase Induction Motors

Thus far, we have not mentioned how the initial starting torque can be provided to a
single-phase motor. In practice, single-phase motors are classified by their starting
and running characteristics, and several methods exist to provide nonzero starting
torque. The aim of this section is to classify single-phase motors by describing
their configuration on the basis of the method of starting. For each class of motor,
a torque-speed characteristic will also be described.
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Split-Phase Motors

Split-phase motors are constructed with two separate stator windings, called
main and auxiliary windings; the axes of the two windings are actually at 90◦

with respect to each other, as shown in Figure 18.30. The auxiliary winding current
is designed to be out of phase with the main winding current, as a result of different
reactances of the two windings. Different winding reactances can be attained by
having a different ratio of resistance to inductance—for example, by increasing the
resistance of the auxiliary winding. In particular, the auxiliary winding current,
Iaux, leads the main winding current, Imain. The net effect is that the motor sees
a two-phase (unbalanced) current that results in a rotating magnetic field, as in
any polyphase stator arrangement. Thus, the motor has a nonzero starting torque,
as shown in Figure 18.31. Once the motor has started, a centrifugal switch is
used to disconnect the auxiliary winding, since a single winding is sufficient to
sustain the motion of the rotor. The switching action permits the use of relatively
high-resistance windings, since these are not used during normal operation and
therefore one need not be concerned with the losses associated with a higher-
resistance winding. Figure 18.31 also depicts the combined effect of the two
modes of operation of the split-phase motor.

Main
winding Switch

Auxiliary
winding

Imain

I

Iaux

V
+

–

Figure 18.30 Split-phase motor

200

100
ns

Percent
torque

Main plus
auxiliary
winding

Main winding
only

Switching speed

Speed

Figure 18.31 Torque-speed
curve of split-phase motor

Split-phase motors have appropriate characteristics (at very low cost) for
fans, blowers, centrifugal pumps, and other applications in the range of 1

20 to 1
2 hp.

Capacitor-Type Motors

Another method for obtaining a phase difference between two currents that will
give rise to a rotating magnetic field is by the addition of a capacitor. Motors that use
this arrangement are termed capacitor-type motors. These motors make different
use of capacitors to provide starting or running capabilities, or a combination of the
two. The capacitor-start motor is essentially identical to the split-phase motor,
except for the addition of a capacitor in series with the auxiliary winding, as shown
in Figure 18.32. The addition of the capacitor changes the reactance of the auxiliary
circuit in such a way as to cause the auxiliary current to lead the main current.
The advantage of using the capacitor as a means for achieving a phase split is
that greater starting torque may be obtained than with the split-phase arrangement.
A centrifugal switching arrangement is used to disconnect the auxiliary winding
above a certain speed, in the neighborhood of 75 percent of synchronous speed.
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Figure 18.32 Capacitor-start motor
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Figure 18.33 Torque-speed
curve for a capacitor-start motor

Figure 18.33 depicts the torque-speed characteristic of a capacitor-start mo-
tor. Because of their higher starting torque, these motors are very useful in con-
nection with loads that present a high static torque. Examples of such loads are
compressors, pumps, and refrigeration and air-conditioning equipment.

It is also possible to use the capacitor-start motor without the centrifugal
switch, leading to a simpler design. Motors with this design are called permanent
split-capacitor motors; they offer a compromise between running and starting
characteristics. A typical torque-speed curve is shown in Figure 18.34.

200

100
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Figure 18.34 Torque-speed
curve for a permanent
split-capacitor motor
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Figure 18.35 Capacitor-start capacitor-run
motor

A further compromise can be achieved by using two capacitors, one to obtain
a permanent phase split and the resulting improvement in running characteristics,
the other to improve the starting torque. A small capacitance is sufficient to improve
the running performance, while a much larger capacitor provides the temporary
improvement in starting torque. A motor with this design is called a capacitor-
start capacitor-run motor; its schematic diagram is shown in Figure 18.35. Its
torque-speed characteristic is similar to that of a capacitor-start motor.

EXAMPLE 18.12 Analysis of Capacitor-Start Motor

Problem

With reference to Figure 18.32, find the required starting capacitance.



920 Chapter 18 Special-Purpose Electric Machines

Solution

Known Quantities: Motor operating characteristics; motor circuit parameters.

Find: Starting capacitance, C.

Schematics, Diagrams, Circuits, and Given Data:
Motor operating data: 1

3 hp; 120 V; 60 Hz
Circuit parameters: Rm = 4.5 %; Cm = 3.7 %; Ra = 9.5 %; Xa = 3.5 %

Analysis: The purpose of the starting capacitor is to cause the auxiliary winding current,
Iaux, at standstill to lead the main winding current, Imain, by 90◦. The 90◦ phase lead will
provide the maximum starting torque. Figure 18.36 shows the phasor diagram for these
two currents and the voltage. The impedance angle of the main winding is:

θm = arctan

(
Xm

Rm

)
= arctan

(
3.7 %

4.5 %

)
= 39.4◦

Knowing that the desired phase shift between the main and auxiliary impedance angles is
−90◦ (see Figure 18.36), we compute the impedance angle of the auxiliary winding:

θa = 39.4◦ − 90◦ = −50.6◦

The minus sign indicates that Iaux leads the terminal voltage. The required capacitance can
now be calculated from the relationship

arctan

(
Xa −XC
Ra

)
= −50.6◦

XC = −Ra × tan(−50.6◦)+Xa = −9.5 × (−1.21)+ 3.5 = 15.07 %

and we can compute the desired capacitance to be:

C = 1

ωXC
= 1

377 × 15.07
= 176 × 10−6 F = 176µF

Imain

I

V

  θa

 θm

Iaux

Figure 18.36 Starting
phasor diagram for
capacitor-start motor

Shaded-Pole Motors

The last type of single-phase induction motor discussed in this chapter is the
shaded-pole motor. This type of motor operates on a different principle from the
motors discussed thus far. The stator of a shaded-pole motor has a salient pole
construction, as shown in Figure 18.37, that includes a shading coil consisting of a
copper band wound around part of each pole. The flux in the shaded portion of the
pole lags behind the flux in the unshaded part, achieving an effect similar to a rota-
tion of the flux in the direction of the shaded part of the pole. This flux rotation in
effect produces a rotating field that enables the motor to have a starting torque. This
construction technique is rather inexpensive and is used in motors up to about 1

20 hp.
A typical torque-speed characteristic for a shaded-pole motor is given in

Figure 18.38.

i

Main
winding
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coil

Figure 18.37 Shaded-pole
motor

200

100
ns

Percent
torque

Speed

Figure 18.38 Torque-speed
curve of a shaded-pole motor
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EXAMPLE 18.13 Split-Phase Motor Nameplate Analysis

Problem

The table below depicts a split-phase motor nameplate. Determine the following
quantities using nameplate data:

1. Rated slip

2. Synchronous speed

3. Rated torque

Solution

Known Quantities: Nameplate data.

Find: s; ωS ; T .

Schematics, Diagrams, Circuits, and Given Data:

Thermal Protected

MOD 4k800 HP 1 ⁄ 3 RPM 1,725

V 115 A. 5.5

KVA
CODE

N

FR 48Y Hz 60 PH 1 DUTY CONT.

INS.CL. B MAX.
AMB

40 C S. F. 1.35 BRG SLEEVE

Split-Phase
Fan & Blower Motor

Analysis: An explanation of the nameplate for a typical electric motor was given in
Chapter 17. This example focuses on a few specific items of interest in the case of a
split-phase motor. As you can see, the nameplate directly indicates the split-phase motor
classification. Following the Hz designation is the phase information. AC systems may
have one, two, or three phases. Single-phase and three-phase systems are the most
common.

The code letter following “KVA CODE” indicates the locked-rotor kilovolt-amperes
per horsepower, as explained in NEMA Motor and Generator Standards, NEMA
Publication Number MG1-10.37. The symbol “N” means that this motor has a maximum
locked-rotor kilovolt-amperes per horsepower of 12.5. Since the motor is rated at 1

3 hp,
the maximum locked-rotor kilovolt-amperes is 12.5/3 = 4.167. The maximum
locked-rotor amperes at 115 V will be 4.167 kVA/115 V = 36.23 A.

A large percentage of fractional-horsepower motors are now provided with built-in
thermal protection. The use of such protection will also be indicated in the motor
nameplate—here, for example, by “THERMAL PROTECTED.”

Bearing is abbreviated as “BRG.” Fractional-horsepower motors normally use one of
two types of bearings: sleeve or ball.

A variety of additional information may appear on the nameplate. This may include
instructions for connecting the motor to a source of supply, reversing the direction of
rotation, lubricating the motor, or operating it safely.

For the machine in this example, the synchronous speed is

ns = 1,800 rev/min

The slip at rated speed is

s = ns − n
ns

= 1,800 − 1,725

1,800
= 0.042
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The power is

P = 1
3 hp = 1

3 × 746 W
hp = 248.7 W

The rated torque is

T = K × P
n

where the constant K is given by

K = 0.97376 when T is expressed in meter-kilograms

K = 9.549 when T is expressed in newton-meters

T = 9.549 × 248.7

1,725
= 1.377 N-m

Summary of Single-Phase Motor Characteristics

Four basic classes of single-phase motors are commonly used:

1. Single-phase induction motors are used for the larger home and small
business tasks, such as furnace oil burner pumps, or hot water or hot air
circulators. Refrigerator compressors, lathes, and bench-mounted circular
saws are also powered with induction motors.

2. Shaded-pole motors are used in the smaller sizes for quiet, low-cost
applications. The size range is from 1

30 hp (24.9 W) to 1
2 hp (373 W),

particularly for fans and similar drives in which the starting torque is low.

3. Universal motors will operate on any household AC frequency or on DC
without modification or adjustment. They can develop very high speed while
loaded, and very high power for their size. Vacuum cleaners, sewing
machines, kitchen food mixers, portable electric drills, portable circular
saws, and home motion-picture projectors are examples of applications of
universal motors.

4. The capacitor-type motor finds its widest field of application at low speeds
(below 900 rev/min) and in ratings from 3

4 hp (0.5595 kW) to 3 hp (2.238
kW) at all speeds, especially in fan drives.

Check Your Understanding
18.10 Prove that the mmf for the single-phase induction motor can be expressed as
the sum of two components traveling in opposite directions.

18.11 For the circuit shown in Figure 18.36, draw the starting phasor diagram relating
V, I, Imain, and Iaux.

18.12
a. What is the zero-speed torque for a single-phase induction motor?

b. If external torque is applied to the machine, what is its terminal speed?
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18.5 MOTOR SELECTION AND APPLICATION

The objective of this section is to outline the selection process of a motor for
application to an electrical drive, and to summarize the characteristics of the most
common drive motors, with emphasis on fractional-horsepower applications. An
electrical motor should satisfy a set of precise requirements to be considered for a
specific application. These include:

1. Starting characteristics (torque and current)

2. Acceleration characteristics (dependent on the load)

3. Efficiency at rated load

4. Overload capability

5. Electrical and thermal safety

6. Cost

These requirements suggest that the specific details of the application should be
clear in the designer’s mind. For example, the nature of the load, of the available
electrical supplies, and of the ambient conditions should be carefully investigated
before the motor selection process is initiated. Once the application environment
is known, it is usually possible to narrow the selection of a drive motor to a few
choices. In this section we shall provide some insight into the motor selection
process.

T (c) T ∝ ω n

ω

(a) constant
torque

(b) viscous
friction

(d) T ∝ 1/ω

Figure 18.39 Typical load
torque-speed curves

Motor Performance Calculations

To better understand the motor selection process, it is important to review some of
the basic ideas underlying the motion of the motor and of the load. For rotational
systems, the relationships of Table 18.5 hold. Figure 18.39 summarizes the various
types of load profiles that are likely to be encountered in practical applications.
These include constant-torque loads; viscous friction-type loads, where torque is
proportional to speed; loads in which the torque is proportional to a power of
speed (e.g., fans, pumps); and constant-power loads, where torque is inversely
proportional to speed.

Table 18.5 Equations of motion and definitions of variables

Equations of motion Definition of terms

ω2 = ω1 + αt ω1 = initial velocity (rad-s−1)
θ = ω1t + 1

2 (αt
2) ω2 = final velocity (rad-s−1)

ω2
2 = ω2

1 + 2αθ α = acceleration (rad-s−2)
P = T ω θ = angular displacement (rad)
T = Fr = Jα n = speed of rotation (rev/min)
W = T θ P = output power (W)

ω = 2πn

60
= 0.105n

J = mk2

W = work (J)
F = force (N)
T = torque (N-m)

J = polar moment of inertia (kg-m2)
r = radius of arm (m)
k = radius of gyration (m)
m = mass, kg

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotw18.htm
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Reflected Load Inertia Calculations

To calculate the motor requirements, one must compute the required torque refer-
enced to the motor output shaft. Since gearing systems are often employed, the
inertias of all rotating components must be referred back to the motor shaft. Using
the terminology of Table 18.5, we then conclude that the reflected load torque at
the motor shaft, Tr , is related to the load torque, TL, by the relationship

Tr = ωL

ωr
TL (18.16)

where ωr = ωm is the motor shaft speed, and the ratio of load speed to motor
speed is equal to the gear ratio:

ωL

ωr
= nL

nr
(18.17)

If we equate the kinetic energy on the motor side to that on the load side, we can
also derive an expression for the reflected load inertia:

JLω
2
L = Jrω2

r (18.18)

or

Jr = JL
(
nL

nr

)2

(18.19)

Thus, the reflected inertia seen by the motor at the shaft is equal to the load inertia
times the square of the gear ratio. Note that this is a mechanical impedance
transformation similar to that used in the case of transformers. For all practical
purposes, one can think of a gearing system as a mechanical transformer that, in
the ideal case, conserves power. Under this ideal gearing assumption, it can be
shown that the acceleration of the load is given by the following expression:

α = Tm peak

ωr

ωL


Jm + JL(

ωr

ωL

)2




(18.20)

where the numerator on the right-hand side is the peak torque the motor can
produce and Jm is the motor inertia. If one wished to determine what gear ratio
were required to obtain maximum acceleration of the load, equation 18.20 would
be differentiated and set equal to zero, to obtain the result

ωr

ωL
=

√
JL

Jm
(18.21)

This expression implies that the load inertia should be made equivalent to the motor
inertia by appropriate gearing, in order to obtain the best acceleration. Substituting
equation 18.21 in 18.20, we can show that the maximum acceleration is given by

αmax = 1

2

Tm peakωL

Jmωr
(18.22)
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Equations 18.16 through 18.22 are very useful in sizing a motor and in determining
whether any gearing will be necessary to achieve the desired performance.

Torque Definitions

Although the definition of various torques was introduced in Chapter 17, it will be
useful to briefly review these definitions in light of the preceding subsection. In
sizing a motor, it is important to ensure that the motor is capable of overcoming
the static friction at start-up, to accelerate to the desired speed in an acceptable
fashion, and to handle any overloads that may occur. The following definitions
will help in the analysis:

1. Locked-rotor, or static, torque: The minimum torque the motor will
develop at rest for all angular positions under rated conditions.

2. Breakdown torque: The maximum torque a motor will develop under rated
conditions without an abrupt drop in speed.

3. Full-load torque: The torque necessary to produce rated power output at
full-load speed.

4. Acceleration torque: At any specified speed, acceleration torque, i.e., the
torque available for acceleration, is Tacc = Tm − TL − TF , where Tm is the
motor torque, TL is the load torque, and TF is the frictional load torque.

Clearly, in order for the motor to accelerate to full-speed operation, the motor torque
at standstill must exceed the total static-load torque. When the motor torque-speed
curve intersects the load torque-speed curve, then a balanced operating condition
has been reached.

Acceleration Calculations

The equation that defines the acceleration characteristics of a motor-load pair is

Tm − TL = J dω
dt

(18.23)

where TL is the total load torque. From this equation we can calculate the time
required to accelerate the load from a speed ω1 to a speed ω2 as follows:

t = J
∫ ω2

ω1

dω

Tm − TL (s) (18.24)

or, in units of rev/min,

t = 2πJT
60T

(n1 − n2) (s) (18.25)

where T is the net torque (motor torque minus load torque) and JT is the total
system inertia (motor inertia plus reflected load inertia).

Efficiency Calculations

The efficiency of a motor is the ratio of the mechanical power output to the electrical
power input, that is, the effectiveness of the electromechanical energy conversion.
We have already discussed the sources of loss in Chapter 17 and classified them
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as electrical losses, magnetic losses, and mechanical losses; refer to Section 17.1
for these definitions. The efficiency of a motor, η, is defined by:

η = 1 −
(
Ploss

Pinput

)
= 1 −

(
Ploss

V I

)
(18.26)

Thermal Calculations

The calculation of the temperature rise and thermal dissipation in a motor can be
quite complex and depends very much on the motor construction. For the purpose
of illustration, we briefly discuss only the thermal characteristics of a DC motor
and perform some thermal calculations for this type of machine.

Thermal dissipation is one of the most important limiting factors in the
operation of DC machines. We assume that most power losses take place in
the armature (a reasonable assumption, since most of the electrical power flows
through the armature circuit), and we use the thermal-electrical system analogy
where the thermal difference, �θ◦, is given by

�θ◦ = I 2
a Ra × RT (18.27)

and where Ia is the armature current, Ra the armature resistance, and RT the
thermal resistance of the rotor. The thermal time constant of the motor is then
defined to be the time (in seconds) taken by the armature to reach 63 percent of
the temperature rise corresponding to a given constant power dissipation. Now,
the maximum continuous torque the motor can develop is related to the power
dissipation, because the motor torque is proportional to the armature current:

Tmax = KT Iamax = KT
√
Pdiss

Rmax
= KT

√
�θ◦

RTRmax
(18.28)

where Pdiss is the dissipated power and Rmax the rotor resistance at the maximum
temperature, RT is the rotor thermal resistance at ambient temperature, and�θ is
the temperature rise. The temperature rise of copper can be determined from the
known resistance of the wound rotor by computing the maximum temperature as
follows:

θ◦
max =

[
Rmax

RT

]
(θ◦

ambient + 235)− 235 (18.29)

and by computing �θ◦ = θ◦
max − θ◦

ambient, it is possible to use equation 18.28 to
determine the maximum acceptable torque.

Conversely, to ensure that a given motor can operate within its thermal
limits, one can calculate an average rms current requirement, Irms, consisting of
the acceleration, deceleration, and running current, and use it to compute the
temperature as follows:

�θ◦ = I 2
rmsRaRT (18.30)

Motor Selection

The range of electric motor applications is so broad that it is difficult to establish
precise rules for motor selection. The differences between applications such as
vehicle traction, robot motion, micromotors, disk drives, manufacturing machines,
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and pump systems, for example, are so many that it is virtually impossible to
specify what the best motor would be, unless the application and its environment
are clearly specified. The aim of this subsection is simply to outline a procedure
that can help in narrowing down the choice of a suitable drive motor to a few most
likely candidates.

The first step in selecting a motor is the analysis of the requirements imposed
by the application; these can be divided into three groups: (1) motor requirements,
(2) load requirements, and (3) control requirements. Table 18.6 summarizes the
important considerations for each of these.

Table 18.6 Motor selection requirements

Motor requirements Load requirements Control requirements

Operating speed Determine worst-case operating Available power (AC, DC)
conditions

Life span and maintenance Dynamic acceleration, full-load Motor operating voltage and
and overload conditions current

Torque characteristics Starting conditions Open- or closed-loop
Mechanical aspects (size, weight, Transients Forward/reverse operation
noise level, environment)
Applicable standards (e.g., radio Need for gearing, selection of Motoring and/or braking
frequency interference) optimum gear ratio
Overload characteristics Frictional characteristics Torque, position, or speed control
Thermal dissipation characteristics Accuracy of speed or position

control
Controller complexity and cost

On the basis of the requirements listed in Table 18.6, one can undertake the
task of selecting a motor for a specific application.

Motion Requirements

The first step in the drive selection process is to understand the application-driven
specifications, that is, issues such as the type of motion, duty cycle, the required
acceleration and gearing system, and the type of control that may be required
(position, velocity, torque).

Motor Sizing

The second step in the drive selection process concerns the sizing of the motor
itself. This is done by first calculating the maximum speed; next, the reflected
inertia of the load and drive components is calculated, as discussed earlier in this
section. From the inertia calculations, the peak torque required by the application
can be calculated. The maximum speed and torque requirements thus obtained
will narrow the field significantly. Next, one should determine the appropriate
constants for each of the candidate motors; these include, in general, inertias,
resistances (electrical and thermal), and torque and back emf constants. With
these constants it becomes possible to determine that the motor can operate within
its thermal specifications by calculating the temperature rise of the machine in
operation. This, of course, can be a greater limitation during certain portions of
the motion cycle—for example, during a hard acceleration.
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Defining the Power Requirements

This step involves calculating peak voltage and current, to determine the supply
requirements.

Choosing a Transmission

Although we have been assuming that the mechanical drive system was known
beforehand, so that the reflected inertia and peak torque could be calculated, there
are many issues that need to be investigated in establishing the drive system—
for example, the effect that elastic couplings might have in creating mechanical
resonances; noise and vibration characteristics; and backlash due to gearing system
imperfections.

It should be apparent from this brief discussion that the process of selecting an
electromechanical drive is quite complex, and that it requires a good understanding
of many aspects of engineering, including heat transfer, kinematics, dynamics,
electronics, systems, and, of course, electromechanics. We hope that this brief
introduction will provide the motivation to pursue further studies in this exciting
area of engineering.

CONCLUSION

• The most common engineering applications of electric motors make use of a
number of special-purpose motors, with operating characteristics that may be
derived from the fundamental principles presented in Chapters 16 and 17.

• The brushless DC motor is a PM synchronous motor in which the mechanical
commutation of conventional DC motors is replaced by electronic commutation.
Brushless DC motors can be made quite compact and find application in electric
vehicle propulsion and motion control.

• Stepping motors—of the variable-reluctance, PM, or hybrid type—permit fine
angular displacement control by moving in fixed, discrete steps. Typical
applications are in robotics and control systems. Switched reluctance machines
are gaining more widespread acceptance because of their simplicity, since they
require no permanent magnets and very simple stator windings. Candidate
applications for SR machines are low-cost industrial uses and vehicular
propulsion.

• The universal motor is very similar in construction to a series DC motor but can
operate on AC supplies; its speed can be controlled by means of electronic
circuitry of modest complexity. Thus, the universal motor finds common
application in both variable- and fixed-speed appliances, such as power drills and
vacuum cleaners, respectively.

• Squirrel-cage induction motors can be operated on a single-phase AC supply if a
means is provided for establishing a starting torque. Various techniques are
commonly employed, such as split-phase, capacitor-start, and shaded-pole
construction. The different types are characterized by differing torque-speed
characteristics that make the single-phase induction motor a very versatile device.
This is the most commonly employed electric machine.

ANSWERS TO CHECK YOUR UNDERSTANDING

CYU 18.2 T = 1.07 N-m

CYU 18.3 T = 150.9 oz-in

CYU 18.6 �θ = 20◦
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CYU 18.7 Input pulse

SB

SA

SD

SC

1

0
1

0
1

0
1

0

CYU 18.8 Input pulse

Phase B

Phase A

Phase A

Phase B

CYU 18.9 29.875 lb-in

CYU 18.11

Iaux Imain

t

V

Imain

I

Iaux

V

CYU 18.12 (a) Zero, without a start winding; (b) n = (1 − s)ns , where ns = 120f/p and s = slip (determined by shaft
load).

HOMEWORK PROBLEMS

Section 1: Brushless DC Motors

18.1 It is found that λm = 0.1 V-s for a permanent
magnet six-pole two-phase synchronous machine.
Calculate the amplitude (peak value) of the
open-circuit phase voltage measured when the rotor is
turned at 60 rev/sec.

18.2 A four-pole two-phase brushless dc motor is driven
by a mechanical source at n = 3600 rev/min. The

open-circuit voltage across one of the phases is 50 V
rms.

a. Calculate λ.

b. The mechanical source is removed and the
following voltages are applied: Va = √

2 25 cos θ ,
Vb = √

2 25 sin θ where θ = ωet . Calculate the
no-load rotor speed ω in rad/s.
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18.3 With reference to Example 18.2, we wish to
shorten the trapezoidal speed profile cycle time by
accelerating the motor to a maximum speed of 1,800
rev/min. If we still allow 1 s for acceleration and
deceleration, how long will the cycle time be?

18.4 With reference to the triangular speed profile of
Figure P18.4, determine the trapezoidal speed profile
required to move a load 0.5 m in 3 s.

Time (s)

Speed (rev/min)
Triangular Speed Profile

Acceleration rate (aacc)
Max speed (v)

Deceleration rate (adec)
Area = distance (d)

T2T1

Figure P18.4

Section 2: Step Motors

18.5 With reference to Example 18.4, design a logic
circuit that uses the logic design principles of
Chapters 13 and 14 to achieve the step sequence given
in Table 18.4. [Hint: use a counter and logic gates.]

18.6 A PM stepper motor has six poles and a bipolar
supply (i.e., the current into each coil pair can be either
positive or negative). Figure 18.9 depicts a four-pole
stepper motor as an example; the motor described in
this problem has two additional poles. The spacing
between the poles is uniform. Determine the size of
the smallest achievable step in degrees.

18.7 Derive the dynamic equation for a stepping motor
coupled to a load. The motor moment of inertia is Jm,
the load moment of inertia is JL, the viscous damping
coefficient is D, and motor friction torque is Tf .

18.8 Sketch the rotor-stator configuration of a hybrid
stepper motor capable of 18◦ steps. [Hint: The rotor
will have five teeth.]

18.9 Use a binary counter and logic gates to implement
the stepping motor binary sequence of Check Your
Understanding Exercise 18.7.

18.10 A two-phase permanent-magnet stepper motor
has 50 rotor teeth. When the rotor is driven by an
external mechanical source at ω = 100 rad/s, the
measured open circuit phase voltage is 25 V,
peak-to-peak. Calculate λ. If ia = 1A and ib = 0,
express the developed torque. Assume the winding
resistance is 0.1%.

18.11 The schematic diagram of a four-phase, two-pole
PM stepper motor is shown in Figure P18.11. The

phase coils are excited in sequence by means of a logic
circuit. Find
a. The logic schedule for full-stepping of this motor.
b. The displacement angle of the full step.

A

B

C
D

Phase 1

Phase 3

Phase 2 Phase 4S

N

Figure P18.11

18.12 A PM stepper motor is designed to provide a
full-step angle of 15◦. Find the number of stator and
rotor poles.

18.13 A bridge driver scheme for a two-phase stepping
motor is shown in Figure P18.13. Find the excitation
sequences of the bridge operation (fill in the blanks of
the table).

S1 S3 S5 S7

S2 S4 S6 S8

Phase 2Phase 1
VB

S1

S2

S3

S4

S5

S6

S7

S8

Clock
state Reset 1 2 3 4 5 6 7 8

Figure P18.13

18.14 A permanent-magnet stepper motor with a 15◦

step angle is used to directly drive a 0.100 in. lead
screw. Determine:
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a. The resolution of the stepper motor in
steps/revolution,

b. The distance the lead screw travels (in inches) for
each 15◦ step of the stepper motor,

c. The number of full 15◦ steps required to move the
lead screw and the stepper motor shaft through 17.5
revolutions, and

d. The shaft speed (in rev/min) when the stepping
frequency is 220 pps.

Section 3: Single-Phase AC Motors

18.15 Determine whether the following motors are
integral- or fractional-horse power motors:
a. 3

4 hp, 900 rev/min

b. 1 1
2 hp, 3,600 rev/min

c. 3
4 hp, 1,800 rev/min

d. 1 1
2 hp, 6,000 rev/min

18.16 The spatial fluctuation of the stator mmf F1 is
expressed as

F1 = F1(peak) cos θ

where θ is the electrical angle measured from the
stator coil axis and F1(peak) is the instantaneous value of
the mmf wave at the coil axis and is proportional to the
instantaneous stator current. If the stator current is a
cosine function of time, the instantaneous value of the
spatial peak of the pulsating mmf wave is

F1(peak) = F1(max) cosωt

where F1(max) is the peak value corresponding to
maximum instantaneous current. Derive the expression
for F1, and verify that for a single-phase winding, both
forward and backward components are present.

18.17 A 200-V, 60-Hz, 10-hp single-phase induction
motor operates at an efficiency of 0.86 and a power
factor of 0.9. What capacitor should be placed in
parallel with the motor so that the feeder supplying the
motor will operate at unity power factor?

18.18 A 230-V, 50-Hz, two-pole single-phase induction
motor is designed to run at 3 percent slip, Find the slip
in the opposite direction of rotation. What is the speed
of the motor in the normal direction of rotation?

18.19 Determine the amount of time (in seconds) it will
take for a stepper motor with a 15◦ step angle,
operating in one-phase excitation mode, to rotate
through 28 rev when the pulse rate is 180 pps. Note:
t = θ/ω.

18.20 A 1
4 -hp, 110-V, 60-Hz, four-pole capacitor-start

motor has the following parameters:

RS = 2.02 % XS = 2.8 %

RR = 4.12 % XR = 2.12 %

Xm = 66.8 % s = 0.05

Find

a. The stator current.
b. The mechanical power.
c. The rotor speed.

18.21 A 1
4 -hp, four-pole, 110-V, 60-Hz single-phase

induction motor has the following data:

RS = 1.86 % XS = 2.56 %

RR = 3.56 % XR = 2.56 %

Xm = 53.5 % s = 0.05

Find the mechanical power output.

18.22 A one-phase, 115-V, 60-Hz, four-pole induction
motor has the following parameters:

RS = 0.5 % XS = 0.4 %

RR = 0.25 % XR = 0.4 %

Xm = 35 %

Find the input current and developed torque when the
motor speed is 1,730 rev/min.

18.23 The no-load test of a single-phase induction
motor is made by running the motor without load at
rated voltage and rated frequency. Derive the
equivalent circuit of a single-phase induction motor for
the no-load test. [Hint: The no-load slip is very small.]

18.24 Derive the equivalent circuit of a single-phase
induction motor for the locked-rotor test. Neglect the
magnetizing current.

18.25 The design for a 1
8 -hp, two-pole, 115-V universal

motor gives the effective resistances of the armature
and series field as 4 % and 6 %, respectively. The
output torque is 0.17 N-m when the motor is drawing
rated current of 1.5 A (rms) at a power factor of 0.88 at
rated speed. Find:
a. The full-load efficiency.
b. The rated speed.
c. The full-load copper losses.
d. The combined windage, friction, and iron losses.
e. The motor speed when the rms current is 0.5 A,

neglecting phase differences and saturation.

18.26 A 240-V, 60-Hz, two-pole universal motor
operates at a speed of 12,000 rev/min on full load and
draws a current of 6.5 A at 0.94 power factor lagging.
The series field-winding impedance is 4.55 + j3.2
ohms, and the armature circuit impedance is
6.15 + j9.4 ohms. Find
a. The back emf of the motor.
b. The mechanical power developed by the motor.
c. The power output if the rotational loss is 65 W.
d. The efficiency of the motor.

18.27 A single-phase motor is drawing 20 A from a
400-V, 50-Hz supply. The power factor is 0.8 lagging.
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What value of capacitor connected across the circuit
will be necessary to raise the power factor to unity?

18.28 A three-phase induction motor is required to
operate from a single-phase source. One possible
connection is shown in Figure P18.28. Will the motor
work? Explain why or why not.

a

b c

C

+~–v

Figure P18.28

18.29 In performing a brake-load test upon a 1/4-hp
capacitor-start motor with its output adjusted to rated
value, the following data were obtained: E =
115 volts; I = 3.8 amp; P = 310 W; rev/min = 1725.
Calculate:
a. Efficiency
b. Power factor
c. Torque in pound-inches

Section 4: Motor Performance
and Selection

18.30 What type of motor would you select to perform
the following tasks? Justify your selection.
a. Vacuum cleaner
b. Refrigerator
c. Air conditioner compressor
d. Air conditioner fan
e. Variable-speed sewing machine
f. Clock
g. Electric drill
h. Tape drive
i. X-Y plotter

18.31 A 5-hp, 1,150-rev/min shunt motor has its speed
controlled by means of a tapped field resistor as shown
in Figure P18.31. With the tap at position 3, determine

the speed of the motor and the torque available at the
maximum permissible load.
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Figure P18.31

18.32 Which single-phase motor would you choose for
the following applications?
a. Inexpensive analog electric clock.
b. Bathroom ventilator fan.
c. Escalator which must start under all load

conditions.
d. Kitchen blender.
e. Table model circular saw operating at about

3,500 rev/min.
f. Hand-held circular saw operating at 15,000

rev/min.
g. Water pump.

18.33 The power required to drive a fan varies as the
cube of the speed. If a motor driving a shaft-mounted
fan is loaded to 100 percent of its horsepower rating on
the top speed connection, what is the horsepower
output in percent of rating:
a. At a speed reduction of 20 percent?
b. At a speed reduction of 30 percent?
c. At a speed reduction of 50 percent?

18.34 An industrial plant has a load of 800 kW at a
power factor of 0.8 lagging. It is desired to purchase a
synchronous motor of sufficient capacity to deliver a
load of 200 kW and also serve to correct the overall
plant power factor to 0.92. Assuming that the
synchronous motor has an efficiency of 91 percent,
determine its KVA input rating and the power factor at
which it will operate.
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A P P E N D I X

A

Linear Algebra and Complex
Numbers

A.1 SOLVING SIMULTANEOUS LINEAR
EQUATIONS, CRAMER’S RULE
AND MATRIX EQUATION

The solution of simultaneous equations, such as those that are often seen in circuit
theory, may be obtained relatively easily by using Cramer’s rule. This method
applies to 2× 2 or larger systems of equations. Cramer’s rule requires the use of
the concept of determinant. The method of determinants is valuable because it is
systematic, general, and useful in solving complicated problems. A determinant
is a scalar defined on a square array of numbers, or matrix, such as

det (A) = |A| =
∣∣∣∣∣a11 a12

a21 a22

∣∣∣∣∣ (A.1)

In this case the matrix is a 2× 2 array, with two rows and two columns and its
determinant is defined as

det = a11a22 − a12a21 (A.2)
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A third-order, or 3× 3, determinant such as

det (A) =

∣∣∣∣∣∣∣
a11 a12 a13

a21 a22 a23

a31 a32 a33

∣∣∣∣∣∣∣ (A.3)

is given by

det = a11(a22a33 − a23a32) −a12(a21a33 − a23a31)

+a13(a21a32 − a22a31)
(A.4)

For higher-order determinants, you may refer to a linear algebra book. To
illustrate Cramer’s method, a set of two equations in general form will be solved
here. A set of two linear simultaneous algebraic equations in two unknowns can
be written in the form

a11x1 + a12x2 = b1

a21x1 + a22x2 = b2
(A.5)

wherex1 andx2 are the two unknowns to be solved for. The coefficientsa11, a12,
a21 anda22 are known quantities. The two quantities on the right-hand side,b1

andb2, are also known (these are typically the source currents and voltages in a
circuit problem). The set of equations can be arranged in matrix form, as shown
in equation A.6.[

a11 a12

a21 a22

] [
x1

x2

]
=

[
b1

b2

]
(A.6)

In equation A.6, a coefficient matrix multiplied by a vector of unknown variables
is equated to a right-hand-side vector. Cramer’s rule can then be applied to find
x1 andx2 using the following formulas:

x1 =

∣∣∣∣∣b1 a12

b2 a22

∣∣∣∣∣∣∣∣∣∣a11 a12

a21 a22

∣∣∣∣∣

x2 =

∣∣∣∣∣a11 b1

a21 b2

∣∣∣∣∣∣∣∣∣∣a11 a12

a21 a22

∣∣∣∣∣

(A.7)

Thus, the solution is given by the ratio of two determinants: the denominator is the
determinant of the matrix of coefficients, while the numerator is the determinant of

the same matrix with the right-hand-side vector (

[
b1

b2

]
in this case) substituted in

place of the column of the coefficient matrix corresponding to the desired variable
(i.e., first column forx1, second column forx2, etc.). In a circuit analysis problem,
the coefficient matrix is formed by the resistance (or conductance) values, the
vector of unknowns is composed of the mesh currents (or node voltages), and the
right-hand-side vector contains the source currents or voltages.
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In practice, many calculations involve solving higher-order systems of linear
equations. Therefore, a variety of computer software packages are often used to
solve higher-order systems of linear equations.

Check Your Understanding
A.1 Use Cramer’s rule to solve the system

5v1 + 4v2 = 6

3v1 + 2v2 = 4

A.2 Use Cramer’s rule to solve the system

i1 + 2i2 + i3 = 6

i1 + i2 − 2i3 = 1

i1 − i2 + i3 = 0

A.3 Convert the following system of linear equations into a matrix equation as shown
in equation A.6 and find matricesA andb.

2i1 − 2i2 + 3i3 = −10

−3i1 + 3i2 − 2i3 + i4 = −2

5i1 − i2 + 4i3 − 4i4 = 4

i1 − 4i2 + i3 + 2i4 = 0

A.2 INTRODUCTION TO COMPLEX ALGEBRA

From your earliest training in arithmetic, you have dealt with real numbers such
as 4,−2, 5

9, π , e, etc., which may be used to measure distances in one direction
or another from a fixed point. However, a number that satisfies the equation

x2 + 9 = 0 (A.8)

is not a real number. Imaginary numbers were introduced to solve equations such
as equation A.8. Imaginary numbers add a new dimension to our number system.
To deal with imaginary numbers, a new element,j , is added to the number system
having the property

j2 = −1

j = √−1

(A.9)or

Thus, we havej3 = −j , j4 = 1, j5 = j , etc. Using equation A.9, you can
see that the solutions to equation A.8 are±j3. In mathematics, the symboli is
used for the imaginary unit, but this might be confused with current in electrical
engineering. Therefore, the symbolj is used in this book.

A complex number (indicated in boldface notation) is an expression of the
form

A = a + jb (A.10)
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wherea andb are real numbers. The complex numberA has a real part,a, and an
imaginary part,b, which can be expressed as

a = ReA
b = Im A

(A.11)

It is important to note thata andb are both real numbers. The complex number
a + jb can be represented on a rectangular coordinate plane, called thecomplex
plane, by interpreting it as a point(a, b). That is, the horizontal coordinate isa in
real axis and the vertical coordinate isb in imaginary axis, as shown in Figure A.1.
The complex numberA = a + jb can also be uniquely located in the complex
plane by specifying the distancer along a straight line from the origin and the
angleθ , which this line makes with the real axis, as shown in Figure A.1. From
the right triangle of Figure A.1, we can see that:

r = √
a2 + b2

θ = tan−1

(
b

a

)
a = r cosθ

b = r sinθ

(A.12)

Then, we can represent a complex number by the expression:

A = rejθ = r∠θ (A.13)

which is called the polar form of the complex number. The numberr is called the
magnitude (or amplitude) and the numberθ is called the angle (or argument). The
two numbers are usually denoted by:r = |A| andθ = argA = ∠ A.

(a + jb) = r∠ θ 

a
θ

r

jb

Imaginary axis

Real axis

θ

Figure A.1 Polar
form representation of
complex numbers

Given a complex number A = a + jb, the complex conjugate of A, denoted
by the symbol A∗, is defined by the following equalities:

Re A∗ = Re A
Im A∗ = −Im A

(A.14)

That is, the sign of the imaginary part is reversed in the complex conjugate.
Finally, we should remark that two complex numbers are equal if and only

if the real parts are equal and the imaginary parts are equal. This is equivalent to
stating that two complex numbers are equal only if their magnitudes are equal and
their arguments are equal.

The following examples and exercises should help clarify these explanations.

EXAMPLE A.1

Convert the complex number A = 3 + j4 to its polar form.

Solution

r = √
32 + 42 = 5 θ = tan−1

(
4

3

)
= 53.13◦

A = 5∠53.13◦



Appendix A Linear Algebra and Complex Numbers 937

EXAMPLE A.2

Convert the number A = 4∠ − 60◦ to its complex form.

Solution

a = 4 cos(−60◦) = 4 cos(60◦) = 2

b = 4 sin(−60◦) = −4 sin(60◦) = −2
√

3

Thus, A = 2 − j2
√

3.

Addition and subtraction of complex numbers take place according to the
following rules:

(a1 + jb1) + (a2 + jb2) = (a1 + a2) + j (b1 + b2)

(a1 + jb1) − (a2 + jb2) = (a1 − a2) + j (b1 − b2)
(A.15)

Multiplication of complex numbers in polar form follows the law of ex-
ponents. That is, the magnitude of the product is the product of the individual
magnitudes, and the angle of the product is the sum of the individual angles, as
shown below.

(A)(B) = (Aejθ )(Bejφ) = ABej(θ+φ) = AB∠(θ + φ) (A.16)

If the numbers are given in rectangular form and the product is desired in rect-
angular form, it may be more convenient to perform the multiplication directly,
using the rule that j 2 = −1, as illustrated in equation A.17.

(a1 + jb1)(a2 + jb2) = a1a2 + ja1b2 + ja2b1 + j 2b1b2

= (a1a2 + j 2b1b2) + j (a1b2 + a2b1)

= (a1a2 − b1b2) + j (a1b2 + a2b1)

(A.17)

Division of complex numbers in polar form follows the law of exponents.
That is, the magnitude of the quotient is the quotient of the magnitudes, and the
angle of the quotient is the difference of the angles, as shown in equation A.18.

A
B

= Aejθ

Bejφ
= A∠θ

B∠φ
= A

B
∠(θ − φ) (A.18)

Division in the rectangular form can be accomplished by multiplying the numerator
and denominator by the complex conjugate of the denominator. Multiplying the
denominator by its complex conjugate converts the denominator to a real number
and simplifies division. This is shown in Example A.4. Powers and roots of a
complex number in polar form follow the laws of exponents, as shown in equations
A.19 and A.20.

An = (Aejθ )n = Anejnθ = An∠nθ (A.19)
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A1/n = (Aejθ )1/n = A1/nej1/nθ

= n
√

A∠
(

θ + k2π

n

)
k = 0, ±1, ±2, . . .

(A.20)

EXAMPLE A.3

Perform the following operations given that A = 2 + j3 and B = 5 − j4.
(a) A + B (b) A − B (c) 2A + 3B

Solution

A + B = (2 + 5) + j (3 + (−4)) = 7 − j

A − B = (2 − 5) + j (3 − (−4)) = −3 + j7

For part c, 2A = 4 + j6 and 3B = 15 − j12. Thus,
2A + 3B = (4 + 15) + j (6 + (−12)) = 19 − j6

EXAMPLE A.4

Perform the following operations both in rectangular and polar form, given that
A = 3 + j3 and B = 1 + j

√
3.

(a) AB (b) A ÷ B

Solution

(a) In rectangular form:

AB = (3 + j3)(1 + j
√

3) = 3 + j3
√

3 + j3 + j 23
√

3

= (3 + j 23
√

3) + j (3 + j3
√

3)

= (3 − 3
√

3) + j (3 + j3
√

3)

To obtain the answer in polar form, we need to convert A and B to their polar forms:

A = 3
√

2ej45◦ = 3
√

2∠45◦

B = √
4ej60◦ = 2∠60◦

Then,

AB = (3
√

2ej45◦
)(

√
4ej60◦

) = 6
√

2∠105◦

(b) To find A ÷ B in rectangular form, we can multiply A and B by B∗.

A
B

= 3 + j3

1 + j
√

3

1 − j
√

3

1 − j
√

3

Then,

A
B

= (3 + 3
√

3) + j (3 − 3
√

3)

4
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In polar form, the same operation may be performed as follows:

A ÷ B = 3
√

2∠45◦

2∠60◦ = 3
√

2

2
∠(45◦ − 60◦) = 3

√
2

2
∠−15◦

Euler’s Identity

This formula extends the usual definition of the exponential function to allow for
complex numbers as arguments. Euler’s identity states that

ejθ = cos θ + j sin θ (A.21)

All the standard trigonometry formulas in the complex plane are direct conse-
quences of Euler’s identity. The two important formulas are:

cos θ = ejθ + e−jθ

2
sin θ = ejθ − e−jθ

2j
(A.22)

EXAMPLE A.5

Using Euler’s formula, show that

cos θ = ejθ + e−jθ

2

Solution

Using Euler’s formula

ejθ = cos θ + j sin θ

Extending the above formula, we can obtain

e−jθ = cos(−θ) + j sin(−θ) = cos θ − j sin θ

Thus,

cos θ = ejθ + e−jθ

2

Check Your Understanding
A.4 In a certain AC circuit, V = ZI where Z = 7.75∠90◦ and I = 2∠−45◦. Find V.

A.5 In a certain AC circuit, V = ZI where Z = 5∠82◦ and V = 30∠45◦. Find I.

A.6 Show that the polar form of AB in Example A.4 is equivalent to its rectangular
form.

A.7 Show that the polar form of A ÷ B in Example A.4 is equivalent to its rectangular
form.

A.8 Using Euler’s formula, show that sin θ = (ejθ − e−jθ )/2j .



940



941

A P P E N D I X

B

Fundamentals of Engineering
(FE) Examination

B.1 INTRODUCTION

The Fundamentals of Engineering (FE) examination1 is one of four steps to be
completed toward registering as a Professional Engineer (PE). Each of the 50
states in the United States has laws that regulate the practice of engineering; these
laws are designed to ensure that registered professional engineers have demon-
strated sufficient competence and experience. The same exam is administered at
designated times throughout the country, but each state’s Board of Registration
administers the exam and supplies information and registration forms. You will
find a Web reference to the phone numbers of the Boards of Registration in the
50 states in the accompanying CD-ROM.

The four steps required to become a Professional Engineer are:

1. Education. Usually satisfied by completing a B.S. degree in engineering
from an accredited college or university.

2. Fundamentals of Engineering Examination. An 8-hour examination
described in the next section of this appendix.

3. Experience. Following successful completion of the Fundamentals of
Engineering Examination, 2 to 4 years of engineering experience are
required.

1This exam used to be called “Engineer in Training.”

http://www.mhhe.com/engcs/electrical/rizzoni/student/olc/fiotwb.htm
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4. Principles and Practices of Engineering Examination. A second 8-hour
examination, also known as the Professional Engineer (PE) Examination,
which requires in-depth knowledge of one particular branch of engineering.

This appendix provides a review of the background material in electrical engi-
neering required in the Electrical Engineering part of the FE exam. This exam is
prepared by the National Council of Examiners for Engineering and Surveying2

(NCEES).

B.2 EXAM FORMAT AND CONTENT

The FE Examination is given twice a year (April and October) and is divided into
two 4-hour sessions. The morning (AM) session consists of 120 multiple-choice
questions (five possible answers). Each question is assigned 1 point. The topics
covered in the AM session are listed below.

Mathematics

Statics

Dynamics

Mechanics of Materials

Fluid Mechanics

Thermodynamics

Chemistry

Materials Science/Structure of Matter

Electrical Circuits

Engineering Economics

The topics covered in the morning session are intended to be general and are drawn
from the material covered in the first 2 years of an ABET curriculum. In partic-
ular, the Electrical Circuits section of the exam is intended to cover the material
presented in the first electrical engineering core requirement of an undergraduate
program.

The afternoon (PM) session lasts 4 hours, and consists of 60 multiple-choice
questions, each worth 2 points. The PM session is devoted to specific disciplines,
based on material drawn from the last 2 years of an ABET engineering curriculum.
The six disciplines are:

General

Chemical

Civil

Electrical

Industrial

Mechanical

The candidate is required to select one discipline out of the six listed above.

2P.O. Box 1686 (1826 Seneca Road), Clemson, SC 29633-1686
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B.3 THE ELECTRICAL ENGINEERING
SECTION OF THE FE EXAM

The following is a listing of Electric Circuits subject areas, which may be tested.
Note that the AM session contains material that is required of all candidates, while
the PM session topics are of interest to those candidates who choose the Electrical
discipline for the PM session. The chapter covering each of these topics in this
book is shown in parentheses next to the each topic. Note that the topics in the
AM and PM Electrical Circuits sessions are the same; however, the PM session
questions are more in-depth, and are intended for electrical engineering majors.
This appendix is aimed primarily at the AM session.
AM Electrical Circuits

Three-Phase Circuits
Line and phase currents and voltages for delta and wye (Chapter 7)
Computation of power (Chapter 7)

AC Circuits (Chapters 4 and 7)
Algebra of complex numbers (Appendix A)
Watts, Vars, apparent power and power factor (Chapter 7)
Phasor representation (Chapter 4)
Resonance (Chapter 6)
Reactance and impedance, susceptance and admittance (Chapter 4)
Concepts of time domain and frequency domain (Chapters 4 and 6)
Ideal Transformers (Chapter 7)

Diode Applications (Chapter 8)
DC Circuits (Chapter 3)

Relationship between current and charge
Current law and voltage law
Power and energy
Equivalent series and parallel elements
Theorems

Maximum power
Norton
Thévenin

Electric and Magnetic fields (Chapter 16)
Work done in moving a charge in an electric field
Basic relationships; i.e., force versus distance
Faraday’s law
Magnetic field of a current carrying conductor
Relationship between voltage and work (Chapter 2)

Capacitance and inductance
Energy storage (Chapter 4)
RL and RC transients (Chapter 5)

Final value
Initial value
Time constant

Operational amplifiers (ideal) (Chapter 12)
Transients (Chapter 5)

PM Electrical Circuits
Three-phase circuits
AC circuits
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Diode applications
DC circuits
Electric and magnetic fields
Capacitance and inductance
Operational amplifiers
Transients

B.4 REVIEW FOR THE ELECTRICAL
ENGINEERING SECTION OF THE FE
EXAMINATION

The remainder of this appendix is devoted to the presentation of background mate-
rial and sample questions on each of the major topics of the Electrical Engineering
section of the FE Examination. You will note that the topics have been rearranged
in the more natural order in which they appear in this book.

DC Circuits

The analysis of DC circuits forms the foundation of electrical engineering. Chap-
ters 2 and 3 cover this material with a wealth of examples. The following exercises
illustrate the general type of questions that might be encountered in the FE exam.

Check Your Understanding
B.1 Assuming the connecting wires and the battery have negligible resistance, the volt-
age across the 25-� resistance in Figure B.1 is

a. 25 V b. 60 V c. 50 V d. 15 V e. 12.5 V

2 Ω

25 Ω60 V

3 Ω

+
_

Figure B.1

Solution:
This problem calls for application of the voltage divider rule, discussed in Section 2.6.
Applying the voltage divider rule to the circuit of Figure B.2, we have

v25� = 60

(
25

3 + 2 + 25

)
= 50 V

Thus, the answer is c.

B.2 Assuming the connecting wires and the battery have negligible resistance, the volt-
age across the 6-� resistor in Figure B.2 is

a. 6 V b. 3.5 V c. 12 V d. 4 V e. 3 V

6 Ω12 Ω
12 V +

_

2 Ω

v

Figure B.2

Solution:
This problem can be solved most readily by applying nodal analysis (Section 3.1), since
one of the node voltages is already known. Applying KCL at the node v, we obtain

12 − v
2

= v

6
+ v

12

This equation can be solved to show that v = 4 V. Note that it is also possible to solve this
problem by mesh analysis (Section 3.2). You are encouraged to try this method as well.

B.3 A 125-V battery charger is used to charge a 75-V battery with internal resistance of
1.5 �. If the charging current is not to exceed 5 A, the minimum resistance in series with
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the charger must be

a. 10 � b. 5 � c. 38.5 � d. 41.5 � e. 8.5 �

Solution:
The circuit of Figure B.3 describes the charging arrangement. Applying KVL to the circuit
of Figure B.3, we obtain

imaxR + 1.5imax − 125 + 75 = 0

and using i = imax = 5 A, we can find R from the following equation:

5R + 7.5 − 125 + 75 = 0

R = 8.5 �

Thus, e is the correct answer.

1.5 Ω

+

–

+

–
75 V125 V

imax

R

Figure B.3

Capacitance and Inductance

The material on capacitance and inductance pertains to two basic areas: energy
storage in these elements, and transient response of the circuits containing these
elements. The examples below deal with the former part (covered in Chapter
4); the latter is covered under the heading “Transients” in this appendix, and in
Chapter 5 of the book.

Check Your Understanding
B.4 A coil with inductance of 1 H and negligible resistance carries the current shown
in Figure B.4. The maximum energy stored in the inductor is:

a. 2 J b. 0.5 J c. 0.25 J d. 1 J e. 0.2 J

0 2 4 6

i (A)

t (ms)

1

Figure B.4

Solution:
The energy stored in an inductor is W = 1

2Li
2 (see Section 4.1). Since the maximum

current is 1 A, the maximum energy will be Wmax = 1
2Li

2
max = 1

2 J. Thus, b is the correct
answer.

B.5 The maximum voltage that will appear across the coil is:

a. 5 V b. 100 V c. 250 V d. 500 V e. 5,000 V

Solution:
Since the voltage across an inductor is given by v = L(di/dt), we need to find the maximum
(positive) value of di/dt . This will occur anywhere between t = 0 and t = 2 ms. The
corresponding slope is:

di

dt

∣∣∣∣
max

= 1

2 × 10−3
= 500

Therefore vmax = 1 × 500 = 500 V, and the correct answer is d.

AC Circuits

AC circuit analysis emphasis proficiency in the use of complex algebra (see Ap-
pendix A for a review of this subject, including sample exercises), and is primarily
concerned with the use of AC circuits in electrical power systems. The following
exercises illustrate typical problems.



946 Appendix B Fundamentals of Engineering (FE) Examination

Check Your Understanding
B.6 A voltage sine wave of peak value 100 V is in phase with a current sine wave of
peak value 4 A. When the phase angle is 60◦ later than a time at which the voltage and the
current are both zero, the instantaneous power is most nearly

a. 250 W b. 200 W c. 400 W d. 150 W e. 100 W

Solution:
As discussed in Section 7.1, the instantaneous AC power p(t) is

p(t) = V I

2
cos θ + V I

2
cos(2ωt + θV + θI )

In this problem, when the phase angle is 60◦ later than a “zero crossing,” we have θV =
θI = 0, θ = θV − θI = 0, 2ωt = 120◦. Thus, we can compute the power at this instant as

p =
(

100√
2

4√
2

)
2

+
(

100√
2

4√
2

)
2

cos 120◦ = 250 W

The correct answer is a.

B.7 A sinusoidal voltage whose amplitude is 20
√

2 V is applied to a 5-� resistor. The
root-mean-square value of the current is

a. 5.66 A b. 4 A c. 7.07 A d. 8 A e. 10 A

Solution:
From Section 4.2, we know that

Vrms = V√
2

= 20
√

2√
2

= 20 V

Thus, Irms = 20/5 = 4 A. Therefore, b is the correct answer.

B.8 The magnitude of the steady-state root-mean-square voltage across the capacitor in
the circuit of Figure B.5 is

a. 30 V b. 15 V c. 10 V d. 45 V e. 60 V

+~–
30 V (rms)

10 Ω

+j10 Ω

–j10 Ω

Figure B.5

Solution:
This problem requires the use of impedances (Section 4.4). Using the voltage divider rule
for impedances, we write the voltage across the capacitor as

V = 30∠0◦ × −j10

10 − j10 + j10

= 30∠0◦ × (−j1) = 30∠0◦ × 1∠ − 90◦ = 30∠90◦

Thus, the rms amplitude of the voltage across the capacitor is 30 V, and a is the correct
answer. Note the importance of the phase angle in this kind of problem.

The next set of questions (Exercises B.9 to B.28) pertain to single-phase
AC power calculations and refer to the single-phase electrical network shown
in Figure B.6. In this figure, ES = 480∠0◦ V; IS = 100∠ − 15◦ A; ω =
120π rad/s. Further, load A is a bank of single-phase induction machines. The
bank has an efficiency (η) of 80 percent, a power factor of 0.70 lagging, and a load
of 20 hp. Load B is a bank of overexcited single-phase synchronous machines.
The machines draw 15 kVA and the load current leads the line voltage by 30
degrees. Load C is a lighting (resistive) load and absorbs 10 kW. Load D is a
proposed single-phase capacitor that will correct the source power factor to unity.
This material is covered in Sections 7.1 and 7.2.

+

–

Es
Load

D
Load

A
Load

B
Load

C

IS

Figure B.6
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Check Your Understanding
B.9 The root-mean-square magnitude of load A current, IA, is most nearly

a. 44.4 A b. 31.08 A c. 60 A d. 38.85 A e. 55.5 A

Solution:
The output power PO of the single-phase induction motor is: PO = 20 × 746 = 14,920 W.
The input electric power Pin is:

Pin = PO

η
= 14,920

0.80
= 18,650 W

Pin can be expressed as:

Pin = ESIA cos θA

Therefore, the rms magnitude of the current IA is found as

IA = Pin

ES cos θA
= 18,650

480 × 0.70
= 55.5015 ≈ 55.5 A

Thus, the correct answer is e.

B.10 The phase angle of IA with respect to the line voltage ES is most nearly

a. 36.87◦ b. 60◦ c. 45.6◦ d. 30◦ e. 48◦

Solution:
The phase angle between IA and ES is:

θ = cos−1 0.70 = 45.57◦ ≈ 45.6◦

The correct answer is c.

B.11 The power absorbed by synchronous machines is most nearly

a. 20,000 W b. 7,500 W c. 13,000 W d. 12,990 W e. 15,000 W

Solution:
The apparent power, S, is known to be 15 kVA, and θ is 30◦. From the power triangle, we
have

P = S cos θ

Therefore, the power drawn by the bank of synchronous motors is:

P = 15,000 × cos 30◦ = 12,990.38 ≈ 12.99 kW

The answer is d.

B.12 The power factor of the system before load D is installed is most nearly
a. 0.70 lagging b. 0.866 leading c. 0.866 lagging d. 0.966 leading e. 0.966 lagging

Solution:
From the expression for the current IS , we have

pf = cos θ = cos(0◦ − (−15◦)) = cos 15◦ = 0.966 lagging

The correct answer is e.

B.13 The capacitance of the capacitor that will give a unity power factor of the system
is most nearly

a. 219 µF b. 187 µF c. 132.7 µF d. 240 µF e. 132.7 pF

Solution:
The reactive powerQA in load A is:

QA = PA × tan θA
θA = cos−1 0.70 = 45.57◦
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Therefore,

QA = 18,650 × tan 45.57◦ = 19,025 VAR

The total reactive powerQB in load B is:

QB = S × sin θB = 15,000 × sin(−30◦) = −7, 500 VAR

The total reactive powerQ is:

Q = QA +QB = 19,025 − 7,500 = 11,525 VAR

To cancel this reactive power, we set

QC = −Q = −11,525 VAR

and

QC = −E
2
S

XC
and XC = − 1

ωC

Therefore, the capacitance required to obtain a power factor of unity is:

C = − QC

ωE2
S

= 11,525

120π × 4802
= 132.7 µF

The correct answer is c.

Transients

The FE Exam is primarily focused on first-order transients, as covered in Chapter
5. The concepts of initial and final value and of time constant are essential to the
solution of problems of this nature.

Check Your Understanding
B.14 The expression for the current in the 2-� resistor in Figure B.7 for time greater
than zero is:

a. −3e−0.5t + 3 A b. 3e−0.5t + 3 A c. −3e0.5t + 3 A
d. −6e0.5t + 6 A e. 6e−0.5t + 6 A

+
_12 V

4 H

2 Ω

t = 0

Figure B.7 Solution:
Applying KVL to the circuit when the switch is closed (t ≥ 0), we have

4
di

dt
+ 2i = 12

Solving the differential equation:

i(t) = Ke−0.5t + 6 A t ≥ 0

i(0−) = i(0+) = 0

Therefore,

i(t) = −6e−0.5t + 6 A t ≥ 0

Therefore, the correct answer is d.
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Three-Phase Circuits

Three-phase circuits are covered in Chapter 7. The FE exam requires proficiency
in the analysis of simple delta and wye circuits, as illustrated in the following
examples.

Check Your Understanding
B.15 A 3-phase circuit is shown in Figure B.8. Load resistors (66�) are connected in
delta and supplied by a 220-volt balanced three-phase source through three lines of 2-ohm
resistance. The magnitude of the root-mean-square, line-to-line voltage across each 66-ohm
resistor is most nearly

a. 198 V b. 110 V c. 201 V d. 220 V e. 120 V

2 Ω

66 Ω
2 Ω

2 Ω 66 Ω

66 Ω

22
0 

V
rm

s

Figure B.8

Solution:
Since the load in this problem is #-connected, it must first be converted to an equivalent
Y-form. The phase impedance of the #-connected load is 66 �, so the equivalent phase
impedance of the corresponding Y-form is:

ZY = Z#

3
= 66

3
= 22 �

The phase voltage is:

Vφ = 208√
3

∠0◦ V

The per-phase equivalent circuit of this problem is shown in Figure B.9. The load voltage
is obtained by the voltage divider rule:

VL = 22

2 + 22
× Vφ = 208 × 22√

3 × 24
= 201.67√

3
∠0◦ V

The rms line-to-line voltage across the 66 � resistor therefore is:

V66� =
√

3VL = 201.67∠0◦ V

The correct answer is c.

Vφ
+ –

22 Ω

2 Ω

Figure B.9

B.16 A three-phase load is composed of three impedance of 9.0 + j9.0 ohms and
connected in wye. The balanced three-phase source is 208 volt (line to line). The current
in each line is most nearly

a. 40 A b. 16.3 A c. 13.3 A d. 9 A e. 6 A

Solution:
The phase voltage is 208/

√
3. Therefore, the magnitude of phase current Ian is

Ian =
(

208√
3

)
9 + j9

= 208√
3

1

12.73
= 9.43 A

The line current is equal to the phase current in a Y-connected system. The answer is d.

The next four questions refer to a three-phase system with line-to-line voltage
of 220 V rms, with ABC phase sequence, and with phase reference VAB shown in
the phase diagram of Figure B.10. The load is a balanced delta connection, shown
in Figure B.11 with branch impedances Z = 30 − j40 ohms, j = √−1.

VCA

VBC

VAB

Figure B.10

IA

IB

IC

IAB

IBC

VAB

VBC ICA

A

Z

C

Z
Z

B

+

+

–

–

Figure B.11



950 Appendix B Fundamentals of Engineering (FE) Examination

Check Your Understanding
B.17 The phase current is most nearly

a. 4.4∠53.13◦ A b. 2.4∠53.13◦ A c. 4.4∠0◦ A
d. 4.4∠ − 53.13◦ A e. 2.4∠ − 53.13◦ A

Solution:
The load current IAB is given by

IAB = VAB

Z
= 220∠0◦

30 − j40
= 220∠0◦

50∠ − 53.13◦ = 4.4∠53.13◦A

The correct answer is a.

B.18 The line current IA (in amperes) is most nearly

a. 4.4∠ − 186.87◦ b. 4.4∠23◦ c. 7 d. 7.6∠23◦ e. 7∠ − 186.87◦

Solution:
The current phasor diagram for this #-connected system is shown in Figure B.12. From
the relationship among three-phase currents, we have

ICA = IAB∠ − 240◦ = 4.4∠(53.13◦ − 240◦) = 4.4∠ − 186.87◦A

From the phasor diagram, we have

IA = IAB − ICA = 4.4∠53.13◦ − 4.4∠ − 186.87◦

= 2.64 + j3.52 − (−4.37 + j0.53) = 7.62∠23.1◦A

Therefore, the correct answer is d.

IC

ICA

–IAB

IB

IBC

–ICA

IA

IAB

–IBC

Figure B.12

B.19 The power factor is most nearly

a. 1.0 b. 0.6 leading c. 0.866 leading d. 0 e. 0.8 lagging

Solution:
The impedance angle θ is:

θ = tan−1 40

30
= 53.13◦

Therefore, the power factor is:

pf = cos θ = 0.6, leading

We can also get the answer directly from the expression for the current IAB . The correct
answer is b.

B.20 The total real power delivered from the source to the load is most nearly

a. 1496 W b. 580 W c. 1742 W d. 2904 W e. 850 W

Solution:
The total power P delivered to the balanced load is:

P = 3VABIAB cos θ = 3 × 220 × 4.4 × 0.6 = 1742.4 ≈ 1742 W

The answer is c.

Diode Applications

Chapter 8 covers all of the diode material that is relevant to the FE exam. The
following examples illustrate typical questions.
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Check Your Understanding
B.21 The circuit of Figure B.13 is a

a. Peak detector. b. Half-wave rectifier. c. Bridge rectifier.
d. Voltage doubler. e. Full-wave rectifier.

vout
vin

L

C C

Figure B.13

Solution:
The correct answer is e.

B.22 The inductor L and the capacitor C serve the function of

a. Converting the AC input to DC output.
b. Increasing the peak value of the output voltage.
c. Protecting the diodes.
d. A high-pass filter.
e. Reducing the ripple component of the output voltage.

Solution:
The correct answer is e.

B.23 The ideal diode D in Figure B.14 will always conduct if:

a. V1 is greater than V2. b. V2 is greater than V1.
c. V1 is greater than 1 V. d. R2 is an open circuit.
e. R1 is an open circuit.

V1 V2

R1 D

i

R2

Figure B.14
Solution:
Using the methodology developed in Chapter 8, we assume that D conducts, resulting in
the following expression for the diode current.

i = V1 − V2

R1

This expression will result in a positive current only if V1 is greater than V2. When this
condition applies, the assumption that the diode conducts is correct; thus, a is the correct
answer.

Operational Amplifiers

The coverage of operational amplifiers in this book is well beyond the scope of
the FE Exam. Sections 12.1 to 12.3 cover all of the required material on ideal
op-amps.

Check Your Understanding
B.24 In the circuit of Figure B.15, which value is closest to v3 if R1 = 2.2 k�,
R2 = 1.5 k�, R3 = 18 k�, v1 = 120 mV and v2 = −40 mV?

a. −250 mV b. 500 mV c. −500 mV d. 1.46 V e. −1.46 V

+

–

v1

v2

v3

R1

R2

R3

Figure B.15

Solution:
Using the summing amplifier equation in Chapter 12, we calculate:

v3 = −R3

R1
v1 − R3

R2
v2 = − 18

2.2
(120)− 18

1.5
(−40) = −501.8 mV

Thus, the nearest answer is c.

B.25 In Figure B.15, if R1 = 2.2 k�, R3 = 18k�, v1 = 120 mV and v2 = −40 mV,
choose the value of R2 such that v3 = 0.

a. 1.2 k� b. 5 k� c. 7.33 k� d. 0.733 k� e. 0.5 k�
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Solution:
Using the summing amplifier equation in Chapter 12, we calculate:

v3 = −R3

R1
v1 − R3

R2
v2 or 0 = − 18

2.2
(120)− 18

R2
(−40)

120

2.2
= 40

R2

R2 = 2.2 × 40

120
= 0.733 k�

Thus, the nearest answer is d.

Electric and Magnetic Fields

Some of the basic ideas on electric fields, voltage, charge, and work are covered in
Chapter 2. Faraday’s law and other magnetic field concepts are covered in Chapter
16. Two examples are given below.

Check Your Understanding
B.26 Which of the following is a true characteristic of magnetic flux lines?

a. They cross each other.
b. They begin and end on electric charges.
c. They are parabolic.
d. They are continuous.
e. None of the above.

Solution:
As discussed in Chapter 15, magnetic flux lines are continuous. Thus, d is the correct
answer.

B.27 For the circuit of Figure B.16, where i = 2A, φ = 1 × 10−3 Wb, cross-sectional
area = 5 in2, and the mean flux path length = 2 in, the total reluctance R of the magnetic
circuit in (A · t · in2)/Wb is

a. 1 × 105 b. 2 × 105 c. 1.5 × 105 d. 3.5 × 104 e. 2 × 105i

Figure B.16

Solution:
From Chapter 16, the relationship between magnetomotive force and flux is

F = φR
Also, the magnetomotive force is related to the current i by

F = Ni = 100 × 2 = 200 A · t

which means that the reluctance is

R = F
φ

= 200

1 × 10−3
= 200,000

A · t · in2

Wb

Therefore, the answer is b.

The nonelectrical engineer will be frequently exposed to electrical machinery.
This subject is covered in Chapters 17 and 18. The most popular electric machines
in engineering applications are the DC motor and the AC induction motor. The
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former is discussed in the first half of Chapter 17, while the latter is discussed in
Chapter 17 (three-phase motors) and in Chapter 18 (single-phase motors).

Check Your Understanding
B.28 A four-pole synchronous motor operating from a 60-Hz supply will have a syn-
chronous speed, in rev/min, of

a. 900 b. 1,800 c. 1,200 d. 3,600 e. 4,800

Solution:

Frequency = (no. of poles/2) × rev/min/60)

Therefore,

60 = (4/2)× (rev/min/60)

or rev/min = 1,800. Thus, b is the answer.

B.29 The armature resistance of a 55-hp, 525-V, DC shunt wound motor is 0.4�. The
full-load armature current of this motor is 80 A. If the initial starting current is 175 percent
of the full-load value, the resistance of the starting coil in � should be nearest to

a. 6.6125 b. 3.75 c. 3.35 d. 4.15 e. 2.75

Solution:

Istart(starting current) = 1.75 × 80 = 140 A

Therefore, the total resistance is

R = V

IS
= 525

140
= 3.75 �

Thus, the resistance of the starter is 3.75 − 0.4 = 3.35 �. The correct answer is c.

B.30 The speed of an AC electric motor

a. Is independent of the frequency.
b. Is directly proportional to the square of the frequency.
c. Varies directly with the number of poles.
d. Varies inversely with the number of poles.
e. None of the above.

Solution:
The speed varies inversely with the number of poles and directly with the frequency. Thus,
d is the correct answer.
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A P P E N D I X

C

Answers to Selected Problems

Chapter 2

2.4 a. 360,000 C
b. 224.7 × 1022

2.12 Element A: 300 W (dissipating)
Element B: 375 W (dissipating)
Element C: 675 W (supplying)

2.15 2.88 �, 1.92 �; 1.152 �.

2.19 R = 18 k�, v = 16 V, v1 = 2 V, I = 0.5 mA.

2.28 a. 12 � b. 0.5 A c. 3 W d. −2 V e. 1 W

2.49 a. vout(x) = ex

2203
b. x = 9.08 cm

2.54 a. rB = 0.061 � b. rB = 84.1 �

2.56 a. i ≈ 1 mA b. ra = 9.28 �

2.60 Without
With meter meter in
in circuit circuit

a 8.61 mA 8.92 mA

b 39.6 mA 47.2 mA

c 61.9 mA 82.6 mA

d 65.6 mA 89.3 mA
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Chapter 3

3.3 i1 = −0.143A i2 = −0.856A

3.13 v = 0.66V

3.17 i = 8.29A

3.20 AV = v2

v1
= −0.04

3.32 RTH = 4 � vTH = −2.14 V

3.36 IN = iSC = 12.5 A RN = RTH = 0.57�

3.39 IN = −3.05 A

3.46 io = 2i = 0 ⇒ RN = ∞
3.58 a. I = 52.2 mA; V = 4.57 V b. Rinc = 43.8 �

c. I = 73 mA; V = 5.40 V; Rinc = 37 �

Chapter 4

4.1 vL(t) = 377 sin

(
377t − 5π

6

)
V

4.7 w1F = 72 J w1H = 8 J w2H = 4 J w2F = 36 J

4.18 xrms = 2.87 V

4.20 vrms = 6.40 V

4.23 irms = 1.1547 A

4.38 i(t) = 2.12 cos
(
ωt − π

8

)
A

4.43 vout(t) = 90 cos(ωt) V

4.48 a. ZT = 500 + j10.01 �, VT = 10∠0◦ V b. ZT = 500 − j10.01 �, VT = 10∠0◦ V

4.50 i(t) = 0.2357 cos(2t + 45◦) A

4.54 ZT = 2 �

4.57 VT = 1.414∠45◦ V

Chapter 5

5.21 a. vc(0−) = vc(0+) = 0 V b. τ = 48 s c. vc(t) = −8e−1/48t + 8 V t > 0
d. vc(0) = 0 V; vc(τ ) = 5.06 V; vc(2τ) = 6.9 V; vc(5τ) = 7.95 V; vc(10τ) = 8.0 V

5.23 a. vc(0−) = 11.67 V b. Vc(t) = −11.09e−3/70t + 11.67 V t > 0

5.26 τ = 0.923 ms; τ ′ = 1.333 ms.

5.28 a. τ = 5.005 ms b. τ = 5 µs

5.39 For t > 5s, the inductor current is: i(t) = 2 + e−0.041t {−3.641 cos[0.220(t − 5)] + 1.77 sin[0.220(t − 5)]} A

5.42 L = 1.6 mH, R = 560 �

5.45 v(t) = −12e−2t − 12te−2t + 12 V for t > 0

5.48 v(t) = 18e−t − 3e−6t V t > 0

Chapter 6

6.2 a.

∣∣∣∣Vout

Vin
(jω)

∣∣∣∣ = 1√
4 + 0.01ω2

φ(jω) = − arctan(0.05ω)

6.5 a. ωCO =
√

B

C

b. At high frequencies the slope is zero.
c. At low frequencies the Bode plot is sloping up at 20 dB/decade.
d. At high frequencies, |V | → A√

C
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6.9 a. Zab = jωL

1 − ω2LC
b. ω = 1√

LC
= 106 rad/s

6.35 a. Zf (ω = 2π60) = 0.581 × 106 − j30.8 × 103 b. |Vo(ω = 2π60)| = 258 µ V

6.38
Vo(jω)

VS(jω)
= −jω3K − ω2K2

−jω32K − ω2

(
2K2 + 1

K2

) + jω2K + 1 where K = 2000π

Chapter 7

7.2 5.76 kW

7.3 a. 800 W b. 800 W c. 478.6 W d. 1700 W

7.6 a. 0.56 b. 56.25◦ c. 5.56 ± j8.31 � d. 5.56 �

7.10 a. 0.848 leading b. 0.9925 lagging c. 0.08716 leading d. 0.9487 lagging

7.13 P1 = 112.5 W, Q1 = 48.4 VAR P2 = −7.81 W, Q2 = −33.2 VAR

7.17 S = 2,070.3∠28.97◦ VA

7.20 IOLD = 10.4∠ − 0.644 A INEW = 8.77∠ − 0.318 A C = 77.6 µF

7.30 a. 869.57 A b. 400 kW c. 320 kW d. 280 kW e. 0.75

7.34 VS = 245.1∠ − 3.136 V

7.38 11.448∠2.36 A

7.41 IR = 22 A; IW = 22∠(2π/3) A; IB = 22∠
(

4π

3

)
A; IN = 0 A

7.51 IA = 5.3∠(0.244) A; IB = 5.3∠(−1.85) A IC = 5.3∠(−1.85) A; IN = 2.56∠
(−π

6

)
A P = 2262.8 W

Chapter 8

8.9 a. R = 860� b. Emin = 1.56 V

8.11 a. Reverse-biased b. Forward-biased c. Reverse-biased d. Forward-biased e. Forward-biased

8.12 Vin > 0

8.13 a. D2 and D4 are forward-biased; D1 and D3 are reverse-biased. vout = −4.3 V.
b. D1 and D2 are reverse-biased; D3 is forward-biased. vout = −9.3 V.
c. D1 is reverse-biased; D2 is forward-biased. vout = 4.3 V.

8.20 a. Source voltage is a 16.97-V peak sinusoid. Load voltage is a 15.77-V
half-wave rectified sinusoid. D1 and D4 are on during the positive half cycle
of the source voltage; D2 and D3 are on during the negative half cycle of the
source voltage.

b. The load voltage waveform is a periodic exponential charging-discharging
waveform going from 1.96 to 15.77 V and back.

c. Now the amplitude of the “ripple” is greatly reduced, going from 13.34 V to
15.77 V.

8.36 i = 14 mA and v = 0.6 V

8.38 RSmin = 46.2 �; RSmax = 133.3 �

8.51 〈vout〉 = 4.3 V

8.53 a. ISW = 0; IS = IB = 0.31 A
b. IS = 13 A, IB = −0.96 A; ISW = 13.96 A
c. The battery will be drained of its charge because of the small resistance.
a′. ISW = 0; IS = IB = 0.25 A
b′. IS = 13 A, IB = 0 A; ISW = 13 A.
c′. The battery will not be drained, because of the large reverse resistance of the diode.
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Chapter 9

9.2 a. Saturation b. Active c. Saturation d. Cutoff

9.4 a. VCE = 6.65 V b. IC = 5.9 mA c. P ≈ 39 mW

9.13 a. VB = 0.3 V b. IB = 15 µA c. IE = 800 µA d. IC = 785 µA e. β = 52.333 f. α = 0.981

9.23 Active (triode) region.

9.26 VD = 2.2 V; R = 44.5 k�

9.31 iD = 0.25 mA

9.33 a. rDS = 250 � b. vGS = 0 V

Chapter 10

10.1 a. IB = 0.142 mA; IC = 21.3 mA; VCE = 5.78 V b. hie = 4.93 k�; hfe ≈ β = 150

10.5 a. RE = 1.81 k� b. RC = 8.27 k� c. AV = −4.15

10.8 a. Pmax = 0.02694 + 0.5 = 527 mW b. 3.69 ms

10.10 a. Ai = 9,300 b. Rin = 27.7 k�

10.48 5,833 � ≤ RB ≤ 18,333 �

10.52 This circuit performs the function of a 2-input NAND gate.

10.55 The two transistors at the top are cut off and the two at the bottom are on.

Chapter 11

11.2 RS = VZ − VBE

I
= VZ − 0.6

I

11.3 Vout = VZ + Vγ

11.6 a. vL(t) = (10 − 0.7) sinωt (positive half cycle) b. 〈vL〉 ≈ 2.96 V

Chapter 12

12.7 a. v1 = vg

4
b. v1 = vg

2
12.11 Av = −2; G = 10 S

12.15 a. RS = 10 k� b. vo(t) = 0.001 2 × 10−3 sinωt V

12.17 RS1 = 40 k�; RS2 = 2 k�; RS3 = 5 k�; RS4 = 0.625 k�

12.34 R3 ≈ 102 k�, R4 ≈ 5 M�

12.46 a.
Vout

Vin
= −1 + jωR2C

jωR1C
b. 0.04 dB c. Gain = −1.0008; phase = 3.1 rad d. ω > 196.5 rad/s

12.52 a. t = 104 ms b. t = 120 ms

12.55
d2x

dt2
− 4,000x(t) = 16,000f (t)

12.58 CMRRmin = 74 dB

12.61 a. ACL = 1.9999 b. ACL = 5.9999

Chapter 13

13.2 a. 10, 1010 b. 102, 1100110 c. 71, 1000111 d. 33, 100001 e. 19, 10011

13.6 a. 11100 b. 1101110 c. 1000

13.13 F(X, Y,Z) = YZ +XYZ

13.16 F = A+ C
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13.25 F(A,B,C,D) = (CD)((A+ B)C + ABC)

13.28 f = BC + AB + ABC

13.34 A+ B

13.38 f = BD + ACD

13.45 F = ACD + ABC + ABC

13.56 The circuit operates as a 4 of 16 decoder.

Chapter 14

14.7 A 10-kHz clock increments a 16-bit binary counter. The count is held by a latch, and then converted to BCD for use
with seven-segment displays.

14.7 This is briefly discussed in the digital counters section, in Chapter 14.

14.15 a. n(n− 1) b. 2n

14.17 “Static” means that memory contents do not have to be refreshed. “Nonvolatile” means that the information in the
memory is not lost when the power is off.

Chapter 15

15.14 A = 21

15.16 Adiff = 110

15.20 n = 2

15.24
vout(jω)

vs(jω)
= (jω)2/K

(jω)2 + jωK1 −K2

K = RB

RA + RB

K1 = 1

KR1C1
− 1

R2C2
− 1

R1C1
− 1

R2C1

K2 = 1

R1R2C1C2

15.28 C1 = C2 = 1 µF; R1 = 1.8 �, R2 = 23 �

15.39 1. Digital signals are less subject to noise.
2. Digital signals are directly compatible with digital computers, and can therefore be easily stored on a disk, or
exchanged between computers.

15.43 a. va = −3.6 V b. (va)max = −4.5 V c. δv = 0.3 V d. n = 8

15.50 a. va = −0.8425 V b. (va)max = −10 V c. δv = 2.44 mV d. Choose a 15-bit ADC.

15.55 n = 13

15.59 fmax = 104.15 Hz

15.63 n = 9

15.67 Since the required noise protection level is ±150 mV, R1 = 100 k�, R2 = 1.8 k�. R3 = 16.2 k�

15.76 C = 0.91 µF

Chapter 16

16.3 a. Wm = 1.25 J L: = 2 H b. vL(t) = sin(2πt)+ 4π cos(2πt)

16.22 a. N = 5 b. V1 = 353.6∠ − 0.015 V I1 = 0.066∠ − 0.89 A Pin = 14.98 W efficiency = η = 80.1%

16.27 α = 1/8

16.38 f = 173.5 N
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16.39 a. R = x

µ0w2
+ lg

µ0w(w − x)
b. Wm = (N1 +N2)

2i2

2R
c. f = i2

2

(N1 +N2)
2µ0w

2

x2

16.41 i = 1.784 A

16.45 a. f = −1.55 N

Chapter 17

17.2 φ = 0.32 mWb

17.9 a. Ia = 83.33 A b. Va = 124.17 V

17.14 Ploss = 2.647 kW; Pin = 17.647 kW.

17.19 a. ia = 42.93 A, ωm = 106.3 rad/sec Pdev = 8.952 kW Po = 8,452 W Tsh = 72.1 N-m

17.24 a. Nseries = 120

8
= 15 turns

b. (1) TX = 1.13 NM (2) TX = 0.55 N-m (3) TX = 9.54 N-m (4) TX = 20.53 N-m

17.39 Is = 54.23∠(0.42) A Pin motor = 18.85 kW Pin total = 27.10 kW pf = 0.991 leading

17.45 Pmax = 3.096 MW Tmax = 123.2 kN-m

17.49 s = 0.025; Is = 54.6∠(0.35) A; Pin = 35.6 kW; Psh = 32.17 kW; Tsh = 175 N-m; efficiency = 0.904

17.54 Is = 11.02∠ − 26.2◦ A; Pin = 3,426 W; Pm = 3,121 W; Tsh = 17.24 N-m

17.62 Is = 9.39∠ − (0.474) A pf = 0.8898 lagging

Chapter 18

18.7 v = Ri + L
di

dt
+KEω T = KT i = (Jm + JL)

dω

dt
+Dω + TF + TL

18.12 The motor will require 24 stator teeth and 2 rotor teeth.

18.16 F1 = F1 max cos(ωt) cos θ

= 1

2
F1 max cos θ cos(ωt)− 1

2
F1 max cos θ sin(ωt)

+ 1

2
F1 max cos θ cos(ωt)+ 1

2
F1 max cos θ sin(ωt)

= FCW + FCCW

18.21 Pmech = 201.68 W

18.25 a. efficiency = 61.43% b. 5,238.1 rev/min c. 22.5 W d. 36.05 W e. 6, 091.9 rev/min

18.28 It will work. The b and c windings will produce a magnetic field similar to a single phase machine, that is, two
components rotating in opposite directions and the a winding would act as a starting winding. The phase shift
provided by the capacitor is needed to provide a nonzero starting torque.
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