\e ISSN: 2349-7637 (Online)
j: Volume-1, Issue-2, September 2014
e RESEARCH HUB - International Multidisciplinary Research

Journal

Research Paper
Available online at: www.rhimrj.com

Artificial Intelligence for Speech Recognition

Prof. Manish G. Gonhil
Lecturer,
Computer Science
Smt. S. J. Varmora BBA & BCA Mabhila College
Wadhwan City, Surendranagar
Guijarat (India)
manish.mca31@gmail.com

Abstract: This paper presents how Speech Recognijtithe most important application of Artificial Irglligence grows in
technology. The notion of Al is well known due ttsipopularity in science fiction movies which depitumans interacting
with machines as they would with other humans. Sgleeand gestures are the natural means of communicatused by
humans to interact with each other. Speech Recogmitmakes it possible for you to speak to a compu&peech Recognition
Software is the technology that transforms spokemrds into alphanumeric text and navigational commas Speech
Recognition is used in legal and medical transcig, the generation of subtitles for live sports @rcurrent affairs programs
on television. In naturally spoken language, theage no pauses between words, so it is difficult Eocomputer to decide where
word boundaries lie. Automatic speech recognitianthe process by which a computer maps an acougieech signal to text.
These powerful trends will drive the next generatiof information technology into the mainstream kabout 2010.
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INTRODUCTION

Making machines more like human beings has alwagnla strong desire of man. This desire has lddet@mergence of
disciplines like artificial intelligence (Al) whickmulate human behavior in machines. The notioflla$ well known due to its
popularity in science fiction movies which depiainmans interacting with machines as they would wither humans. The
concepts used in Al include the principles outlitgdnan machine interfacing (MMI) which allows theeation of machines that
are more usable for humans. Speech and gesturéiseamatural means of communication used by hurtmigeract with each
other.

Speech technology is currently at a stage whegantbe used but only in a constrained way whidhpabh does not provide
seamless interaction, does mean a step towarfipeech recognition technology is required by a nma&cto be able to interpret
human speech. Although speech recognition techgdiag been under development for many years itnisadbeen established
enough to be used with PCs until recently. Accurauy speed are two major factors that are necessangke speech interfaces
practical for frequent use. Hardware used in peaksoomputers is now advanced enough to supply énpugcessing power to
be able to run speech recognition at a usable speediracy of speech recognizers is also improvBgne commercial speech
recognizers can now handle continuous speech witlaczuracy of more than 90%. Speech synthesisqgsiresl to allow
computers to communicate back to the user in spegmbech synthesis tools are also now widely availeexamples of such
tools are Microsoft's Speech API and Speech WogeeShify.

How TO RECOGNIZE SPEECH?

Simple inquiries about bank balance, movie schegwdad phone call transfers can already be
handled by telephone-speech recognizers. Voicgadet data entry is particularly useful in medical
or darkroom applications, where hands and eyesiaagailable. Speech could be used to provide
more accessibility for the handicapped (wheelchaiobotic aids, etc.) and to create high-tech
amenities (intelligent houses, cars, etc.)The 198@mwvs the first commercialization of spoken
language understanding systems. Computers can nderstand and react to humans speaking in a
natural manner in ordinary languages within a kaittomain.
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WHAT IS SPEECH RECOGNITION ?

You hear a version of it every day. Each time yall your bank for balances, or call the local tkedbr movie times and
pricing. Each time you call a business and youdarected by an automated voice you are interactiith a type of Speech
Recognition, better defined as telephone-speedagrérers. Speech Recognition makes it possiblgdarto speak to a computer.

WHAT IS SPEECH RECOGNITION SOFTWARE ?

Speech Recognition Software is the technology titeattsforms spoken words into alphanumeric text and
navigational commands. To increase dictation piagtjst generates an additional dictionary of theras
used. A main factor of Speech Recognition Softvisthe language model.

WHAT IS THE LANGUAGE M ODEL ?

Speeclhdriacing Recogiaih of Speech Frequency

The Language Model analyzes your speech. In thémery anguage Model decides which words you saidsiadvs them on
the screen. A new technology, called natural lagguspeech recognition, is markedly improving vacévated self-service.
Powered by artificial intelligence, these speedtegaition systems are altering consumer perceptabosit phone self-service, as
calls for help no longer elicit calls for help.

WHAT DO YOU NEED TO RUN SPEECH RECOGNITION SOFTWARE ON YOUR COMPUTER?

To run Speech Recognition Software on your compytan will need a fast CPU at least a minimum o®M®iz, and plenty
of RAM at least 128M. The next item you will needlvoe a good quality microphone. This is the kefien using Speech
Recognition. Desktop microphones will not do thke; jthey tend to pick up more ambient noises. Haeld microphones are not
a good idea; they can be cumbersome to pick upafiime and they do not limit the amount of ambimsise. The best choice is
the headset style microphones. The ambient noisgngnized and the microphone stays close to yooutim all the time. The
last item you will need is a good sound card.

Camera Microphone (Voice) Translator
SOFTWARE DESIGNED TO MAKE LIFE EASIER

With Speech Recognition software you can write ésnanemos, reports, list anything you would normailpe on the
computer. With Speech Recognition you can tell ysamputer what to do. With Imagine opening web gagih just your voice
or dialing phone numbers from your address book. igssibilities are endless.

WHAT SHOULD YOU DO BEFORE PURCHASE SPEECH RECOGNITION SOFTWARE ?

» Compare prices and shop for the best deals

» Determine how many languages can the software stppo

» Determine what type of technical support is offered

» Make sure your computer has plenty of Ram, a goedophone, and a good sound card.
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CLASSIFICATION OF SPEECH RECOGNITION

» Whether they require the user to "train" the systemecognize their own particular speech patternsot.

» Whether the system is trained for one user onig epeaker independent.

» Whether the system can recognize continuous spiea@uguires users to break up their speech intretis words.

» Whether the system is intended for clear speecleriaftor is designed to operate on distorted feanshannels (e.qg.
cellular telephones) and possibly background noisenother speaker talking simultaneously.

» The context of recognition - digits, names, freetences.

USE OF Al FOR SPEECH RECOGNITION

Despite the apparent success of the technologypémple use such speech recognition systems andigitop computers. A
typical office environment, with high amplitude ledickground speech, is one of the most adverseagmuénts for current speech
recognition technologies, and large-vocabulary esyst with speaker-independence that are designegbdoate within these
adverse environments have significantly lower reddgn accuracy. The typical achievable recognitiate as of 2005 for large-
vocabulary speaker-independent systems is about®B%ofor a clear environment, but can be as lowG% for scenarios like
cellular phone with background noise.

Speech recognition systems have found use wherspthed of text input is required to be extremesy. fihey are used in legal
and medical transcription, the generation of sldstifor live sports and current affairs programdedavision; not directly but via
an operator that re-speaks the dialog into softviai@ed in the operator's voice; in such casesopierator also has special
training, first to speak clearly and consistentlyhaximize recognition accuracy, second to indigaiactuation by various
techniques, and also often domain-specific trairfggpecially in medical or legal contexts). In aoawms and similar situations
where the operator's voice would disturb the prdicegs, he or she may sit in a soundproofed bootvear a Steno mask or
similar device.

Speech recognition is sometimes a necessity faolpeeho have difficulty interacting with their conmers through a keyboard,
for example, those with serious carpal tunnel symdy, damaged hands or arms, or other physicakbliimits. Speech recognition
technology is used more and more for telephoneicgifuns like travel booking and information, firdal account information,
customer service call routing, and directory aasist. Research and development in speech recagtétibnology has continued
to grow as the cost for implementing such voicévattd systems has dropped and the usefulnessfficaty of these systems
has improved. For example, recognition systemsmoptid for telephone applications can often suppfgrimation about the
confidence of a particular recognition, and if tanfidence is low, it can trigger the applicatienprompt callers to confirm or
repeat their request. Furthermore, speech recogriitas enabled the automation of certain applieatthat are not automatable
using push-button interactive voice response (I'g¥tems, like directory assistance and systemsattmav callers to "dial" by
speaking names listed in an electronic phone bekertheless, speech recognition based systemsréineaexception because
push-button systems are still much cheaper to imefe and operate. Speech recognition is also usedgpeech fluency
evaluation and language instruction.

The application of computer speech recognitionugffomore limited in utilization and practical conience, has made it
possible to interact with computers by using spesstead of writing. Modern speech recognition ey are generally based on
hidden Markov models (HMMs). This is a statistioabdel which outputs a sequence of symbols or giiesitiHaving a model
which gives us the probability of an observed saqaef acoustic data given one or another wordv@d sequence) will enable
us to work out the most likely word sequence byapplication of Bayes' rule:

Pr(acoustics | word) Pr(word)

Pr(ward | acoustics) = .
: Pr(acoustics)

For a given sequence of acoustic data (think Waeg Pr(acoustics) is a constant and can be ighdPe(word) is the prior
probability of the word, obtained through languagedeling (a science in itself; suffice it to sawttiPr(mushroom soup) >
Pr(much rooms hope)); Pr(acoustics word) is thetrmw®lved term on the right hand side of the emumand is obtained from
the aforementioned hidden Markov models.

TECHNICAL PROBLEMS

Co-articulation of phonemes and words, dependinthennput language, can make the task of spe@dynéion considerably
more difficult. In some languages, like English;articulator effects are extensive and far-reachidgnsider for example the
sentence "what are you going to do?", which wheskep might sound like "whatchagonnado?", which &gshonetic signal
which is very different from the expected phonsignal of each word separately.
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Intonation and sentence stress can play an imgaénin the interpretation of an utterance. Asiraple example, utterances
that might be transcribed as "go!", "go?" and "geah clearly be recognized by a human, but deténgiwhich intonation
corresponds to which punctuation is difficult focamputer. Most speech recognition systems arelenatprovide any more
information about an utterance other than what wevdre pronounced, so information about stressraodation cannot be used
by the application using the recognizer.

In naturally spoken language, there are no pauséselkn words, so it is difficult for a computer decide where word
boundaries lie. Some sets of utterances can sdwndame, but can only be disambiguated by an appeaintext. A general
solution of many of the above problems effectivelguires human knowledge and experience, and wbuklirequire advanced
pattern recognition and artificial intelligence haclogies to be implemented on a computer. In @aetr, statistical language
models are often employed for disambiguation angtévement of the recognition accuracies.

SPEECH IN EDUCATION

Speech-enabled applications and hardware are siogda finding their way into the classroom andoirthe offices of
educators at all levels of education, but educatiapplications still represent a small, thoughagng, and segment of the speech
technology market, according to industry analysts.

AUTOMATIC SPEECH RECOGNITION

Automatic speech recognition is the process by whicomputer maps an acoustic speech signal toAakdmatic speech
understanding is the process by which a comput@sraa acoustic speech signal to some form of athstreaning of the speech.
Speech synthesis is the task of transforming writbeput to spoken output. The input can either bevided in a
graphemes/orthographic or a phonemic script, dépgrah its source. As a consequence of its relimmcphonology, linguistics,
signal processing, statistics, computer scienceyusics, connectionist networks, psychology anceofields, there are many
technologies involved in speech technology.

SPEECH RECOGNITION CUTS PRINTING , PERSONNEL COSTS.

Before installingintelliISPEECH®, operators had time to do little else thandfer calls. Now callers can simply ask for the
faculty member, department or student they wani&fdgomatic connection rather than asking the opetatbe connected. The
university opted for a speech-enabled system rahlizer a simple touchtone system to replace priectbries because it's much
simpler and quicker for people to say a name rdthaar search for the letters of a person’s name teephone keypad.

In addition to replacing the print directories, gpeech-enabled directory enables universitiesnppl@y fewer operators and
to spend less time training the operators theyal@ hAdditionally, Yellow Pages’ ads and univergitynted listings can only be
changed as often as the directories go to primt,nazy become outdated shortly thereafter. The $pepabled auto attendant, on
the other hand, enables authorized users to mamgelk on the fly.

L IMITATIONS OF SPEECH RECOGNITION

Man has been constantly trying to create machimatsresemble him. Perhaps, it is the inner urgean to replicate him that
prompts him to make machines that are very sinbddrim. Speech recognition software has been ammagakthrough that has
given us the ability to “talk” with computers. Spaeecognition is a very powerful tool indeed, ddesing the fact that speech is
one of the main characteristics that separates hsifnam animals.

If speakers need to specifically say the punctuatiato their computer’s mic, that would createeaywdifficult problem for
many, since we are not used to speaking punctgaiioreal life. This in turn means that the usap@ind ease of the software is
greatly reduced, which can be considered as negatipects of the software.

The speech recognition software is not at all @isendly even though you only need to take your amd speak words into
it. This is because the speech recognition softwarmot distinguish between background soundsl@madund of the user. The
software may catch the voice of others speakingpénroom, or may catch the voice of computer keysts, the sound of other
electrical goods etc and type words on the screanhas no relation to what the user might be ¢gryospeak. This makes the
software exclusive because it can be used onlyB®<Cor other officials who may be given a separmaden and facilities in the
office.

The software has to be spoken to very slowly. Ofteople who talk fast will see gibberish appeadngheir screen because
the software cannot decipher the words spokench baste. Often speaking slowly will make peopkelthe tempo with which
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ideas flow into their minds. Hence, speaking slowlyl kill their flow of ideas and may significantlaffect their ability to
construct proper sentences and coherent ideas.

Speech recognition software cannot measure thei@msowith which words are spoken into it. For exgngn operator may
have to ask the software to underline or capitalimeds for effect. This may not happen as easilgaad because the emotional
situation of the person may not allow him to dietaich and every word.

The software cannot be used by a person who isemental since it needs great patience to revask evord that is
written on the screen because the chances forsearervery high.

A very important drawback with voice recognitioncRages is that the software has to be traineddoh @ser. This means
that in an office where an employee has to worHlifferent machines at different times, training leasachine for voice input
would be a very costly affair in terms of wastedhnh@urs for doing repetitive work. In addition, ohg instances of virus attacks
or other similar conditions when the hard diskhef thachine has to be formatted, the software hbe tmained on all machines.

The "trained" software cannot be used for diffene@bple since their personal style of speech mayebe different. For
example, consider a scenario where an employedefiagn organization. A new employee cannot usestieech recognition
software with as much efficiency with which the yioeis employees used it because the software hbe teained to suit the
voice of the new employee. This means that the®fiystems and all the associated processes offite become dependent on
one employee and his skills.

It may be seen that issuing voice command to malessamachine do specific tasks does not run intonsch trouble as
dictating to one’s computer to make it write soneghon screen. This is because the number of wibaisare used in predefined
commands in most software is limited.

FUTURE OF Al FOR SPEECH RECOGNITION

Information and communication technologies aredigptonverging to create machines that understandio what we tell
them to, and even anticipate our needs. We tertdini& of intelligent systems as a distant posgipilbut two relentless super
trends are moving this scenario toward near-temitye Scientific advances are making it possilde feople to talk to smart
computers, while more enterprises are exploitimgadbmmercial potential of the Internet.

Forecasts conducted under the TechCast Projeceatgé Washington University indicate that 20 conuiaraspects of
Internet use should reach 30% 'take-off' adoptwels during the second half of this decade tovegjate the economy.

Meanwhile, the project's technology scanning fitieigt advances in speech recognition, artificiatlligence, powerful
computers, virtual environments, and flat wall ntors are producing a 'conversational' human-machinerface. These
powerful trends will drive the next generation oformation technology into the mainstream by alfi1it0.

The following are a few of the advances in spe@dognition, artificial intelligence, powerful chipgirtual environments,
and flat-screen wall monitors that are likely teguce this intelligent interface. IBM has a Supemtdn Speech Recognition
Program to greatly improve accuracy, and in thet dexade Microsoft's program is expected to redbeeerror rate of speech
recognition, matching human capabilities. MIT (Madsusetts Institute of Technology, US) is planniogdemonstrate their
Project Oxygen, which features a voice-machinerfate. Amtrak, Wells Fargo, Land's End, and marheobrganizations are
replacing keypad-menu call centers with speechgmition systems because they improve customer cgerand recover
investment in a year or two.
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