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1 Introduction

In a series of recent writings we have sought to re-open a debate over the economics of
socialism. We have argued that the collapse of the Soviet system does not necessitate
the conclusion that all forms of socialist economy are doomed to inefficiency. Updating
and extending a line of reasoning found in Lange (1967) and Johansen (1977),1 we
have claimed that modern information technology permits the construction of a form
of planned economy that is both equitable and efficient.2 We mention these points to
place the present piece in context; we shall not, however, attempt to justify them here.
Our present object is more specific, namely to rebut the criticisms of socialist economic
planning put forward by Hayek in his 1945 article “The Use of Knowledge in Society.”

We should make the following points clear: We are aware that Hayek’s arguments
are not the only ones that have to be met by anyone attempting to defend socialist
economics; and further, the arguments in “The Use of Knowledge in Society” are not
the only relevant ones advanced by Hayek himself. (In other writings he emphasized
the question of incentives, but we shall have little to say on that matter here.) That said,
we believe that Hayek’s arguments concerning economic knowledge or information—
the locus classicusof which is the article we have chosen to discuss—have been very
influential, and that a plausible response to these would itself be of some significance.

As one index of the role of Hayek’s arguments concerning information and plan-
ning, consider the recent book by Joseph Stiglitz,Whither Socialism(1994). Stiglitz is
critical of socialist economics, but his critique is almost entirely directed againstmarket
socialism. As for a centrally planned economy, he says only that “Hayek had rightly
criticized” the Marxian project, “arguing that the central planner could never have the

∗Turing Institute, University of Glasgow and Department of Economics, Wake Forest University, respec-
tively. This paper was published inResearch in Political Economy, vol. 16, 1997, pp. 177–202

1Or at least hinted at: in neither case is the argument made in any detail.
2Our ideas were first presented in Cockshott and Cottrell (1989), and are set out most fully in Cockshott

and Cottrell (1993). Cottrell and Cockshott (1993a) re-examines the historic socialist calculation debate, with
emphasis on the arguments of Mises and Lange. In Cottrell and Cockshott (1993b) we stress the differences
between our proposals and the system that existed in the Soviet Union. Technical details of the algorithm we
propose for short- to medium-term planning are spelled out in Cockshott (1990).
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requisite information” (Stiglitz, 1994, p. 9). This, we suggest, is a fairly typical re-
sponse: even economists who do not subscribe fully to Hayek’s views on the merits of
the free market—as Stiglitz does not—nonetheless often believe that Hayek’s critique
of central planning may safely be regarded as definitive. We hope to show that this
should not be taken for granted.

And so to business. We offer below an exposition and point-by-point contestation
of the ideas in Hayek (1945). We should make it clear that some, though by no means
all, of our criticisms of Hayek are anachronistic—that is, they depend on advances
in information technology that have taken place since Hayek wrote. We think this is
justified for two reasons. First, Hayek clearly thought he was putting forward a very
general argument, which he did not expect to see undermined by technological change.
Second, Hayek’s followers (e.g. Lavoie, 1985) continue to support his arguments of
several decades ago, and to claim that developments in information technology are
largely beside the point.

In our exposition of Hayek we try to balance concision with the need to produce
a sufficiently full and fair account to obviate the suspicion that we may be attacking a
straw man. We begin with a brief summary of the philosophical views that inform the
argument of “The Use of Knowledge in Society,” which are spelled out more fully in
The Counter-Revolution of Science(Hayek, 1955).

2 Hayek’s argument outlined

2.1 The philosophical background

In The Counter Revolution of ScienceHayek is concerned to contrast the natural and
social sciences, whose relation to their subject matter, he claims, is fundamentally
different. In the natural sciences, advances involve recognizing that things are not
what they seem. Science dissolves the immediate categories of subjective experience
and replaces them with underlying, often hidden, causes. The study of society on the
other hand has to take as its raw material the ideas and beliefs of people in society. The
facts studied by social science

differ from the facts of the physical sciences in being beliefs or opinions held by particular
people, beliefs which as such are our data, irrespective of whether they are true or false,
and which, moreover, we cannot directly observe in the minds of people but which we
can recognize from what they say or do merely because we have ourselves a mind similar
to theirs. (Hayek, 1955, p. 28)

He argues that there is an irreducible subjective element to the subject matter of the
social sciences which was absent in the physical sciences.

[M]ost of the objects of social or human action are not “objective facts” in the special
narrow sense in which the term is used in the Sciences and contrasted to “opinions”, and
they cannot at all be defined in physical terms. So far as human actions are concerned,
thingsarewhat the acting people think they are. (Hayek, 1955, pp. 27–27)

His paradigm for the social or moral sciences is that society must be understood
in terms of men’s conscious reflected actions, it being assumed that people are con-
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stantly consciously choosing between different possible courses of action. Any collec-
tive phenomena must thus be conceived of as the unintended outcome of the decisions
of individual conscious actors.

This imposes a fundamental dichotomy between the study of nature and of society:
with natural phenomena it may be reasonable to suppose that the individual scientist
can know all the relevant information, while in the social context this condition cannot
be met.

2.2 The basic economic problem

From this philosophical ground Hayek (1945) poses the question: ‘What is the problem
we wish to solve when we try to construct a rational economic order?’

He continues:

On certain familiar assumptions the answer is simple enough. If we possess all the rele-
vant information, if we can start out from a given system of preferences and if we com-
mand complete knowledge of available means, the problem which remains is purely one
of logic. That is, the answer to the question of what is the best use of the available
means is implicit in our assumptions. The conditions which the solution of this optimum
problem must satisfy have been fully worked out and can be stated best in mathematical
form: put at their briefest, they are that the marginal rates of substitution between any two
commodities or factors must be the same in all their different uses. (Hayek, 1945, p. 519)

He immediately makes it clear, however, that the ‘familiar assumptions’ upon which
the above approach is predicated are quite unreal.

This, however, is emphatically not the economic problem which society faces. . . The
reason for this is that the data from which the economic calculus starts are never for the
whole society given to a single mind which could work out the implications, and can
never be so given. (ibid.)

Hayek then spells out his own perspective on the nature of the problem:

The peculiar character of the problem of a rational economic order is determined precisely
by the fact that the knowledge of the circumstances of which we must make use never
exists in concentrated or integrated form, but solely as the dispersed bits of incomplete
and frequently contradictory knowledge which all the separate individuals possess. (ibid.)

The true problem is therefore “how to secure the best use of resources known toany
of the members of society, for ends whose relative importanceonly these individuals
know” (Hayek, 1945, p. 520, emphasis added). That this is not generally understood,
Hayek claims, is an effect of naturalism or scientism, that is “the erroneous transfer
to social phenomena of the habits of thought we have developed in dealing with the
phenomena of nature” (ibid.).

2.3 Against centralization

The point at issue between Hayek and the proponents of socialist economic planning is
not “whether planning is to be done or not”. Rather it is “whether planning is to be done
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centrally, by one authority for the whole economic system, or is to be divided among
many individuals” (Hayek, 1945, pp. 520–21). The latter case is nothing other than
market competition, which “means decentralized planning by many separate persons”
(Hayek, 1945, p. 521). And the relative efficiency of the two alternatives hinges on

whether we are more likely to succeed in putting at the disposal of a single central au-
thority all the knowledge which ought to be used but which is initially dispersed. . . or in
conveying to individuals such additional knowledge as they need in order to fit their plans
in with those of others. (ibid.)

The next step in Hayek’s argument involves distinguishing two different kinds of
knowledge: scientific knowledge (understood as knowledge of general laws) versus
“unorganized knowledge” or “knowledge of the particular circumstances of time and
place”. The former, he says, may be susceptible of centralization via a “body of suitably
chosen experts” (Hayek, 1945, p. 521) but the latter is a different matter.

[P]ractically every individual has some advantage over others in that he possesses unique
information of which beneficial use might be made, but of which use can be made only
if the decisions depending on it are left to him or are made with his active cooperation.
(Hayek, 1945, pp. 521–22)

Hayek is thinking here of “knowledge of people, of local conditions, and special
circumstances” (Hayek, 1945, p. 522), e.g., of the fact that a certain machine is not
fully employed, or of a skill that could be better utilized. He also cites the sort of
specific, localized knowledge relied upon by shippers and arbitrageurs. He claims that
this sort of knowledge is often seriously undervalued by those who consider general
scientific knowledge as paradigmatic.

2.4 The importance of change

Closely related, in Hayek’s mind, to the under-valuation of knowledge of local and
specific factors is underestimation of the role ofchangein the economy. One key
difference between advocates and critics of planning concerns

the significance and frequency of changes which will make substantial alterations of pro-
duction plans necessary. Of course, if detailed economic plans could be laid down for
fairly long periods in advance and then closely adhered to, so that no further economic
decisions of importance would be required, the task of drawing up a comprehensive plan
governing all economic activity would appear much less formidable. (Hayek, 1945, p.
523)

Hayek ascribes to his opponents the idea that economically-relevant change is
something that occurs at discrete intervals and on a fairly long time-scale, and that in
between such changes the management of the productive system is a more or less me-
chanical task. As against this, he cites, for instance, the problem of keeping cost from
rising in a competitive industry, which requires considerable day-to-day managerial
energy, and he emphasizes the fact that the same technical facilities may be operated at
widely differing cost levels by different managements. Effective economical manage-
ment requires that “new dispositions [be] made every day in the light of circumstances
not known the day before” (Hayek, 1945, p. 524). He therefore concludes that
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central planning. . . by its nature cannot take direct account of these circumstances of
time and place, and. . . the central planner will have to find some way or other in which
the decisions depending upon them can be left to the man on the spot. (ibid.)

2.5 Prices and information

While insisting that very specific, localized knowledge is essential to economic deci-
sion making, Hayek clearly recognizes that the “man on the spot” needs to know more
than just his immediate circumstances before he can act effectively. Hence there arises
the problem of “communicating to him such further information as he needs to fit his
decisions into the whole pattern of changes of the larger economic system” (Hayek,
1945, p. 525) How much does he need to know? Fortuitously, only that which is
conveyed by prices. Hayek constructs an example to illustrate his point:

Assume that somewhere in the world a new opportunity for the use of some raw material,
say tin, has arisen, or that one of the sources of supply of tin has been eliminated. It does
not matter for our purpose—and it is very significant that it does not matter—which of
these two causes has made tin more scarce. All that the users of tin need to know is that
some of the tin they used to consume is now more profitably employed elsewhere, and
that in consequence they must economize tin. There is no need for the great majority of
them even to know where the more urgent need has arisen, or in favor of what other uses
they ought to husband the supply. (Hayek, 1945, p. 526)

Despite the absence of any such overview, the effects of the disturbance in the tin
market will ramify throughout the economy just the same.

The whole acts as one market, not because any of its members survey the whole field, but
because their limited individual fields of vision sufficiently overlap so that through many
intermediaries the relevant information is communicated to all. (ibid.)

Therefore the significant thing about the price system is “the economy of knowl-
edge with which it operates” (Hayek, 1945, pp. 526–7). He drives his point home
thus:

It is more than a metaphor to describe the price system as a kind of machinery for regis-
tering change, or a system of telecommunications which enables individual producers to
watch merely the movement of a few pointers, as an engineer might watch the hands of
a few dials, in order to adjust their activities to changes of which they may never know
more than is reflected in the price movements. (Hayek, 1945, p. 527)

He admits that the adjustments produced via the price system are not perfect in the
sense of general equilibrium theory, but they are nonetheless a “marvel” of economical
coordination. (ibid.)

2.6 Evolved order

The price system has not, of course, arisen as the product of human design, and more-
over “the people guided by it usually do not know why they are made to do what they
do” (ibid.). This observation leads Hayek to a very characteristic statement of his gen-
eral case against central planning.
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[T]hose who clamour for “conscious direction”—and who cannot believe that anything
which has evolved without design (and even without our understanding it) should solve
problems which we should not be able to solve consciously—should remember this: The
problem is precisely how to extend the span of our utilization of resources beyond the
span of the control of any one mind; and, therefore, how to provide inducements which
will make individuals do the desirable things without anyone having to tell them what to
do. (Hayek, 1945, p. 527)

Hayek generalizes this point by reference to other “truly social phenomena” such
as language (also an undesigned system). Against the idea that consciously designed
systems have some sort of inherent superiority over those that have merely evolved,
he cites A. N. Whitehead to the effect that the progress of civilization is measured by
the extension of “the number of important operations which we can perform without
thinking about them” (Hayek, 1945, p. 528). He continues:

The price system is just one of those formations which man has learned to use. . . after
he had stumbled upon it without understanding it. Through it not only a division of labor
but also a coordinated utilization of resources based on an equally divided knowledge
has become possible. . . [N]obody has yet succeeded in designing an alternative system in
which certain features of the existing one can be preserved which are dear even to those
who most violently assail it such as particularly the extent to which the individual can
choose his pursuits and consequently freely use his own knowledge and skill. (ibid.)

The outline of Hayek’s argument is now, we trust, clearly in view. We are ready to
proceed to our criticisms, which are structured as follows. We first challenge the sub-
jectivist philosophy that underpins Hayek’s conception of information. We then offer
an alternative perspective on the nature of the problem faced by a planned economic
system, and we dispute Hayek’s claims regarding the benefits of decentralization. This
then leads into a critique of the idea that the market constitutes an efficient telecom-
munications system. Our critique is developed by means of a formal model of the
information exchanges required under market and plan. The penultimate section of the
paper deals with the idea that change is all important; and the concluding section takes
up the issue of the market as a ‘spontaneously evolved’ system.

3 Hayek’s subjectivism: critique

Hayek’s subjectivist view of the social sciences is open to the objection that its con-
stitutive category, the rational subject, is by no means obviously given. As Lawson
(1992) has argued, a wealth of psychological and sociological research has revealed
that human behavior is highly routinized, and coordinated in the main by unconscious
brain functions. Indeed, as Dennett (1991) relates, experiments in neuropsychology
indicate that people act first and become conscious of their intention to act later.

For the more limited domain of economics, the ‘subjects’ in question are more
likely to be juridical than personal. In the main, the economic actors are firms, not
human individuals. Nor can the actions of a firm be reduced to the inner subjective
life of its managing director. In any large firm, actions result from a complex set
of practices, reviews, and decision-making procedures involving many people. The
procedures can be as important as who fills which particular positions.
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In the early stages of capitalism the distinction between personal and juridical sub-
jects was as yet ill defined. The agent of economic practice thus appeared to be the
person of the capitalist or entrepreneur rather than the firm. But from the standpoint of
the current state of economic development, it can be seen that the rational calculating
subject is the property-maximizing juridical subject. If some of the juridical subjects in
a property system are individual human animals, the reified subject of economic theory
provides an account of what would be rational action on their part. But the assertion
that these animals do engage in such rational action is more an act of faith than an
empirical result of science. By starting out with this act of faith Hayek aimed to mark
off economics as essentially a branch of moral philosophy rather than science.

But once the category of subject is recognized for what it is, not an empirically ex-
isting property of the human animal, but something ascribed to it both by the structures
of language and of juridical discourse (Althusser, 1971), then this exclusion of science
from the study of society becomes untenable.

Hayek’s subjectivist philosophical standpoint has an important bearing on his ar-
guments against socialist planning, since these arguments hinge on the notion of sub-
jective information. Despite the fact thatThe Counter-Revolution of Sciencewas pub-
lished after the establishment of a scientific information theory by Shannon and Weaver
(1949), Hayek’s notion of information remains resolutely pre-scientific. Admittedly, it
takes time for the discoveries of one discipline to percolate through to others. In the
mid-1950s the idea of the objectivity of information had not yet spread far beyond the
study of telecommunications. But now, when it has revolutionized biology, become the
foundation of our major industries, and begun to transform our understanding of social
ideologies (Dawkins, 1982), its absence vitiates Hayek’s argument.

For Hayek information is essentially subjective; it is knowledge in people’s minds.
Thus we have the problem of how information that is dispersed in the minds of many
can, through the operations of the market, be combined for the common good. By
taking this subjectivist standpoint, attention is diverted away from the very practical and
important question of the technical supports for information. It becomes impossible to
see the production and manipulation of information as both a technology and a labor
process in its own right, whose development acts as a constraint upon the possibility of
economic relations.

In any but the most primitive of economies, economic relations have depended upon
the development of techniques for objectifying information. Consider the relationship
between landlord and tenant, and thus rent. This can only stabilize once society has a
means for recording ownership and tenancy contracts, whether as written documents
or the mortgage marker stones so hated by the peasantry of Attica.

The development of price relies upon the technology of counting and calculation,
which can never in a commercial society be a purely mental operation. Calculation
demands a material support, whether it be thecalculi or small stones of the early Ro-
mans, or the coins and reckoning tables of late Antiquity and the middle ages. Eco-
nomic rationality is an algorithmic process supported by a machinery for computation
and information storage. The fact that until recently the machinery was simple and
hand-operated—the abacus, the coin box, or the ledger—allowed it to be ignored in
economic theory. But the means of rationality are as essential to economic relations as
the means of production. Trade without a technology of calculation and record is as
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impractical as agriculture without instruments to turn the soil. Once these aspects of
information theory and information technology are considered, quite different answers
can be given to Hayek’s problem of economic information.

4 To centralise or not?

We have argued elsewhere (Cottrell and Cockshott, 1993a) that the classic ‘socialist
calculation debate’ in the first part of this century took place on the terrain of the neo-
classical critics of socialism rather than its Marxian advocates. This had an effect in
defining the structure of the problem. In the neoclassical variant, the problem starts
with the preferences of the individual agents and their production possibilities. This
formulation is vulnerable to Hayek’s critique, on the grounds that individuals’ pref-
erences are in no sense ‘given’ to the planners. But Marxian economists would not
accept that these individual preferences have any meaningful pre-existence;3 they do
not, therefore, form part of the problem.

The practical problem is to bring production potential into alignment with a pattern
of social need revealed by a combination of democratic political decisions (as in the
case of, say, the appropriate level of public health service provision) and aggregate
consumer purchases. Given a reasonable data-collection system reporting on the rates
at which consumer goods are selling, and assuming a pricing system based on labor
values (Cockshott and Cottrell, 1993), deriving a target net-output vector demands no
special telepathic powers on the part of the planning system. It is perhaps harder to
gather the information about production possibilities. It is in this practical context that
Hayek’s discussion of centralized versus decentralized control systems must be placed.

4.1 ‘One mind’

Austrian opponents of socialism talk as if socialist planning has to be carried out by one
man. Mises (1949) personified him as ‘the director’. Hayek continues the metaphor,
stating that the “data from which the economic calculus starts are never for the whole
society given to a single mind”. How then, he asks, can one mind presume to improve
on the combined result of the cogitations of millions (as achieved via the market)?
Surely only a megalomaniac, or at any rate one blinded by scientific hubris, could
propose such a thing.

Of course no single individual has the brain-power to understand all of the inter-
connections of an economy, but when have socialists ever asserted anything so fool-
ish? Not even the most avid personality cultists claimed that Stalin drew up the 5-year
plans himself. What socialists have proposed is the replacement of market information
processing by the processing of economic information within a planning organization.
In the past the planning organization has proceeded by a division of mental labor among
a large number of people. In the future, the information processing is likely to be done
mainly by computing machines.

3Take the homely example of Christmas shopping. Many of us find it impossible to draw up a complete
plan for such shopping in advance. We have to go to the shops, look at the goods and their prices, and see
what strikes our fancy. Our ‘demand functions’ are revealed to ourselves in the act of choosing.
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In neither case—and here our critique of Hayek’s subjectivism comes into play—is
the information concentrated in one mind. In the former case it is obviously not in
the mind of a single worker, but it is not even in the minds of a collection of work-
ers. Instead, the information is mainly in their written records, forms, ledgers, etc.
These constitute the indispensable means of administration. From the earliest temple
civilizations of Sumer and the Nile, the development of economic administration was
predicated upon the development of means of calculation and record. The human mind
enters in as an initial recorder of information, and then as a manipulator of the recorded
information. By procedures of calculation strings of symbols are read and transformed
ones written down. The symbols—whether they be arabic numerals, notches on tally
sticks or quipu—represent physical quantities of goods; their transformations model
actual or potential movements of these goods.

By posing the question in terms of concentrating the information in a single mind,
Hayek harks back to a pre-civilized condition, abstracting from the real processes that
make any form of administration possible. If instead, his objection is that no system of
administration can possibly have the information-processing capacity required for the
task, then he is liable to the attack that information technology has revolutionized the
amount of information that can be effectively administered.

4.2 Forms of knowledge

Hayek’s dichotomy between the natural sciences and the social domain also leaves
its imprint on his categorization of forms of knowledge. In his view, there are but two
such forms: knowledge of general scientific laws, and knowledge of ‘particular circum-
stances of time and place’. But this leaves out of account a whole layer of knowledge
that is crucial for economics, namely knowledge of specific technologies. Such knowl-
edge is not reducible to general scientific law (it is generally a non-trivial problem to
move from a relevant scientific theory to a workable industrial innovation), but nei-
ther is it so time- or place-specific that it is non-communicable (Arrow, 1994). The
licensing and transfer of technologies in a capitalist context shows this quite clearly. A
central registry of available technologies would form as essential component of an ef-
ficient planning system. How would such information be assembled? Again, Hayek’s
notion of knowledge existing solely ‘in the mind’ is an obstacle to understanding. It
is increasingly common—indeed, it is by now all but universal practice—for firms to
keep records of their inputs and outputs in the form of a computer spreadsheet. These
computer files form an image of the firm’s input–output characteristics, an image which
is readily transferable.4

Further, even the sort of ‘particular’ knowledge which Hayek thought too localized
to be susceptible to centralization is now routinely centralized. Take his example of the
information possessed by shippers. In the 1970s American Airlines achieved the posi-
tion of the world’s largest airline, to a great extent on the strength of their development
of the SABRE system of computerized booking of flights (Gibbs, 1994). Since then
we have come to take it for granted that our local travel agent will be able to tap into

4Admittedly, such an image does not of itself provide any information on how, for instance, a particularly
favorable set of input–output relations can beachieved, only that it is possible. We offer some further
thoughts on the transmission of such ‘know how’ in Section VI below.
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a computer network to determine where and when there are flights available from just
about any A to any B across the world. Hayek’s appeal to localized knowledge in this
sort of context may have been appropriate at the time of writing, but it is now clearly
outdated.

Some localized knowledge, important for the fine-grained efficiency of the system,
may be too specific for any meaningful centralization. Our objection here is that Hayek
seems to overlook the possibility that this sort of knowledge may be used locally, with-
out prejudice to the operation of a central plan. The question here concerns the degree
of recursiveness of planning, that is, the extent to which plans can be formulated in
general terms by the higher planning authorities, to be specified in progressively fuller
detail by successively lower or more local instances. Nove (1977, 1983) has argued
that as regards the composition of output, the degree of recursiveness of planning is
rather small. If a central authority sets output targets in aggregated terms, and leaves
it to lower instances to specify the details, the result is bound to be incoherent. In the
absence of the sort of horizontal links between enterprises characteristic of the market
system, the enterprises simply cannot know what specific sort of output will be needed,
unless they are told this by the planning authority. This may be granted.5 But low re-
cursiveness with respect to decisions on the composition of output does not imply that
all decisions relating to production have to be taken centrally. Consider the knowledge,
at the level of the enterprise, of which particular workers are best at which tasks, who
is the fastest worker and who the most reliable and so on (and similarly for the par-
ticular machines operated within the enterprise). Why shouldn’t such knowledge just
be used locally in drawing up the enterprise’s own detailed schedules for meeting an
output plan given from the ‘center’? Isn’t this precisely what happens at plant level in
the context of planning by a large (multi-plant) capitalist enterprise?

4.3 Disadvantages of dispersal

Having argued that the centralization of much economic information is feasible, we
now consider its desirability. When economic calculation is viewed as a computa-
tional process, the advantages of calculation on a distributed or decentralized basis are
far from evident; the question hinges on how a multiplicity of facts about production
possibilities in different branches of the economy interrelate. Their interrelation is,
partially, an image in the field of information of the real interrelation of the branches
of the economy. The outputs of one activity act as inputs for another: this is thereal
interdependence. In addition, there arepotentialinteractions where different branches
of production function as alternative users of inputs.

It is important to distinguish the two types of interaction. The first represents real
flows of material and is a static property of a snapshot of the economy. The second, the
variation in potential uses for goods, is not a property of the real economy but of the
phase space of possible economies. The latter is part of the economic problem insofar

5Although Nove’s case is surely exaggerated in one respect: if the central plan calls for enterprise A to
supply intermediate goodx to enterprise B, where it will be used in the production of some further goody,
and if the planners apprise A and B of this fact, surely there is scope for horizontal discussion between the
two enterprises over the precise design specification ofx, even in the absence of market relations between A
and B.
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as this is considered to be a search for optimal points within this phase space. In a mar-
ket economy, the evolution of the real economy—the real interdependencies between
branches—provides the search procedure by which these optima are sought. The econ-
omy describes a trajectory through its phase space. This trajectory is the product of
the trajectories of all of the individual economic agents, with these individual agents
deciding upon their next position on the basis of the information they get from the price
system.

Following up on Hayek’s metaphor of the price system as telecoms system or ma-
chinery for registering changes, the market economy as a whole acts as a single analog
processor. A single processor, because at any one point in time it can be characterized
by a single state vector that defines its position in the phase space of the economic
problem. Moreover, this processor operates with a very slow cycle time, since the
transmission of information is bounded by the rate of change of prices. To produce
an alteration in prices, there must be a change in the real movement of goods (we are
abstracting here from the small number of highly specialized futures markets). Thus
the speed of information transmission is tied to the speed with which real goods can
be moved or new production facilities brought on line. In sum, a market economy
performs a single-threaded search through its state space, with a relatively slow set of
adjustments to its position, the speed of adjustments being determined by how fast the
real economy can move.

Contrast this now with what can potentially be done if the relevant facts can be
concentrated, not in one place—that would be impossible—but within a small volume
of space. If the information is gathered into one or more computing machines, these
can search the possible state space without any change in the real economy.

Here the question of whether to concentrate the information is very relevant. It is
a basic property of the universe that no portion of it can affect another in less time
than it takes for light to propagate between them. Suppose one had all the relevant
information spread around a network of computers across the country. Assume any
one of these could send a message to any other. Suppose that this network was now
instructed to simulatepossiblestates of the economy in order to search for optima. The
evolution from one simulated state to another could proceed as fast as the computers
could exchange information regarding their own current state. Given that electronic
signals between them travel at the speed of light this will be far faster than a real
economy can evolve. But the speed of evolution will be much faster still if we bring
all of the computers into close proximity to one another. Massively parallel computers
attempt to place all the processors within a small volume, thereby allowing signals
moving at the speed of light to propagate around the machine in a few nanoseconds,
compared to the hundredths of a second required for telecoms networks. In general, if
one wishes to solve a problem fast, the information required should be placed in the
smallest possible volume.

It may be objected that the sheer scale of the economic problem is such that al-
though conceivable in principle, such computations would be unrealizable in practice
(Hayek, 1955;6 see also Nove, 1983). We have established elsewhere (Cockshott and

6The specific reference here is to p. 43, and more particularly to note 37 on pp. 212–213, ofThe Counter-
Revolution of Science. In the note, Hayek appeals to the judgment of Pareto and Cournot, that the solution
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Cottrell, 1993; Cottrell and Cockshott, 1993b) that given modern computer technology
this is far from the case.

5 Inadequacy of the price form

Prices, according to Hayek, provide the telecoms system of the economy. But how
adequate is this telecoms system and how much information can it really transmit?

Hayek’s example of the tin market bears careful examination. Two preliminary
points should be made. First, the market system does manage to achieve a reasonable
degree of coordination of economic activities. The “anarchy of the market” (Marx)
is far from total chaos. Second, even in a planned system there will always be scope
for the disappointment of expectations, for projects that looked promising ex ante to
turn out to be failures and so on. That said, it is nonetheless clear that Hayek grossly
overstates his case. In order to make rational decisions relating to changing one’s usage
of tin, one has to know whether a rise in price is likely to be permanent or transient, and
that requires knowingwhythe price has risen. The current price signal is never enough
in itself. Has tin become more expensive temporarily, due, say, to a strike by the tin
miners? Or are we approaching the exhaustion of readily available reserves? Actions
that are rational in the one case will be quite inappropriate in the other.

At minimum, prices may be said to carry information regarding the terms on which
various commodities may currently be exchanged, via the mediation of money (so
long as markets clear, which is not always the case). It does not follow, however, that
a knowledge of these exchange ratios enables agents to calculate the profitability, let
alone the social usefulness, of producing various commodities. A commodity can be
produced at profit if its price exceeds the sum of the prices of the inputs required to
produce it, using the production method which yields the least such sum, but the use of
current prices in this calculation is legitimate only in a static context: either prices are
unchanging or production and sale take zero time. Hayek, of course, stresses constant
change as the rule, so he is hardly in a position to entertain this sort of assumption.
Whether production of commodityx will in fact prove profitable or not depends on
future prices as well as current prices. And whether production ofx currently appears
profitable depends on current expectations of future prices.

If we start from the assumption that prices will almost certainly not remain un-
changed in future, how are agents supposed to form their expectations? One possibility
is that they are able to gather sufficient relevant information to make a definite forecast
of the changes that are likely to occur. This clearly requires that they know much more
than just current prices. They must know the process whereby prices are formed, and
form forecasts of the evolution of the various factors (at any rate, the more important of
them) that bear upon price determination. Hayek’s informational minimalism is then
substantially breached. A second possibility is that described by Keynes (1936, esp.
chapter 12): agents are so much in the dark on the future that, although they are sure
that some (unspecified) change will occur, they fall back upon the convention of assum-

of a system of equations representing the conditions of general equilibrium would be practically infeasible.
This is perhaps worth emphasizing in view of the tendency of Hayek’s modern supporters to play down the
computational issue.
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ing that tomorrow’s prices will equal today’s. This enables them to form a conventional
assessment of the profitability of producing various commodities, using current price
information alone; but the cost of this approach (from the standpoint of a defender of
the efficiency of the market) is the recognition that those ex ante assessments will be
regularly and perhaps substantially wrong.

On this point it is useful to refer back to Hayek’s own theory of the trade cycle
(Hayek, 1935; see also Lawlor and Horn, 1992; Cottrell, 1994), in which the ‘misinfor-
mation’ conveyed by disequilibrium prices can cause very substantial macroeconomic
distortions. In Hayek’s cycle theory, the price that can do such damage is the rate of
interest, but clearly the same sort of argument applies at the micro level too. Decen-
tralized profit-maximizing responses to unsustainable prices for tin or RAM chips are
equally capable of generating misinvestment and subsequent chaos.

5.1 Prices, efficiency and ‘know how’

It is one of the progressive features of capitalism that the process of competition forces
some degree of convergence upon least-cost methods of production (even if the cost in
question is monetary cost of production, which reflects social cost in a partial and dis-
torted manner). Hayek reminds us, and rightly so, that this convergence may in fact be
far from complete. Firms producing the same commodity (and perhaps even using the
same basic technology) may co-exist for extended periods despite having quite diver-
gent costs of production. If the law of one price applies to the products in question, the
less efficient producers will make lower profits and/or pay lower wages. This situation
can persist provided the mobility of capital and labor are less than perfect.

The question arises whether convergence on best practice could be enforced more
effectively in a planned system. We believe this is so. If all workers are paid at a uni-
form rate for work done, it will be impossible for inefficient producers to mask their
inefficiency by paying low wages. With the sort of lab-our-time accounting system we
have advocated elsewhere (Cockshott and Cottrell, 1989, 1993), differentials in pro-
ductive efficiency will be immediately apparent. Not only that, but there should be a
broader range of mechanisms for eliminating differentials once they are spotted. A pri-
vate firm may realize that a competitor is producing at lower cost, but short of industrial
espionage may have no way of finding out how this is achieved. Convergence of effi-
ciency, if it is attained at all, may have to wait until the less efficient producer is driven
out of business. In the context of a planned system, on the other hand, some of the man-
agers or technical experts from the more efficient enterprises might, for instance, be
seconded as consultants to the less efficient enterprises. One can also imagine—in the
absence of commercial secrecy—economy-wide electronic bulletin boards on which
the people concerned with operating particular technologies, or producing particular
products, share their tips and tricks for maximizing efficiency. The present popularity
of this sort of thing amongst users of personal computers suggests that it might easily
be generalized.
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6 Information flows under market and plan

One of Hayek’s most fundamental arguments is that the efficient functioning of an
economy involves making use of a great deal of distributed information, and that the
task of centralizing this information is practically impossible. In this section we put
Hayek’s argument to a quantitative test. We compare the communications costs implicit
in a market system and a planned system, and examine how the respective costs grow as
a function of the scale of the economy. Communications cost is a measure of work done
to centralize or disseminate economic information: we use the conceptual apparatus of
algorithmic information theory (Chaitin, 1982) to measure this cost.

There is a body of literature that addresses this sort of question in neoclassical
terms. Before proceeding with our own analysis some comments on the standard ap-
proach may be in order. In this literature, reviewed by Jordan (1987), the economy is
characterized by a set of agents each of whom may emit one or more messages. The
receipt of these messages by other agents causes them to adjust their activity in such
a way as to bring the system into equilibrium. The messages are assumed to be real
valued variables, and taken in aggregate the set of possible messages sent by all of the
agents forms a Euclidean vector space. The informational cost of the system is taken
to be proportional to the dimension of the vectors.

This definition is highly abstract, and one encounters problems if one tries to con-
cretize it. First, from an information theoretic standpoint, to treat messages as real-
valued variables is to accord them an infinite information content. If each message
requires an infinite bit string, it then makes little sense to compare costs in terms of
the number of such infinite strings required to achieve a task. This, however, is a
relatively minor problem, since theoretical work of this sort can almost certainly be
recast in terms of messages defined over a finite subset of the integers. A more serious
problem relates to the choice of the dimension of the message vector as the metric for
informational cost.

In the work of Hurwicz, Mount, Reiter and Jordan (the formative contribution be-
ing Hurwicz, 1960), each agent has a response function that takes as a parameter the
message vector in the current time-step in order to calculate the appropriate action in
the next timestep. In Hurwicz these messagesm are defined as symbols drawn from
some setM. It is not made clear whether this is a finite set but the argument is not
altered if we make this assumption, which is necessary from an information theoretic
viewpoint. The real problem is that the process by which the messages get from one
agent to another is not considered. In effect it is assumed that the messages are broad-
cast. This tacit assumption is highly questionable. The broadcasting of messages can
only be done using a scarce resource such as a portion of the electro-magnetic spec-
trum. If a radio station were available to broadcast the messages, the channel would
have to be time-multiplexed between the different economic agents: only one agent at
a time could send a signal, and the time to perform one adjustment cycle would grow
linearly with the number of agents involved.

But as a practical matter the assumption that messages take the form of radio broad-
casts is unreal, and if the messages must pass from each agent to all agents in each cycle
they must be delivered by multiplying the messages—mail shots or something similar.
In that case the total number of messages sent will be proportional to the square of the
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number of agents. In the simple case where the agents each emit a single integer scalar
as their message, the number of messages sent will be proportional to the square of the
dimension of the message vector. Thus, in using the dimension of the message vector,
rather than its square, as a metric, the authors seriously underestimate the amount of
information that would have to be transmitted in their model of a decentralized econ-
omy.

Were this a realistic model, it would if anything demonstrate the impossibility of
any large scale competitive economy because of the highly non-linear informational
cost function associated with the number of agents. This applies most obviously to
the total number of letters, telexes, or email messages that would have to be sent. In
addition, it implies that agents must spend a number of person-hours proportional to
the number of agents in the economy processing their incoming mail.

The lack of realism in such models stems from two factors: the idea that informa-
tion can somehow be broadcast to all participants in a single operation, and the idea that
each agent must process messages from all others. We have attempted to be both more
realistic and more conservative in our estimates of the informational costs of the mar-
ket economy, since we explicitly count all individual messages sent, and only compel a
firm to accept information from its suppliers and customers. Given these assumptions,
which are much more favorable to the market economy than those of Jordan, the num-
ber of messages we take into account is a lower bound on what must actually occur. In
particular we explicitly omit all messages associated with the payment and clearing of
checks between bank accounts.

Resuming the main thread, our strategy is first to consider the dynamic problem
of how fast, and with what communications overhead, an economy can converge on
equilibrium. We will demonstrate that this can be done faster and at less communica-
tions cost by the planned system. We consider initially the dynamics of convergence
on a fixed target, since the control system with the faster impulse response will also be
faster at tracking a moving target.

Consider an economyE = [A, c, r, w] with n producers each producing distinct
products under constant returns to scale using technology matrixA, with a well defined
vector of final consumption expenditurec that is independent of the prices of then
products, an exogenously given wage ratew and a compatible rate of profitr . Then
there exists a possible Sraffian equilibriume= [U, p] whereU is the commodity flow
matrix andp a price vector. We assume, as is the case in commercial arithmetic, that all
quantities are expressed to some finite precision rather than being real numbers. How
much information is required to specify the equilibrium point?

If we have some efficient binary encoding method andI (s) is a measure in bits of
the information content of the data structures using this method, then the equilibrium
can be specified byI (e), or, since the equilibrium is in a sense given in the starting
conditions, it can be specified byI (E) + I (ps) where ps is a program to solve an
arbitrary system of Sraffian equations. In general we haveI (e) ≤ I (E) + I (ps). We
will assume thatI (e) is specified byI (E)+ I (ps).

Let I (x|y) be the conditional or relative information (Chaitin, 1982) ofx given
y. The conditional information associated with any arbitrary configuration of the econ-
omy,k = [Uk, pk], may then be expressed relative to the equilibrium state,e, asI (k|e).
If k is in the neighborhood ofe we should haveI (k|e) ≤ I (k). For instance, suppose
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that we can deriveUk from A and an intensity vectoruk which specifies the rate at
which each industry operates then

I (k|e) ≤ I (uk)+ I (pk)+ I (pu)

wherepu is a program to computeUk from someA and someuk. SinceUk is a matrix
anduk a vector, each of scalen, we can assume thatI (Uk) > I (uk).

As the economy nears equilibrium the conditional information required to specify
it will shrink, sinceuk starts to approximate toue.7 Intuitively we only have to supply
the difference vector between the two, and this will require less and less information
to encode, the smaller the distance betweenuk andue. A similar argument applies to
the two price vectorspk andpe. If we assume that the system follows a dynamic law
that causes it to converge on equilibrium then we should have the relationI (kt+1|e) <
I (kt |e).

We now construct a model of the amount of information that has to be transmitted
between the producers of a market economy in order to move it towards equilibrium,
under the simplifying assumptions that all production process take one timestep to op-
erate and that the whole process evolves synchronously. We assume the process starts
just after production has finished, with the economy in some random non-equilibrium
state. Each firmi carries out the following procedure.

1. It writes to all its suppliers asking them their current prices.

2. It replies to all price requests, quoting its current pricepi .

3. It opens and reads all price quotes from its suppliers.

4. It estimates its current per-unit cost of production.

5. It calculates the anticipated profitability of production.

6. If this is above (below)r it increases (decreases) its target production rateui by some
fraction.

7. It now calculates how much of each inputj is required to sustain that production.

8. It sends to each of its suppliers an order for amountUi j of their product.

9. It opens all the orders it has received and

(a) totals them up.

(b) If the total is greater than the available product it scales down each order propor-
tionately to ensure that supplies are fairly distributed among its customers.

(c) It dispatches the (partially) filled orders to its customers.

(d) If it has no remaining stocks it increases its selling price by some increasing func-
tion of the level of excess orders, while if it has stocks left over it reduces its price
by some increasing function of the remaining stock.

10. It receives all deliveries of inputs and determines at what scale it can actually proceed
with production.

7Note that this information measure of the distance from equilibrium, based on a sum of logarithms, dif-
fers from a simple Euclidean measure, based on a sum of squares. The information measure is more sensitive
to a multiplicity of small errors than to one large error. Because of the equivalence between information and
entropy it also measures the conditional entropy of the system.
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11. It commences production for the next period.

Experience with computer models of this sort of system indicates that if the readi-
ness of producers to change prices is too great the system could be grossly unstable.
We assume that the price changes are small enough to ensure that only damped os-
cillations occur. The condition for movement towards equilibrium is then that over a
sufficiently large ensemble of pointsk in phase space, the mean effect of an iteration
of the above procedure is to decrease the mean error for each economic variable by
some factor 0≤ g < 1. In that case, while the convergence time in vector space will
clearly follow a logarithmic law—to converge by a factor ofD in in vector space will
take time of order log1

g
(D)—space the convergence time will be linear. Thus if at time

t the distance from equilibrium isI (kt |e), convergence to within a distanceε will take
a take a time of order

I (kt |e)− ε

δ log( 1
g)

whereδ is a constant related to the number of economic variables that alter by a mean
factor ofg each step. The convergence time in information space, for smallε, will thus
approximate to a linear function ofI (k|e), which we can write as1I (k|e).

We are now ready to express the communications costs of reducing the conditional
entropy of the economy to some levelε. Communication takes place at steps 1, 2, 8
and 9c of the procedure. How many messages does each supplier have to send, and
how much information must they contain?

Letters through the mail contain much redundant pro forma information: we as-
sume that this is eliminated and the messages reduced to their bare essentials. The
whole of the pro forma will be treated as a single symbol in a limited alphabet of mes-
sage types. A request for a quote would thus be the pair [R, H ] where R is a symbol
indicating that the message is a quotation request, andH the home address of the re-
questor. A quote would be the pair [Q, P] with Q indicating the message is a quote
andP being the price. An order would similarly be represented by [O,Ui j ], and with
each delivery would go a dispatch note [N,Ui j ] indicating the actual amount delivered,
whereUi j ≤ Ui j .

If we assume that each ofn firms has on averagem suppliers, the number of mes-
sages of each type per iteration of the procedure will benm. Since we have an alphabet
of message types(R, Q,O, N) with cardinality 4, these symbols can be encoded in
2 bits each. We will further assume that(H, P,Ui j ,Ui j ) can each be encoded in bi-
nary numbers ofb bits. We thus obtain an expression for the communications cost of
an iteration of 4nm(b+ 2). Taking into account the number of iterations, the cost of
approaching the equilibrium will be 4nm(b+ 2)1I (k|e).

We now contrast this with what would be required in a planned economy. In this
case there two distinct procedures, that followed by the (state-owned) firm and that
followed by the planning bureau. The firms do the following:

1. In the first time period:

(a) They send to the planners a message listing their address, their technical input co-
efficients and their current output stocks.
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(b) They receive instructions from the planners about how much of each of their output
is to be sent to each other firm.

(c) They send the goods with appropriate dispatch notes to their users.

(d) They receive goods inward, read the dispatch notes and calculate their new produc-
tion level.

(e) They commence production.

2. They then repeatedly perform the same sequence replacing step 1a with:

(a) They send to the planners a message giving their current output stocks.

The planning bureau performs the complementary procedure:

1. In the first period:

(a) They read the details of stocks and technical coefficients from all of the firms.

(b) They compute the equilibrium pointe from technical coefficients and the final de-
mand.

(c) They compute a turnpike path (Dorfman, Samuelson and Solow, 1958) from the
current output structure to the equilibrium output structure.

(d) They send out for firms to make deliveries consistent with moving along that path.

2. In the second and subsequent periods:

(a) They read messages giving the extent to which output targets have been met.

(b) They compute a turnpike path from the current output structure to the equilibrium
output structure.

(c) They send out for firms to make deliveries consistent with moving along that path.

We assume that with computer technology the steps b and c can be undertaken in a time
that is small relative to the production period (Cockshott 1990, Cockshott and Cottrell
1993).

Comparing the respective information flows, it is clear that the number of orders
and dispatch notes sent per iteration is the same under market and plan. The only dif-
ference is that in the planned case the orders come from the center while in the market
they come from the customers. These messages will again account for a communi-
cations load of 2nm(b + 2). The difference is that in the planned system there is no
exchange of price information. Instead, on the first iteration there is a transmission
of information about stocks and technical coefficients. Since any coefficient takes two
numbers to specify, the communications load per firm will be:(1+ 2m)b. Forn firms
this approximates to thenm(b+ 2) that was required to communicate the price data.

The difference comes on subsequent iterations, where, assuming no technical change,
there is no need to update the planners’ record of the technology matrix. Oni − 1
subsequent iterations, the planning system has to exchange only about half as much
information as the market system. Furthermore, since the planned economy moves on
a turnpike path to equilibrium, its convergence time will be less than that of the market
economy. The consequent communications cost is 2nm(b + 2)(2 + (i − 1)) where
i < 1I (k|e).
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Contrary to Hayek’s claims, therefore, the amount of information that would have
to be transmitted in a planned system is substantially lower than for a market system.
The centralized gathering of information is less onerous than the commercial corre-
spondence required by the market. In addition, the convergence time of the market
system is slower. The implication of faster convergence for adaptation to changing
rather than stable conditions of production and consumption is obvious.

7 The argument from dynamics

Does Hayek’s concentration on the dynamic aspect of prices, price as a means of dy-
namically transmitting information, make any sense?

In one way it does. Consider the price of a cup of coffee. Notionally this can be
written in a couple of digits—80 pence, say—implying that on information theoretic
grounds it transmits about 7 bits of information. But look more closely, and this is
almost certainly an overestimate. Not only is the price likely to be rounded up to the
nearest 5 pence, implying an information content of about 5 bits, but yesterday’s price
was probably the same. If the price changes only once a year, then for 364 days the
only information conveyed is that the price has not changed. The information content
of this,− log2

364
365, is about 0.0039 of a bit. When the price does change its information

content is− log2
1

365 + b whereb is the number of bits to encode the price increase.
For a reasonable value of the increase, say 10 pence, the whole amounts to some 12
bits. On the day the price changes, it conveys some 3000 times as much information as
it did every other day of the year.

It is probably true that most of the information in a price series is encoded in the
price changes. From the standpoint of someone observing and reacting to prices, the
changes are all important. But this is a viewpoint internal to the dynamics of the market
system. One has to ask if the information thus conveyed has a more general import.
The price changes experienced by a firm in a market economy can arise from many
different causes, but we have to consider which of these represent information that is
independent of the social form of production.

We may divide the changes into those that are direct results of events external to
the price system, and those which are internal to the system. The discovery of new oil
reserves or an increase in the birth rate has an impact on the price of oil or of baby
clothes. These represent changes in the needs or production capabilities of society, to
which any system of economic regulation should have a means of responding. On the
other side, we must count a fall in the price of acrylic feedstocks and a fall in the price
of acrylic sweaters, among the second- and third-order internally generated changes
consequent upon a fall in oil prices. In the same category would go the rise in house
prices that follows an expansion of credit, or the general fall in prices that marks the
onset of a recession. These are changes generated by the internal dynamics of a market
system, and as such irrelevant to the consideration of non-market economies.

Hayek is of course right that the planning problem is greatly simplified if there are
no changes, but it does not follow that all the changes of a market economy are po-
tential problems for a planned system. We have demonstrated elsewhere that the prob-
lem of computing the appropriate intensities of operation of all production processes,
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given a fully disaggregated input–output matrix and a target final output vector, is well
within the capacity of current computer technology. The compute time required is
short enough for a planning authority, should it so wish, to be able to perform the oper-
ation on a daily basis. In performing this calculation the planners arrive at the various
scales of production that the market economy would operate at were it able to attain
full equilibrium. Faced with an exogenous change, the planners can compute the new
equilibrium position and issue directives to production units to move directly to it. This
direct move will involve the physical movement of goods, laying of foundations, fitting
out of buildings, etc., and will therefore take some considerable time.

We now have two times, the time ofcalculationand the time ofphysical adjust-
ment. If the calculation is performed with an iterative algorithm, we find that in prac-
tice it will converge acceptably within a dozen iterations. Since each of these iterations
would take a few minutes on a supercomputer the overall time would probably be under
an hour. In a market economy, even making the most favorable assumptions about its
ability to adjust stably to equilibrium, the individual iterations will take a time propor-
tional to the physical adjustment time. The overall relaxation period would be around
a dozen times as long as that in the planned system.

But these assumptions are unrealistically favorable to the market system. Long
before equilibrium was reached, new external shocks would have occurred. Even the
assumption that the system seeks equilibrium is questionable. There is every reason
to believe that far from having stable dynamics, it is liable to oscillatory or chaotic
behaviors.

Hayek is to be commended on his ability to make the best of a bad case, to make
virtues out of necessities. The unavoidable instabilities of the market are claimed as
blessings. The very crudity of prices as an information mechanism is seen as providen-
tially protecting people from information overload.

8 Conclusion: evolution and history

Hayek contrasts the ‘spontaneously evolved’ price system with the artificiality of con-
scious attempts to control the economic process, a contrast he believes to be to the
disadvantage of the latter. At best, this is no more than the maxim that one is better to
‘hold tightly onto nurse for fear of meeting something worse’. At worst it degenerates
into a Panglossian complacency about the existing order of things. Voltaire’s rejoinder
on earthquakes—these too are spontaneous—is apposite. But while we can hope to do
no more than forecast earthquakes, we need not endure their economic equivalent with
the same stoicism.

By writing of spontaneous evolution, Hayek surreptitiously slips in connotations
from biology, with its associations of fitness of form to function. But the analogy of
a market economy with a naturally evolved order is superficial, with regard both to
its operation and its genesis. If we consider the operation of a market economy as
the procedural search for an optimum, it is clear that while there is a great deal of
parallelism going on—lots of people making decisions at the same time—the search
as a whole is single-threaded. The state space of the entire economy is a Cartesian
product of the state spaces of its components, and within this state space the system is
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located at a unique point at every moment in time. It can therefore visit only a small
subset of the possible solutions, and for it to progress towards anything other than a
local optimum presupposes a particular and very simple topology to the space.

In this respect the movement of a market economy differs sharply from the process
of biological evolution. A species evolves towards increasing adaptation to its environ-
ment by a highly parallel process. The state space in this case consists of the genetic
code. But a species is not in one position in this space at any one time: it is at as
many positions as there are individual members of the species, each with a unique
combination of genes. A species represents a neighborhood in gene space. It applies a
parallel search procedure: millions of alternative designs are produced and compared
each generation. Although a market economy can to some extent emulate this in the
area of product development within individual competitive markets, the economy as a
whole acts as a single processor.

It is equally invalid to treat the genesis of the capitalist world system as an evo-
lutionary outcome. It is an historical outcome, but history and evolution are not the
same thing. Evolutionary adaptation is impossible without variation, competition and
selection. To apply evolutionary concepts one would have to hypothesize a substantial
population of simultaneously existing international economic systems. In fact there is
only one. For a while there were two, of which only one has survived. That is not
a statistically valid sample. To say that one economic order was evolutionarily better
adapted than another, one would need a large enough ensemble for stochastic effects to
cancel out—an ensemble including instances where the market system was restricted
to one poor and backward economy surrounded by an industrialized socialist world.

The logic of the analogy with evolution, contra Hayek, is to let a hundred flowers
bloom.
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