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A Grouping of Cancer in Human Health using
Clustering DatiMining Technique
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Abstract— Data mining is a collection of exploratiotechniques
based on advanced analytical methods and toolstandling a
large amount of information. The techniques can finnovel
patterns that may assist as enterprise in understimg the
business better and in forecasting. Much researstbeing carried
out in applying data mining to a variety of applitans in
healthcare [1].This article explores data mining deniques in
healthcare management. Particularly, it talk abod&ata mining
and its various application in areas where peopleeamostly
affected rigorously by cancer in Erode District, TaimNadu,
India. The people affected by cancer using tobacobemical
water. This paper identifies the cancer level usimtustering
algorithms and finds meaningful hidden patterns whicgives
meaningful decision making to this socio-economieal world
health venture.
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I. INTRODUCTION

A. Cancer

Cancer is actually a group of many related disedsssall

have to do with cells. Cells are the very smaltsithiat make
up all living things, including the human body. Taeare
billions of cells in each person's body. Cancerpleas when
cells that are not normal grow and spread very fdstmal

body cells grow and divide and know to stop growi®ger

time, they also die. Unlike these normal cellscearcells just
continue to grow and divide out of control and tidi¢ when
they're supposed to. Cancer cells usually grouglemp

together to form tumors . A growing tumor becomésap of

cancer cells that can destroy the normal cellsratdloe tumor

of the mouth. Oral cancer most commonly involves th
tongue.
The symptoms for an oral cancer at an earlier Siéoare :
1)patches inside the mouth or on lips that are eyhiégd or
mixture o white and red.2)Bleeding in the mouthdificulty
or pain when Swallowing.4)lump in the neck. These
symptoms should raise the suspicion of cancer a@ti
proper treatment. The treatment is successfulibtiig lesion
is diagnoses early, but sadly many times, it i®igd and the
patient reports late when the lesion is untreatable
Most people contract cancer owing to environmental
problems. Food path cancer is on the increase @td¢ancer
is decreasing in Erode district. Erode is locataedh® banks
of Cauvery River and there are many villages orbteks of
Kalingarayan Canal. Farmers and the public compiaét
owing to abundant use of chemicals and large-stiatdarge
of effluents into water sources many farmers arttlecare
affected. that heavy discharge of effluents frormbag and
textile industries into Kalingarayan canal contaaéa the
canal water and also the ground water. The farmkosused
this fell victims to cancer.

The goal of this paper is to find out the peopleovare
affected by the cancer by using the data miningsifi@ation
algorithm.

II. LITERATURE OF REVIEW

Erode is located on the banks of Cauvery Riverthate are
many villages on the banks of Kalingarayan Canainfers
and the public complain that owing to abundant o$e

and damage the body's healthy tissues. This care mahemicals and large-scale discharge of effluertts \ater

someone very sick.

B. Oral cancer

India has the dubious distinction of harboring therld's

largest number of oral cancer patient with an ahmage

standardized incidence of 12.5per 100,000. Thdnest is
successful only if the lesion is diagnosed earljob@lly,

about ,5,75000 new cases and 3,20,000 deaths evety
year from oral cancer[2]. Most oral cancers in éngliesent in
advanced stage of malignancy. One of the main dvartd
treatment and control of oral cancer is the idieatiion and
risk assessment of early disease in the commumity ¢ost
effective fashion. Oral cancer is a subtype of haad neck
cancer and is any cancerous growth located in almgises of
the oral cavity [3]. Oral cancers may originataity of tissues
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sources many farmers and cattle are affected. Udiaister
for Social Justice and Empowerment Ms Subbulakshmi
Jagadeesan said an unofficial survey conducted anym
villages found that more than 100 women and 75 were
victims of the deadly disease. . Ms. Jagadeesdritiel Tamil
Nadu Government that heavy discharge of effluertsnf
tanning and textile industries into Kalingarayannala
contaminated the canal water and also the grounerwBhe
farmers who used this fell victims to cancer. Erdistrict is
witnessing an alarming number of cancer cases due t
drinking water contamination from the deadly cheahic
discharge by various factory units into kalingarayanal.
The secretary of Tamilaga Vivasayeegal Sangam Tbsub
says that more than 10 textile unit SIPCOT indaktyiowth
centre at Perundurai alone have been letting otmfida
effluents into drains in six or seven villages, lgaaffecting
the ground water. "Erode district is one of the sttt cancer
districts in Tamil Nadu and as on date, within juL8tmonths
of starting the IICG cancer hospital, 1,320 carmzeses were
examined in Erode alone," says Dr P Suthahar, ttamsu
radiologist at the hospital.
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He said 35 to 40 per cent of those examinedlikadand columns and the number of records were reduced. WiEK
bladder cancer, a clear indication that it was doe developed at the University of Waikato in New Zeala
consumption of water contaminated with “WEKA” stands for the Waikato Environment of Knowlige
dyes and chemicals. Analysis. The system is written in Java, an obganted
Pollution Control Board personnel on their part maned programming language that is widely available fibmaajor
that they were taking stringent action againstytmiy units ~ computer platforms, and WEKA has been tested uhiderx,
and that 500 units had been sealed for violatigmodifition Windows, and Macintosh operating systems. Javavalis to
control rules. They also said action was beingnagainst  provide a uniform interface to many different ldam
those who have not set up reverse osmosis plants. algorithms, along with methods for pre and postpssing
Erode district is one of the worst hit cancer distin  and for evaluating the result of learning schemreany given
Tamilnadu. The IICG cancer hospital 1320 canceesagre dataset. WEKA expects the data to be fed into b&RFF
examined in format (Attribution Relation File Format)VEKA has two
Erode alone. primary modes: experiment mode and exploration mdde
exploration mode allows easy access to allVWEKA's

A. Data Preparation . . N
i ) . . data preprocessing, learning, data processingibutt
Based on the information from various physician, ve&¥e  qgjection and data visualization modules in arirenment

prepared questionnaires to get raw data from to@ymayhat encourages initial exploration of data. Bxgeriment

villagers who affected with high level cancer. Pleopf 1,46 allows larger-scale experiments to be run vetults
different age groups with different ailments werterviewed  ¢;ored in a database for retrieval and analysis.[8]

based on the questionnaires prepared in our mtithgue i.e o
tamil to avoid communication problem D. Clustering in WEKA

The basic classification is based on supervisedrilfgns.

Algorithms are applicable for the input data. Thegess of
grouping a set of physical or abstract objects otésses of
similar objects is called clustering.. T@duster tab is also
supported which shows the list mfichine learning tools.

Total data collected from villages 424 peoples.
From the medical practitioner’s advice, while ciyésg the
data, the degree of disease
Symptoms are placed in several compartments as\fsill

Il:l/ltijlgecancer The_se tools in general operate a clustering algorithm and
run it
Moderate cancer
Severe cancer Smokin | Patch | Sudd | Wound | Bleed | Remark
The above types are classified by the followingsul g or onthe | en in ing
(i) No symptoms found grouped or any one Drinkin | Tongu | Swell | Mouth
symptoms as none. g € ing
(i) Those who are found with two symptoms are | NO No | No No None | -
grouped as Mild disease. Low Low | Low ” Mild | Any
(iil) Those who are found with three symptoms ;[_hor\?ve
moderate- disease. Symptom
T_hose who are found with than three symptomsergev Low Low | Low Low Mode | -
diseases rate
B. Clustering as the Data Mining application Low Low | Mediu | Medi-u | Mode | Any two
Clustering is one of the central concepts in thadfiof m m -rate | Medium
unsupervised data analysis, it is also a very owstsial Symptom
issue, and the very meaning of_ the conce_pt _c_Imgé_lmay Low Medi | High High Sever | Any wo
vary a great deal between different scientific igioes. um e High
However, a common goal in all cases is that thedaibje is to Symptom
find a structural representation of data by grogfin some s
sense) similar data items together. A cluster hagh h
similarity in comparison to one another but is veigsimilar Table 1 Classification of Symptoms of Diseases
to objects in other clusters. multiple times to manipulating algorithm parameters or
C. Weka as a data miner tool input data weight to increase the accuracyhef classifier.
In this paper we have us®dEKA (to find interesting patterns \'I/'VV\I/EOKAI\earnmg performance evaluators are includeth wi

in the selected datasef) Data Mining tool for clustering
techniques.. The selected software is able to geothe
required data mining functions and methodologieEhe
suitable data format for WEKA data mining software MS
Excel and ARFF formats respectively. Scalabilityxifaum
number of columns and rows the software can effitje
handle. However, in the selected data set, the aurob

The first simply splits a dataset into training dest data,
while the second performs cross-validation usingdsfo
Evaluation is usually described by the accuracye Tum
information is also displayed, for quick inspectafrhow well
a cluster works.
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E. Experimental Setup No. Attributes
The data mining method used to build the modetluster e
The data analysis is processed using WEléa mining tool 8 . :
for exploratory data analysis, machidearning and Designation —
statistical learning algorithms. The trainidgta set consists = 3 smoking orDrinking
of 424 instances with 10 different attributes. Tistancesin 4. White or Red color patch on the tongue
the dataset are representing the results of diffeyges of 5. Ditficulties in Sudden swelling
testing to predict the accuracy of cancer affegersons 6. Wound in Mouth
According to theattributes the dataset is divided into twa 7 E-Ieeding
parts that is 70% of the data are used for traiamd) 30% are g. Class

used for testing.[6]

F. Learning Algorithm Table 3: Selected Attributes for Analysis

This paper consists of an unsupervised mackh#aening B. K-Means Method
algorithm for clustering derived from the WEKAata

mining tool. Which include: The k-Means algorithm takes the input parameterarid
o K-Means partitions a set of n objects into k clusters s the resulting
Above clustering model used to cluster the groupedple intra cluster similarity is high but the inter dessimilarity is
who are affected by cancer in Erode District low. Cluster similarity is measured in regard b tmean
value of the objects in a cluster, which can beveig a the

IIl. DISCUSSIONAND RESULT cluster’scentroid or center of gravity.

The K—Means algorithm proceeds as follows:

First, it randomly selects k of the objects, eaéhwhich
initially represents a cluster mean or center. éawh of the
remaining objects, an object is assigned to thetefio which
it is the most similar, based on the distance betwike object
and the cluster mean. It then computes the new fiogaach
cluster. This process iterated until the criterimction
converges. Typically, the square-error criterign uised,
defined as

A. Attributes Selection
First of all, we have to find the correlated aftitigs for finding
the hidden pattern for the problem stated. The \WElata
miner tool has supported many in built learningaitipms for
correlated attributes. There are many filteredstdor this
analysis but we have selected one among themaddyf5ti
Totally there are 424 records of data base whiwk baen
created in Excel 2007 and saved in the format 8¥C
(Comma Separated Value format) that converted hto t
WEKA accepted of ARFF by using command line prenté 2 EPEc,-|P'm1|2 1)
WEKA.

The records of data base consists of 15 attribdites) Where E is the sum of the square error for all csjén the

. ) . : data set; p is the point in space representing/engbbject;
which 10 attributes were selected based on at&ibelection L P b P P g/engob)
. . and mis the mean of cluster;C In other words, for each
in explorer mode of WEKA 3.6.4. (fig 1) : . . .
. . object in each cluster, the distance from the dbjecits
We have chosen Symmetrical random filter tester for . ; )
. ST ; . Cluster center is squared, and the distances ammed. This
attribute selection in WEKA attribute selector.liited 14 o : )
. . criterion tries to make the resulting k clustersaspact and
selected attributes, but from which we have takaly & .
; . : as separate as possible.
attributes . The other attributes are omitted fbe

. . L . i. K-Meansalgorithm:
convenience of analysis of finding impaction ampegples

in the district. Input;
= k:ithe number of clusters,
P = D:a data set containing n objects

No. | Attributes Output: A set of k clusters.

L 5o, Method:

2, Name (D)arbitrarily choose k objects from from D as theiai

3. Age cluster centers;

N (2)repeat

4 Designation 3) (re) assign each object to the clusievhich the

5 Smoking orDrinking object is the most similar, based onrtiean

b. White or Red color patch on the tongue value of the objects in the cluster;

7 Diffiailties in Suddernswelling (4) Update the cluster means, i.e., calcutaemean

3 o value of the objects for each cluster;

8. Wound in Mouth (5) until no change:

9. Bleeding Suppose that there is a set of objects locatechaes as

10, Class depicted in the rectangle shown in fig 1a. Let &;3.e., the
user would like the objects to be partitioned intoee
clusters.

TABLE 2: CLASSIFICATION OF ATTRIBUTES _ ) L
According to the algorithm above we arbitrarily oolse

three objects as the three initial cluster centarsere cluster

Published By:
8 Blue Eyes Intelligence Engineering
& Sciences Publication Pvt. Ltd.




A Grouping of Cancer in Human Health using Clusterng Data Mining Technique

centers are marked by a “+". Each objects isibisted to a
cluster based on the cluster center to which thésnearest.
Such a distribution forms encircled by dotted csras show
in fig 1a.

Next, the cluster centers are updated. That igriban
value of each cluster is recalculated based onctieent
objects in the cluster. Using the new cluster asntethe
objects are redistributed to the clusters basesich cluster
center is the nearest. Such a redistribution forras
encircled by dashed curves, as shown in figlb.

This process iterates, leading to fig 1c. Phecess of
iteratively reassigning objects to clusters to ioyar the
partitioning is referred to aterative relocation.

Eventually, no redistribution of the objettsany cluster
occurs, and so the process terminates. The mgeltister is
returned by the clustering process.

al ki €

FIG 1: CLUSTERING OF A SET OF OBJECTS BASED ON
K-MEANS METHOD

C.K-Means in WEKA

The learning algorithm k-Means in WEKA 3.6.4 acceitte
training data base in the format of ARFF. It adsethe
nominal data and binary sets. So our attributesctad in

distance. But in this analysis Weka tool used [Eeen
distance.

===Run information ==

Scheme:
10

weka.clusterers.SimpleKlMeans -N 2 -4 "weka.core EuclideanDistance -R firstdast” - 500 -5

Relation: oraldb
Instances: 424
Attributes: 10
S.No
Mame
Age
Designation
Smoking or Drinking
White or red color patch on the tongue
Difficulties in sudden swelling
Wound in Mouth
Bleeding
class

Testmade: evaluate on training data

===Meodel and evaluation on training set ===

kiMeans
Number of iterations: 4

Within dluster sum of squared errors: 1130.3460950653453

Iissing values globally replaced with mean/mode

nominal and binary formats naturally. So no need ("steroniids

preprocessing for further process.

We have trained the training data by using the &l F
Cross Validated testing which used our trained datas one
third of the data for training and remaining fostieg. After
training and testing which gives the following risifig 2)

1) Euclidean distance

K-means cluster analysis supports various data fagh
quantitative, binary, nominal or ordinal, but dot soipport

categorical data. Cluster analysis is based on umiegs

similarity between objects by computing the diseabetween

each pair.

There are a number of methods are for computirsiceding

distance in a multidimensional environment.
Distance is a well understood concept that hasrébeu of
simple properties.
1.Distance is always positive

2.Distance from point x to itself is always zero

Clusters

Attribute Full Data 0 1

(424) (229) (195)
S.No 2125 210.3537 215.0205
Name Paramasivam Paramasivam  Rangasamy
Age 42.7689 40.2493 45.6103
Designation Labour Labour Labour
Smoking or Drinking 0.8373 0.7031 0.9949
White or red color patch on the tongue 0.316 0.131 0.5333
Difficulties in sudden swelling 0.5236 0.2886 0.6821
Wound in Mouth 0.2797 0.1266 0.6769

01745 0.0961 0.2667

class Moderate Cancer  Mild Cancer Moderate Cancer

Clustered Instances

0 220(54%)

3.Distance from point x to point y cannot be greate; 1s5(aex)

than the sum of the distance from x to some other

point z and distance from z to y.

FIG 2: KMEANS IN WEKA BASED ON CANCER SYMPTOMS
Euclidean distance of the difference vector is nsostmonly

4.Distance from x to y is always the same as from y {54 1o compute distances and has an intuitivezhppe the

X.

It is possible to assign weights to all attributegicating
their importance. There are number of distance mreasuch
as Euclidean distance, Manhattan distance and Cheby

largest valued attribute may dominate the distanteis
therefore essential that the attributes are prgsedled. Let
the distance between two points x and y be D(x,y).
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D(x.y) =X(x-¥))"*? @
2) Clustering of Disease symptoms

The collected disease symptoms such as SmokingioinB,
White or red color patch on the tongue, Difficedtin sudden
swelling, wound in mouth, Bleeding as raw data piieg to
Kmeans method is being carried out in weka usingiéean
distance method to measure cluster centroids. &heltris
obtained in iteration 4 after clustered. The cddtuster
points are measured based on the diseases symptouorsi
on the diseases symptoms in raw data, the Knwasiered
two main clustering units. From the confusion maabove
we came to know that the district mainly impactegdMild
Cancer.

The above implementation algorithm yields resstilat the
Kaligarayan palayam and surrounding villages inder®ist
people affected by the Mild Cancer disease. Weedanthe
conclusion of this result by confusion matrix of-nkeans
algorithm

The K-means method clustered train the data Ap®86
so the error rate completely reduced. The timenta&eduild
the algorithm relatively too small.

IV. CONCLUSION

The K-means algorithm was implemented using WeBa43.

data miner. It clustered into two major clustergsuwith the
class variables. The clusters were varied in zignagner,
slightly with each iterations and finally in th® #teration and
finally maximum of its attributes belongs to MildaGcer
class. Found on that Kaligarayan palayam and sodiog
villages in Erode Dist people affected by the Mddncer
disease...

Data mining applied in health care domainwych the
people get beneficial for their lives. As the agalf this
research found the meaningful hidden pattern tioah f the
real data set collected the people impacted aa&rdistrict.
By which we can easily know that the people do get
awareness among themselves about the Cancer iopd€t
it continues in this way, it may lead to death leve
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