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Abstract—Facial expressions convey non-verbal cues, which 
play an impor tant role in interpersonal relations. Automatic 
recognition of facial expressions can be an impor tant component 
of natural human-machine inter faces; it may also be used in 
behavioural science and in clinical practice. Although humans 
recognise facial expressions vir tually without effor t or  delay, 
reliable expression recognition by machine is still a challenge. 
This paper  presents a high-level overview of automatic 
expression recognition; it highlights the main system 
components and some research challenges.  
 

I. INTRODUCTION 

facial expression is a visible manifestation of the 
affective state, cognitive activity, intention, personality, 

and psychopathology of a person [6]; it plays a 
communicative role in interpersonal relations. Facial 
expressions, and other gestures, convey non-verbal 
communication cues in face-to-face interactions. These cues 
may also complement speech by helping the listener to elicit 
the intended meaning of spoken words. As cited in [14] (p. 
1424), Mehrabian reported that facial expressions have a 
considerable effect on a listening interlocutor; the facial 
expression of a speaker accounts for about 55 percent of the 
effect, 38 percent of the latter is conveyed by voice intonation 
and 7 percent by the spoken words. 

As a consequence of the information that they carry, facial 
expressions can play an important role wherever humans 
interact with machines. Automatic recognition of facial 
expressions may act as a component of natural human-
machine interfaces [20] (some variants of which are called 
perceptual interfaces [16] or conversational [21] interfaces). 
Such interfaces would enable the automated provision of 
services that require a good appreciation of the emotional 
state of the service user, as would be the case in transactions 
that involve negotiation, for example. Some robots can also 
benefit from the ability to recognise expressions [3]. 
Automated analysis of facial expressions for behavioural 
science or medicine is another possible application domain 
[6] [9]. 

From the viewpoint of automatic recognition, a facial 
expression can be considered to consist of deformations of 
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facial components and their spatial relations, or changes in 
the pigmentation of the face. Research into automatic 
recognition of facial expressions addresses the problems 
surrounding the representation and categorisation of static or 
dynamic characteristics of these deformations or face 
pigmentation. Further details on the problem space for facial 
expression analysis are given in [11].  

This paper is a high-level tutorial overview of automatic 
facial expression recognition. Due to length restrictions, only 
a small sample of recognition techniques is explicitly referred 
to. Further details can be found in the cited references. The 
next section gives an overview of facial expression 
recognition systems. Thereafter, some outstanding research 
problems are pointed out, and a summary of the overview is 
given.   

II. MAIN ARCHITECTURAL COMPONENTS 

A. Generic Architecture 

Despite the task duality that exists between facial 
expression recognition and face recognition, it can be 
observed in the literature [4] [6] [14] [18] that similar 
architectures and processing techniques are often used for 
both recognition tasks. The duality arises from the following 
considerations. In addition to conveying expressions, faces 
also carry other information such as the identity of a person. 
By definition, the expression of a face is the focal element in 
facial expression recognition. Hence, personal identity 
information conveyed by a face is an unwanted source of 
variability in expression recognition. Conversely, variability 
arising from facial expression is unwanted in face 
recognition, where the uniqueness of a face is the central 
recognition criterion. 

Automatic systems for facial expression recognition usually 
take the form of a sequential configuration of processing 
blocks, which adheres to a classical pattern recognition model 
(see Figure 1) [10] [14] [18]. The main blocks are: image 
acquisition, pre-processing, feature extraction, classification, 
and post-processing. Table I presents a small sample of 
approaches to facial expression recognition. 

B. General Description  

With regard to the interconnection between the blocks 
shown in Figure 1, feedback paths between blocks are absent 
from most expression recognition systems, although feedback 
could be beneficial for improving recognition accuracy.  

Facial Expression Recognition:  
A Brief Tutorial Overview 

Claude C. Chibelushi, Fabrice Bourel 

A



 2

 
 

Image 
acquisition 

Class 
label 

Raw 
data Classification 

Pre- 
processing 

Post- 
processing 

Feature  
extraction 

Eye space  Mouth space 

0.5 

0.2 

0.1 

0.3 

weights basis vectors 

Feature vector: 
[0.5, 0.2, 0.1, 0.3] 

 

Action Unit 
likelihoods 

AU 1 
�

 0.1 
AU 2 

�
 0.2 

… 
AU 12 

�
 0.3 

… 
AU 25 

�
 0.4 

… 
 

Geometric 
normalisation 
against head 
translation, 

rotation, scale 
[6] [12].  

Face 
segmentation 

using a 
Gaussian 

mixture model 
of the skin [19], 
or deformable 
models of face 
parts [15] [19]. 

Classifier  
Hidden Markov 

models [12]. 
Neural network 

[19]. 
k-nearest 
neighbour 

classifier [1]. 
Rule-based 

expert system 
[15]. 

Multi-stage 
classification 

[15] 

E
xa

m
pl

e 
 

Estimation of 
geometric 

measurements 
between facial 
landmarks [1]. 

Space 
dimensionality 
reduction for 
dense motion 
parameters 

[12]. 
Estimation of 

muscle 
activation 

parameters [9]. 

Joy  2D image 
showing a 

front or 
profile view 
of the face 

[15] 

 
Figure 1: Some techniques for facial expression recognition, shown in the context of the classical pattern recognition model.  
 
Based on the spatial extent of the face parts to which 

feature extraction and subsequent classification are applied, 
facial expression recognition can be classified as piecemeal or 
holistic recognition. Piecemeal recognition typically involves 
an ensemble of feature extractors or classifiers, together with 
a combination unit. In holistic recognition, the whole face 
provides a single input to the recognition system. 

The main approaches embedded in the components of an 
automatic expression recognition system are reviewed below. 
Some unsolved problems are discussed in the next section. 

1) Image Acquisition: Images used for facial expression 
recognition are static images or image sequences. An image 
sequence contains potentially more information than a still 
image, because the former also depicts the temporal 
characteristics of an expression. With respect to the spatial, 
chromatic, and temporal dimensionality of input images, 2-D 
monochrome (grey-scale) facial image sequences are the most 
popular type of pictures used for automatic expression 
recognition. However, colour images could become prevalent 
in future, owing to the increasing availability of low-cost 
colour image acquisition equipment, and the ability of colour 
images to convey emotional cues such as blushing. 

2) Pre-processing: Image pre-processing often takes the 
form of signal conditioning (such as noise removal, and 
normalisation against the variation of pixel position or 
brightness), together with segmentation, location, or tracking 
of the face or its parts. Expression representation can be 
sensitive to translation, scaling, and rotation of the head in an 
image. To combat the effect of these unwanted 

transformations, the facial image may be geometrically 
standardised prior to classification. This normalisation is 
usually based on references provided by the eyes or nostrils.  

Segmentation is concerned with the demarcation of image 
portions conveying relevant facial information. Face 
segmentation is often anchored on the shape, motion, colour, 
texture, and spatial configuration of the face or its 
components [13]. The face location process yields the position 
and spatial extent of faces in an image; it is typically based on 
segmentation results. A variety of face detection techniques 
have been developed [13]. However, robust detection of faces 
or their constituents is difficult to attain in many real-world 
settings. Tracking is often implemented as location, of the 
face or its parts, within an image sequence, whereby 
previously determined location is typically used for estimating 
location in subsequent image frames. 

3) Feature Extraction: Feature extraction converts pixel 
data into a higher-level representation �  of shape, motion, 
colour, texture, and spatial configuration of the face or its 
components. The extracted representation is used for 
subsequent expression categorisation. Feature extraction 
generally reduces the dimensionality of the input space. The 
reduction procedure should (ideally) retain essential 
information possessing high discrimination power and high 
stability. Such dimensionality reduction may mitigate the 
'curse of dimensionality' [10]. Geometric, kinetic, and 
statistical- or spectral-transform-based features are often used 
as alternative representation of the facial expression prior to 
classification [14].  
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4) Classification: Expression categorisation is performed 
by a classifier, which often consists of models of pattern 
distribution, coupled to a decision procedure. A wide range of 
classifiers, covering parametric as well as non-parametric 
techniques, has been applied to the automatic expression 
recognition problem [14]. The two main types of classes used 
in facial expression recognition are action units (AUs) [6], 
and the prototypic facial expressions defined by Ekman [8].  

The 6 prototypic expressions relate to the emotional states 
of happiness, sadness, surprise, anger, fear, and disgust [8]. 
However, it has been noted that the variation in complexity 
and meaning of expressions covers far more than these six 
expression categories [12]. Moreover, although many 
experimental expression recognition systems use prototypic 
expressions as output categories, such expressions occur 
infrequently, and fine changes in one or a few discrete face 
parts communicate emotions and intentions [6] [19]. An AU 
is one of 46 atomic elements of visible facial movement or its 
associated deformation; an expression typically results from 
the agglomeration of several AUs [6] [8]. AUs are described 
in the Facial Action Coding System (FACS) [7].  

Sometimes, AU and prototypic expression classes are both 
used in a hierarchical recognition system �  for example, 
categorisation into AUs can be used as a low-level of 
expression classification, followed by a high-level 
classification of AU combinations into basic expression 
prototypes [15].  

5) Post-processing: Post-processing aims to improve 
recognition accuracy, by exploiting domain knowledge to 
correct classification errors, or by coupling together several 
levels of a classification hierarchy, for example. 

III. SOME CHALLENGES  

Although humans recognise facial expressions virtually 
without effort or delay, reliable expression recognition by 
machine is still a challenge. The problems that have haunted 
the pattern recognition community at large (see [10]) still 
require attention. A key challenge is achieving optimal pre-
processing, feature extraction or selection, and classification, 
particularly under conditions of input data variability. To 
attain successful recognition performance, most current 
expression recognition approaches require some control over 
the imaging conditions. The controlled imaging conditions 
typically cover the following aspects. 

(i) View or pose of the head. Although constraints are often 
imposed on the position and orientation of the head relative to 
the camera, and the setting of camera zoom, it should be 
noted that some processing techniques have been developed, 
which have good insensitivity to translation, scaling, and in-
plane rotation of the head. The effect of out-of-plane rotation 
is more difficult to mitigate, as it can result in wide variability 
of image views. Further research is needed into 
transformation-invariant expression recognition.  

(ii) Environment clutter and illumination. Complex image 

background pattern, occlusion, and uncontrolled lighting 
have a potentially negative effect on recognition. These 
factors would typically make image segmentation more 
difficult to perform reliably. Hence, they may potentially 
cause the contamination of feature extraction by information 
not related to facial expression. Consequently, many 
researchers use uncluttered backgrounds and controlled 
illumination, although such conditions do not match the 
operational environment of some potential applications of 
expression recognition.  

(iii) Miscellaneous sources of facial variability. Facial 
characteristics display a high degree of variability due to a 
number of factors, such as: differences across people (arising 
from age, illness, gender, or race, for example), growth or 
shaving of beards or facial hair, make-up, blending of several 
expressions, and superposition of speech-related (articulatory) 
facial deformation onto affective deformation. 

The controlling of imaging conditions is detrimental to the 
widespread deployment of expression recognition systems, 
because many real-world applications require operational 
flexibility. However, few studies have systematically 
investigated the robustness of automatic expression 
recognition under adverse conditions [2]. Further research 
into techniques that are robust against variability of the 
primary input is needed. In particular, research into 
automatic expression recognition systems capable of adapting 
their knowledge periodically or continuously has not received 
much attention. The authors are of the opinion that 
robustness of expression recognition, against the variability of 
facial characteristics, would be difficult to achieve without 
incorporating adaptation in the recognition framework. 

Emotions also have acoustic characteristics. Although the 
combination of acoustic and visual characteristics promises 
improved recognition accuracy, the development of effective 
combination techniques is a challenge, which has not been 
addressed by many. Published research on audio-visual 
speech or speaker recognition has reported some potentially 
useful approaches [5]. 

IV. SUMMARY 

This paper has briefly overviewed automatic expression 
recognition. Similar architectures and processing techniques 
are often used for facial expression recognition and face 
recognition, despite the duality that exists between these 
recognition tasks. 2-D monochrome facial image sequences 
are the most popular type of pictures used for automatic 
expression recognition. Although a variety of face detection 
techniques have been developed, robust detection and location 
of faces or their constituents is difficult to attain in many 
cases. Features for automatic expression recognition aim to 
capture static or dynamic facial information specific to 
individual expressions. Geometric, kinetic, and statistical- or 
spectral-transform-based features are often used as alternative 
representation of the facial expression prior to classification. 
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A wide range of classifiers, covering parametric as well as 
non-parametric techniques, has been applied to automatic 
expression recognition. 

Generally speaking, automatic expression recognition is a 
difficult task, which is afflicted by the usual difficulties faced 
in pattern recognition and computer vision research circles, 
coupled with face specific problems. As such, research into 
automatic expression recognition has been characterised by 
partial successes, achieved at the expense of constraining the 
imaging conditions, in many cases. Unresolved research 
issues are encapsulated in the challenge of achieving optimal 
pre-processing, feature extraction or selection, and 
classification, under conditions of data variability. Sensitivity 
of automatic expression recognition to data variability is one 
of the key factors that have curtailed the spread of expression 
recognisers in the real world. However, few studies have 
systematically investigated robustness of automatic expression 
recognition under adverse conditions.  
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